
A CONVERSE INEQUALITY FOR THE CSISZÁR
Φ−DIVERGENCE

S.S. DRAGOMIR

Abstract. A converse inequality for the Csiszár Φ−divergence and applica-
tions for some particular distance functions such as: Kullback-Leibler distance,
Renyi distance, χ2−distance, Bhattacharyya distance, J-distance, etc. are
given.

1. Introduction

Given a convex function Φ : R+ → R+, the Φ- divergence functional

IΦ (p, q) :=
n

∑

i=1

qiΦ
(

pi

qi

)

(1.1)

was introduced in Csiszár [1], [2] as a generalized measure of information, a “dis-
tance function” on the set of probability distributions Pn. The restriction here to
discrete distribution is only for convenience, similar results hold for general distri-
butions.

As in Csiszár [2], we interpret undefined expressions by

Φ (0) = lim
t→0+

Φ(t) , 0Φ
(

0
0

)

= 0

0Φ
(a

0

)

= lim
ε→0+

Φ
(a

ε

)

= a lim
t→∞

Φ(t)
t

, a > 0.

The following results were essentially given by Csiszár and Körner [3].

Theorem 1. If Φ : R+ → R is convex, then IΦ (p, q) is jointly convex in p and q.

The following lower bound for the Φ−divergence functional also holds.

Theorem 2. Let Φ : R+ → R+ be convex. Then for every p, q ∈ Rn
+, we have the

inequality:

IΦ (p, q) ≥
n

∑

i=1

qiΦ









n
∑

i=1
pi

n
∑

i=1
qi









.(1.2)

If Φ is strictly convex, equality holds in (1.2) iff
p1

q1
=

p2

q2
= ... =

pn

qn
.(1.3)
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Corollary 1. Let Φ : R+ → R be convex and normalized, i.e.,

Φ(1) = 0.(1.4)

Then for any p, q ∈ Rn
+ with

n
∑

i=1

pi =
n

∑

i=1

qi(1.5)

we have the inequality

IΦ (p, q) ≥ 0.(1.6)

If Φ is strictly convex, the equality holds in (1.6) iff pi = qi for all i ∈ {1, ..., n}.

In particular, if p, q are probability vectors, then (1.5) is assured. Corollary 1
then shows, for strictly convex and normalized Φ : R+ → R,

IΦ (p, q) ≥ 0 for all p, q ∈ Pn.(1.7)

The equality holds in (1.7) iff p = q.
These are “distance properties”. However, IΦ is not a metric: It violates the

triangle inequality, and is asymmetric, i.e, for general p, q ∈ Rn
+, IΦ (p, q) 6=

IΦ (q, p).
In the examples below we obtain, for suitable choices of the kernel Φ, some of the

best known distance functions IΦ used in mathematical statistics [4]-[5], information
theory [6]-[8] and signal processing [9]-[10].

Example 1. (Kullback-Leibler) For

Φ(t) := t log t, t > 0(1.8)

the Φ−divergence is

IΦ (p, q) =
n

∑

i=1

pi log
(

pi

qi

)

,(1.9)

the Kullback-Leibler distance [11]-[12].

Example 2. (Hellinger) Let

Φ(t) =
1
2

(

1−
√

t
)2

, t > 0.(1.10)

Then IΦ gives the Hellinger distance [13]

IΦ (p, q) =
1
2

n
∑

i=1

(
√

pi −
√

qi)
2 ,(1.11)

which is symmetric.

Example 3. (Renyi) For α > 1, let

Φ(t) = tα, t > 0.(1.12)

Then

IΦ (p, q) =
n

∑

i=1

pα
i q1−α

i ,(1.13)

which is the α−order entropy [14].
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Example 4. (χ2−distance) Let

Φ(t) = (t− 1)2 , t > 0.(1.14)

Then

IΦ (p, q) =
n

∑

i=1

(pi − qi)
2

qi
(1.15)

is the χ2−distance between p and q.

Finally, we have

Example 5. (Variational distance). Let Φ(t) = |t− 1| , t > 0. The corre-
sponding divergence, called the variational distance, is symmetric,

IΦ (p, q) =
n

∑

i=1

|pi − qi| .

For other examples of divergence measures, see the paper [22] by J.N. Kapur,
where further references are given.

2. Some Converse Inequalities for the Csiszár Φ−Divergence

We start with the following converse of Jensen’s discrete inequality established
in 1994 in [15] by Dragomir and Ionescu.

Lemma 1. Let f : I ⊆ R→ R be a differentiable convex mapping on I. If xi ∈̊I,

ti ≥ 0 with Tn :=
n
∑

i=1
ti > 0 (i = 1, ..., n) , then we have the inequality

0 ≤ 1
Tn

n
∑

i=1

tif (xi)− f

(

1
Tn

n
∑

i=1

tixi

)

(2.1)

≤ 1
Tn

n
∑

i=1

tixif ′ (xi)−
1
Tn

n
∑

i=1

tixi ·
1
Tn

n
∑

i=1

tif ′ (xi) ;

where f ′ :̊I→ R is the derivative of f on I̊.
If ti > 0 (i = 1, ..., n) and the mapping f is strictly convex on I̊, then the case of
equality holds in (2.1) iff x1 = x2 = ... = xn.

Proof. As f : I → R is convex on I̊, then we have the following inequality,

f (x)− f (y) ≥ f ′ (y) (x− y) for all x, y ∈ I̊.(2.2)

Choose in (2.2) x = 1
Tn

n
∑

i=1
tixi ∈ I̊, y = xj , j = 1, ...., n to obtain

f

(

1
Tn

n
∑

i=1

tixi

)

− f (xj) ≥ f ′ (xj)

(

1
Tn

n
∑

i=1

tixi − xj

)

(2.3)

for all j ∈ {1, ..., n} .
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If we multiply (2.3) by tj ≥ 0 and sum over j from 0 to n, we deduce
n

∑

j=1

tj

[

f

(

1
Tn

n
∑

i=1

tixi

)

− f (xj)

]

(2.4)

≥
n

∑

j=1

tjf ′ (xj)

(

1
Tn

n
∑

i=1

tixi − xj

)

.

However, a simple calculation shows that
n

∑

j=1

tj

[

f

(

1
Tn

n
∑

i=1

tixi

)

− f (xj)

]

= Tnf

(

1
Tn

n
∑

i=1

tixi

)

−
n

∑

i=1

tif (xi)

and
n

∑

j=1

tjf ′ (xj)

(

1
Tn

n
∑

i=1

tixi − xj

)

=
1
Tn

n
∑

i=1

tixi

n
∑

i=1

tif ′ (xi)−
n

∑

i=1

tixif ′ (xi)

and then, by (2.4), we can state

Tnf

(

1
Tn

n
∑

i=1

tixi

)

−
n

∑

i=1

tif (xi)

≥ 1
Tn

n
∑

i=1

tixi

n
∑

i=1

tif ′ (xi)−
n

∑

i=1

tixif ′ (xi) .

Dividing by Tn > 0, we obtain the second inequality in (2.1).
If f is strictly convex, then the equality holds in (2.2) iff x = y. Using this

and an obvious argument, we obtain the fact that the equality holds in (2.1) iff
x1 = ... = xn.

We omit the details.

Remark 1. If, in the above lemma we drop the differentiability condition, then
can choose instead of f ′ (xi) any number l = l (xi) ∈

[

f ′− (xi) , f ′+ (xi)
]

and the
inequality still remains valid. This follows by the fact that for a convex mapping
f : R+ → R+, we have

f (x)− f (y) ≥ l (y) (x− y) for x, y ∈ R+,

where l (y) ∈
[

f ′− (y) , f ′+ (y)
]

and f ′− (y) is the left derivative of f in y and f ′+ (y)
is the right derivative of f in y. We omit the details.

Remark 2. For an extension of this theorem for convex mappings of several vari-
ables see the paper [16] by Dragomir and Goh where further applications in Infor-
mation Theory for Shannon’s Entropy, Mutual Information, Conditional Entropy,
etc. are given. An integral version of this result can be found in the paper [19] by
Dragomir and Goh where further applications for the continuous case of the Shan-
non Entropy have been given. Extensions of the above results for convex mappings
defined on convex sets in linear spaces and particularly in normed spaces can be
found in the recent Ph.D. Dissertation [20] of M. Matić where other applications in
Information Theory for Shannon’s Entropy have been considered.
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In the recent paper [23], we proved the following theorem.

Theorem 3. Let Φ : R+ → R+ be differentiable convex. Then for all p, q ∈ Rn
+ we

have the inequality

Φ′ (1) (Pn −Qn) ≤ IΦ (p, q)−QnΦ(1) ≤ IΦ′

(

p2

q
, q

)

− IΦ′ (p, q) ,(2.5)

where Pn :=
n
∑

i=1
pi > 0, Qn :=

n
∑

i=1
qi > 0 and Φ′ is the derivative of Φ. If Φ is

strictly convex and pi, qi > 0 (i = 1, ..., n), then the equality holds in (2.5) iff p = q.

The following converse inequality for the Csiszár Φ−divergence also holds.

Theorem 4. Let Φ, p and q be as in Theorem 2. Then we have the inequality:

0 ≤ IΦ (p, q)−QnΦ
(

Pn

Qn

)

(2.6)

≤ IΦ′

(

p2

q
, p

)

− Pn

Qn
IΦ′ (p, q) ,

where Qn :=
n
∑

i=1
qi > 0, Pn :=

n
∑

i=1
pi > 0 and Φ′ is the derivative of Φ. If Φ is

strictly convex, and pi, qi > 0, (i = 1, ..., n), then the equality holds in (2.6) iff
p1
q1

= ... = pn
qn

.

Proof. Choose in Lemma 1 f = Φ, ti := qi and xi = pi
qi

to obtain

0 ≤ 1
Qn

n
∑

i=1

qiΦ
(

pi

qi

)

− Φ
(

Pn

Qn

)

≤ 1
Qn

n
∑

i=1

piIΦ′

(

pi

qi

)

− 1
Qn

n
∑

i=1

pi ·
1

Qn

n
∑

i=1

qiIΦ′

(

pi

qi

)

,

which is equivalent to (2.6). The case of equality is obvious.

The following corollary is natural.

Corollary 2. Let Φ : R+ → R be differentiable convex and normalized. Then, for
any p, q ∈ Rn

+ with Pn = Qn, we have the converse of the positivity inequality (1.6)

0 ≤ IΦ (p, q) ≤ IΦ′

(

p2

q
, p

)

− IΦ′ (p, q) .(2.7)

The equality holds in (2.7) for a strictly convex mapping Φ iff p = q.

3. Applications for some Particular Φ−Divergences

Let us consider the Kullback-Leibler distance given by (1.9)

KL (p, q) :=
n

∑

i=1

pi log
(

pi

qi

)

.(3.1)

Choose the convex mapping Φ (t) = − log (t) , t > 0. For this mapping we have the
Csiszár Φ−divergence

IΦ (p, q) =
n

∑

i=1

qi

[

− log
(

pi

qi

)]

=
n

∑

i=1

qi log
(

qi

pi

)

= KL (q, p) .
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The following inequality holds.

Proposition 1. Let p, q ∈ Rn
+. Then we have the inequality

0 ≤ KL (q, p)−Qn log
(

Qn

Pn

)

≤ 1
Qn

[

Pn

n
∑

i=1

q2
i

pi
−Q2

n

]

(3.2)

=
1

2Qn

n
∑

i,j=1

pipj

(

qi

pi
− qj

pj

)2

.

The case of equality holds iff p1
q1

= ... = pn
qn

.

Proof. If Φ (t) = − log t, then Φ′ (t) = − 1
t , t > 0. We have

IΦ′

(

p2

q
, p

)

=
n

∑

i=1

pi ·





1
(

p2
i

qi

)

· 1
pi



 = −Qn,

IΦ′ (p, q) =
n

∑

i=1

qi ·

[

− 1
pi
qi

]

= −
n

∑

i=1

q2
i

pi

and then from (2.6), we can state that

0 ≤ KL (q, p) + Qn log
(

Pn

Qn

)

≤ −Qn +
Pn

Qn

n
∑

i=1

q2
i

pi
=

1
Qn

[

Pn

n
∑

i=1

q2
i

pi
−Q2

n

]

,

i.e.,

0 ≤ KL (q, p)−Qn log
(

Qn

Pn

)

≤ 1
Qn

[

Pn

n
∑

i=1

q2
i

pi
−Q2

n

]

.

On the other hand, we observe that

1
2

n
∑

i,j=1

pipj

(

qi

pi
− qj

pj

)2

=
1
2

n
∑

i,j=1

pipj

(

q2
i

p2
i
− 2

qiqj

pipj
+

q2
j

p2
j

)

=
1
2





n
∑

i,j=1

pj
q2
i

pi
− 2

n
∑

i,j=1

qiqj +
n

∑

i,j=1

pi
q2
j

pj





= Pn

n
∑

i=1

q2
i

pi
−Q2

n

and the inequality (3.2) is proved.
The case of equality follows by the strict convexity of the mapping − log.

Corollary 3. If we assume that Pn = Qn in (3.2), we have

0 ≤ KL (q, p) ≤
n

∑

i=1

[

q2
i − p2

i

pi

]

=
1

2Qn

n
∑

i,j=1

pipj

(

qi

pi
− qj

pj

)2

(3.3)

with equality iff p = q.
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Remark 3. We know that the χ2−distance between p and q is (see (1.15))

Dχ2 (p, q) :=
n

∑

i=1

(pi − qi)
2

qi
=

(

n
∑

i=1

p2
i − q2

i

qi
if Pn = Qn

)

.

As

Dχ2 (q, p) =
n

∑

i=1

(qi − pi)
2

pi
=

(

n
∑

i=1

q2
i − p2

i

pi
if Pn = Qn

)

,

then the inequality (3.3) can be rewritten in the following manner

0 ≤ KL (q, p) ≤ Dχ2 (q, p) .(3.4)

Corollary 4. Let p and q be two probability distributions. Then

0 ≤ KL (q, p) ≤ Dχ2 (q, p)(3.5)

with equality iff p = q.

Remark 4. For a direct proof of the inequality (3.5) see [21] where further bounds
are also given.

Now, let us consider the α−order entropy of Renyi (see (1.13))

Dα (p, q) :=
n

∑

i=1

pα
i q1−α

i , α > 1(3.6)

and p, q ∈ Rn
+.

We know that Renyi’s entropy is actually the Csiszár Φ−divergence for the
convex mapping Φ (t) = tα, α > 1, t > 0 (see Example 3).

The following proposition holds.

Proposition 2. Let p, q ∈ Rn
+. Then we have the inequality

0 ≤ Dα (p, q)− Pα
n Q1−α

n(3.7)

≤ α
Qn

[

QnDα (p, q)− PnDα

(

q
2−α

α ,
1
p

)]

.

The case of equality holds iff p1
q1

= ... = pn
qn

.

Proof. If Φ (t) = tα, then Φ′ (t) = αtα−1.
We have

IΦ′

(

p2

q
, p

)

=
n

∑

i=1

pi ·

[

α
(

p2
i

qipi

)α−1
]

(3.8)

= α
n

∑

i=1

pi

(

pi

qi

)α−1

= α
n

∑

i=1

q1−α
i pα

i

= αDα (p, q)

and

IΦ′ (p, q) =
n

∑

i=1

qi

[

α
(

pi

qi

)α−1
]

=
n

∑

i=1

pα−1
i q2−α

i = αDα

(

q
2−α

α ,
1
p

)

.(3.9)
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Using the inequality (2.6), we can state that

0 ≤ Dα (p, q)−Qn

(

Pn

Qn

)α

≤ αDα (p, q)− α
Pn

Qn
Dα

(

q
2−α

α ,
1
p

)

=
α

Qn

[

QnDα (p, q)− PnDα

(

q
2−α

α ,
1
p

)]

and the inequality (3.7) is obtained.
The case if equality follows by the fact that the mapping Φ (t) = tα (α > 1, t > 0)

is strictly convex on (0,∞) .

Corollary 5. If we assume that Pn = Qn in (3.7), we obtain

0 ≤ Dα (p, q)− Pn ≤ α
[

Dα (p, q)−Dα

(

q
2−α

α ,
1
p

)]

(3.10)

with equality iff p = q.
In particular, if p, q are probability distributions, then

0 ≤ Dα (p, q)− 1 ≤ α
[

Dα (p, q)−Dα

(

q
2−α

α ,
1
p

)]

(3.11)

with equality iff p = q.

Now, let us consider the Bhattacharyya distance given by (see [20])

B (p, q) =
n

∑

i=1

√
piqi.

If we consider the convex mapping Φ : (0,∞) → R, Φ (t) = −
√

t, then

IΦ (p, q) = −
n

∑

i=1

qi

√

pi

qi
= −

n
∑

i=1

√
piqi = −B (p, q) .

The following inequality holds.

Proposition 3. Let p, q ∈ Rn
+. Then we have the inequality

0 ≤
√

QnPn −B (p, q) ≤ 1
2

[

Pn

Qn

n
∑

i=1

qi

√

qi

pi
−B (p, q)

]

.(3.12)

The case of equality holds iff p1
q1

= ... = pn
qn

.

Proof. If Φ (t) = −
√

t, then Φ′ (t) = − 1
2 ·

1√
t
, t > 0. We have

IΦ′

(

p2

q
, p

)

=
n

∑

i=1

pi



−1
2
· 1
√

p2
i

qipi



 = −1
2

n
∑

i=1

√
qipi = −1

2
B (p, q) ,

IΦ′ (p, q) =
n

∑

i=1

qi



−1
2
· 1
√

pi
qi



 = −1
2

n
∑

i=1

qi

√

qi

pi
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and then, from (2.6), we can state that

0 ≤ −B (p, q) + Qn

√

Pn

Qn
≤ 1

2
B (p, q) +

1
2

Pn

Qn

n
∑

i=1

qi

√

qi

pi
,

which is equivalent to (3.12).
The case of equality follows by the strict convexity of the mapping Φ.

Remark 5. The second inequality in (3.12) is equivalent to

√

PnQn ≤
1
2

[

Pn

Qn

n
∑

i=1

qi

√

qi

pi
+ B (p, q)

]

(3.13)

with equality iff p1
q1

= ... = pn
qn

.

Corollary 6. If we assume that Pn = Qn in (3.12), then we obtain

0 ≤ Pn −B (p, q) ≤ 1
2

[

n
∑

i=1

qi

√

qi

pi
−B (p, q)

]

with equality iff p = q.

Another important divergence measure in Information Theory is the J-divergence
defined by (see for example [2])

J (p, q) =
n

∑

i=1

(pi − qi) log
(

pi

qi

)

.

Let us observe that the mapping Φ (t) := (t− 1) ln t, t ∈ (0,∞) , has the derivatives

Φ′ (t) = ln t− 1
t

+ 1, t > 0

Φ′′ (t) =
t + 1
t2

> 0 for t > 0,

which shows that Φ is convex on (0, 1) and

IΦ (p, q) =
n

∑

i=1

qi

(

pi

qi
− 1

)

ln
(

pi

qi

)

= J (p, q) .

We can state the following proposition.

Proposition 4. Let p, q ∈ Rn
+. Then we have the inequality

0 ≤ J (p, q)− (Pn −Qn) ln
(

Pn

Qn

)

(3.14)

≤ KL (p, q) +
Pn

Qn
KL (q, p) +

Pn

Qn

n
∑

i=1

q2
i

pi
−Qn.

The case of equality holds iff p1
q1

= ... = pn
qn

.
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Proof. We have

IΦ′

(

p2

q
, p

)

=
n

∑

i=1

pi

[

ln
(

p2
i

qipi

)

− qipi

p2
i

+ 1
]

=
n

∑

i=1

pi ln
(

pi

qi

)

−Qn + Pn

= KL (p, q)−Qn + Pn,

IΦ′ (p, q) =
n

∑

i=1

qi

[

ln
(

pi

qi

)

− qi

pi
+ 1

]

= −KL (q, p)−
n

∑

i=1

q2
i

pi
+ Qn

and then, from (2.6), we can state that

0 ≤ J (p, q)−Qn

(

Pn

Qn
− 1

)

ln
(

Pn

Qn

)

≤ KL (p, q)−Qn + Pn −
Pn

Qn

[

−KL (q, p)−
n

∑

i=1

q2
i

pi
+ Qn

]

= KL (p, q) + Pn +
Pn

Qn

n
∑

i=1

q2
i

pi
− Pn −Qn

= KL (p, q) +
Pn

Qn
KL (q, p) +

Pn

Qn

n
∑

i=1

q2
i

pi
−Qn

and the inequality (3.14) is obtained.

4. Further Bounds via the Discrete Grüss Inequality

The following inequality is well known in the literature as the weighted discrete
Grüss inequality.

Lemma 2. Let ai, bi, pi ∈ R (i = 1, ..., n) be such that pi ≥ 0 with Pn :=
n
∑

i=1
pi > 0

and

a ≤ ai ≤ A, b ≤ bi ≤ B for all i ∈ {1, ..., n} .(4.1)

Then we have the inequality
∣

∣

∣

∣

∣

1
Pn

n
∑

i=1

piaibi −
1

Pn

n
∑

i=1

piai ·
1

Pn

n
∑

i=1

pibi

∣

∣

∣

∣

∣

≤ 1
4

(A− a) (B − b)(4.2)

and the constant 1
4 is the best possible one in the sense that it cannot be replaced

by a smaller constant independent of n.

Using this result, we can point out the following counterpart of Jensen’s inequal-
ity.
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Lemma 3. Let f, xi, ti be as in Lemma 1. If there exist the real constants m,M ∈̊I
such that m ≤ xi ≤ M for all i ∈ {1, ..., n} , then we have the inequality:

0 ≤ 1
Tn

n
∑

i=1

tif (xi)− f

(

1
Tn

n
∑

i=1

tixi

)

≤ 1
4

(M −m) (f ′ (M)− f ′ (m)) ,(4.3)

where f ′ :̊I→ R is the derivative of f .

Proof. Define in Grüss’ inequality ai := xi and bi := f ′ (xi) . As f is convex, f ′ is
monotonic nondecreasing and therefore f ′ (m) ≤ bi ≤ f ′ (M) . Applying the Grüss
inequality, we can state that

1
Tn

n
∑

i=1

tixif ′ (xi)−
1
Tn

n
∑

i=1

tixi ·
1
Tn

n
∑

i=1

tif ′ (xi)

≤ 1
4

(M −m) (f ′ (M)− f ′ (m))

and by the inequality (2.1) we deduce (4.3).

Remark 6. Similar results can be obtained by using other Grüss type inequalities.
However, we omit the details.

The following converse inequality for the Csiszár Φ−divergence holds.

Theorem 5. Let Φ, p and q be as in Theorem 2. If there exist the real numbers
r,R such that 0 < r ≤ pi

qi
≤ R < ∞ for all i ∈ {1, ..., n} , then we have the inequality

0 ≤ IΦ (p, q)−QnΦ
(

Pn

Qn

)

≤ 1
4

(R− r) (Φ′ (R)− Φ′ (r)) Qn.(4.4)

Proof. Apply Lemma 3 for f = Φ, ti = qi and xi = pi
qi

(i = 1, ..., n) .

The following particular inequalities can be noted as well:

0 ≤ KL (p, q)− Pn log
(

Pn

Qn

)

≤ Pn

4
(R− r) [log (R)− log (r)](4.5)

≤ Pn

4
· (R− r)2√

Rr
.

Indeed, if we choose Φ (t) = t log t in (4.4), we obtain the Kullback-Leibler diver-
gence. The last inequality in (4.5) follows by the well known inequality between
the geometric mean G (a, b) =

√
ab and the logarithmic mean L (a, b) := b−a

log b−log a
(a, b > 0, a 6= b) which says that

L (a, b) ≥ G (a, b) for all a, b > 0, a 6= b.(4.6)

In addition, if in (4.4) we put Φ (t) = − log t, we deduce

0 ≤ KL (q, p)−Qn log
(

Qn

Pn

)

≤ Qn

4
· (R− r)2

Rr
,(4.7)

provided that 0 < r ≤ pi
qi
≤ R < ∞ for all i ∈ {1, ..., n} .

Now, if in (4.4) we choose Φ (t) = tα (α > 1) , t > 0, then we get the following
inequality for the α−order Renyi entropy

0 ≤ Dα (p, q)− Pα
n Q1−α

n ≤ α
4
·Qn (R− r)

(

Rα−1 − rα−1) ,(4.8)
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provided that 0 < r ≤ pi
qi
≤ R < ∞ for all i ∈ {1, ..., n} .

If we apply Theorem 5 for the Bhattacharyya distance, we get the inequality

0 ≤
√

PnQn −B (p, q) ≤ 1
8
·
(R− r)

(√
R−

√
r
)

√
rR

·Qn,(4.9)

provided that 0 < r ≤ pi
qi
≤ R < ∞ for all i ∈ {1, ..., n}.

Finally, if we apply Theorem 5 for the J-divergence, we may obtain the inequality

0 ≤ J (p, q)− (Pn −Qn) ln
Pn

Qn
≤ 1

4
(R− r)

(

ln
R
r

+
R− r
rR

)

Qn,(4.10)

provided that 0 < r ≤ pi
qi
≤ R < ∞ for all i ∈ {1, ..., n}.
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