
INEQUALITIES FOR POWER SERIES IN BANACH ALGEBRAS

S.S. DRAGOMIR1;2

Abstract. Let f (�) =
P1
n=0 �n�

n be a function de�ned by power series with
complex coe¢ cients and convergent on the open disk D (0; R) � C, R > 0: For
any x; y 2 B, a Banach algebra, with kxk ; kyk < R we show among others
that f (y) + f (x)2

� f
�
x+ y

2

� � 1

2
ky � xk

Z 1

0
f 0a (k(1� t)x+ tyk) dt

where fa (�) =
P1
n=0 j�nj�n:

Inequalities for the commutator such as

kf (yx)� f (xy)k � f 0a
�
M2

�
kyx� xyk ;

if kxk ; kyk � M < R1=2; as well as some inequalities for exponential and
resolvent functions are also provided.

1. Introduction

Let B be an algebra. An algebra norm on B is a map k�k : B![0;1) such that
(B; k�k) is a normed space, and, further:

kabk � kak kbk

for any a; b 2 B: The normed algebra (B; k�k) is a Banach algebra if k�k is a complete
norm.
We assume that the Banach algebra is unital, this means that B has an identity

1 and that k1k = 1:
Let B be a unital algebra. An element a 2 B is invertible if there exists an

element b 2 B with ab = ba = 1: The element b is unique; it is called the inverse of
a and written a�1 or 1

a : The set of invertible elements of B is denoted by InvB. If
a; b 2InvB then ab 2InvB and (ab)�1 = b�1a�1:
For a unital Banach algebra we also have:

(i) If a 2 B and limn!1 kank1=n < 1; then 1� a 2InvB;
(ii) fa 2 B: k1� bk < 1g �InvB;
(iii) InvB is an open subset of B;
(iv) The map InvB 3 a 7�! a�1 2InvB is continuous.
For simplicity, we denote �1; where � 2 C and 1 is the identity of B, by �: The

resolvent set of a 2 B is de�ned by

� (a) := f� 2 C : �� a 2 InvBg ;
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the spectrum of a is � (a) ; the complement of � (a) in C, and the resolvent function
of a is Ra : � (a)!InvB,

Ra (�) := (�� a)�1 :
For each �;  2 � (a) we have the identity

Ra ()�Ra (�) = (�� )Ra (�)Ra () :

We also have that

� (a) � f� 2 C : j�j � kakg :
The spectral radius of a is de�ned as

� (a) = sup fj�j : � 2 � (a)g :

If a; b are commuting elements in B, i.e. ab = ba; then

� (ab) � � (a) � (b) and � (a+ b) � � (a) + � (b) :

Let B a unital Banach algebra and a 2 B. Then
(i) The resolvent set � (a) is open in C;
(ii) For any bounded linear functionals � : B !C, the function ��Ra is analytic

on � (a) ;
(iii) The spectrum � (a) is compact and nonempty in C;
(iv) For each n 2 N and r > � (a) ; we have

an =
1

2�i

Z
j�j=r

�n (� � a)�1 d�;

(v) We have

� (a) = lim
n!1

kank1=n :

Let f be an analytic functions on the open disk D (0; R) given by the power
series

f (�) :=
1X
j=0

�j�
j (j�j < R) :

If � (a) < R; then the series
P1

j=0 �ja
j converges in the Banach algebra B becauseP1

j=0 j�j j
aj < 1; and we can de�ne f (a) to be its sum. Clearly f (a) is well

de�ned and there are many examples of important functions on a Banach algebra
B that can be constructed in this way. For instance, the exponential map on B
denoted exp and de�ned as

exp a :=
1X
j=0

1

j!
aj for each a 2 B.

If B is not commutative, then many of the familiar properties of the exponential
function from the scalar case do not hold. The following key formula is valid,
however with the additional hypothesis of commutativity for a and b from B

exp (a+ b) = exp (a) exp (b) :

In a general Banach algebra B it is di¢ cult to determine the elements in the range of
the exponential map exp (B) ; i.e. the element which have a "logarithm". However,
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it is easy to see that if a is an element in B such that k1� ak < 1; then a is in
exp (B) : That follows from the fact that if we set

b = �
1X
n=1

1

n
(1� a)n ;

then the series converges absolutely and, as in the scalar case, substituting this
series into the series expansion for exp (b) yields exp (b) = a:
In this paper we establish some upper bounds for the following quantities

kf (xy)� f (yx)k ;f (x) + f (y)2
� f

�
x+ y

2

�
and f

�
x2
�
+ f

�
y2
�

2
� f (xy)


that can naturally be associated with the analytic functions f (�) :=

P1
j=0 �j�

j

de�ned on the open disk D (0; R) and the elements x and y of the unital Banach
algebra B.
Some applications for functions of interest such as the exponential map on B are

provided as well.

2. Some Power Inequalities

The following simple result holds.

Lemma 1. For any x; y 2 B and n � 1 we have

(2.1) kyn � xnk � n ky � xk
Z 1

0

k(1� t)x+ tyk
n�1

dt:

Proof. We use the identity (see for instance [1, p. 254])

(2.2) an � bn =
n�1X
j=0

an�1�j (a� b) bj

that holds for any a; b 2 B and n � 1:
For x; y 2 B we consider the function ' : [0; 1] ! B de�ned by ' (t) =

[(1� t)x+ ty]n : For t 2 (0; 1) and " 6= 0 with t+ " 2 (0; 1) we have from (2.2) that

' (t+ ")� ' (t) = [(1� t� ")x+ (t+ ") y]n � [(1� t)x+ ty]n

= "
n�1X
j=0

[(1� t� ")x+ (t+ ") y]n�1�j (y � x) [(1� t)x+ ty]j

Dividing with " 6= 0 and taking the limit over " ! 0 we have in the norm
topology of B that

'0 (t) = lim
"!0

1

"
[' (t+ ")� ' (t)](2.3)

=
n�1X
j=0

[(1� t)x+ ty]n�1�j (y � x) [(1� t)x+ ty]j :
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Integrating on [0; 1] we get from (2.3) thatZ 1

0

'0 (t) dt =
n�1X
j=0

Z 1

0

[(1� t)x+ ty]n�1�j (y � x) [(1� t)x+ ty]j dt

and since Z 1

0

'0 (t) dt = ' (1)� ' (0) = yn � xn

then we get the following equality of interest

yn � xn =
n�1X
j=0

Z 1

0

[(1� t)x+ ty]n�1�j (y � x) [(1� t)x+ ty]j dt

for any x; y 2 B and n � 1:
Taking the norm and utilising the properties of Bochner integral for vector valued

functions (see for instance [9, p. 21]) we have

kyn � xnk �
n�1X
j=0

Z 1

0

[(1� t)x+ ty]n�1�j (y � x) [(1� t)x+ ty]j dt
(2.4)

�
n�1X
j=0

Z 1

0

[(1� t)x+ ty]n�1�j (y � x) [(1� t)x+ ty]j dt
�

n�1X
j=0

Z 1

0

[(1� t)x+ ty]n�1�j ky � xk[(1� t)x+ ty]j dt
�

n�1X
j=0

Z 1

0

k(1� t)x+ tyk
n�1�j

ky � xk k(1� t)x+ tykj dt

= n ky � xk
Z 1

0

k(1� t)x+ tyk
n�1

dt

for any x; y 2 B and n � 1: �

Remark 1. Utilising the Hermite-Hadamard inequality for convex functions

1

b� a

Z b

a

f (t) dt � 1

2

�
f

�
a+ b

2

�
+
f (a) + f (b)

2

�
;

(see for instance [4, p. 2]) we have the sequence of inequalities

kyn � xnk � n ky � xk
Z 1

0

k(1� t)x+ tykn�1 dt(2.5)

� 1

2
n ky � xk

"x+ y2
n�1 + kxkn�1 + kykn�12

#

� 1

2
n ky � xk

h
kxkn�1 + kykn�1

i
� n ky � xkmax

n
kxkn�1 ; kykn�1

o
:

For other Hermite-Hadamard type inequalities that may be utilised to obtain such
upper bounds, see for instance [2], [3], [6], [7], [10], [11], [12], [13], [14], [15] and
[16].
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We also have

kyn � xnk � n ky � xk
Z 1

0

k(1� t)x+ tykn�1 dt(2.6)

� n ky � xk
Z 1

0

((1� t) kxk+ t kyk)n�1 dt

� 1

2
n ky � xk

"�
kxk+ kyk

2

�n�1
+
kxkn�1 + kykn�1

2

#

� 1

2
n ky � xk

h
kxkn�1 + kykn�1

i
� n ky � xkmax

n
kxkn�1 ; kykn�1

o
:

We observe that if kyk 6= kxk ; then by the change of variable s = (1� t) kxk+ t kyk
we have Z 1

0

((1� t) kxk+ t kyk)n�1 dt = 1

kyk � kxk

Z kyk

kxk
sn�1ds

=
1

n
� kyk

n � kxkn

kyk � kxk :

If kyk = kxk ; then Z 1

0

((1� t) kxk+ t kyk)n�1 dt = kxkn�1 :

Utilising these observations we then get the following divided di¤erence inequality
for x 6= y

kyn � xnk
ky � xk � n

Z 1

0

k(1� t)x+ tykn�1 dt(2.7)

�

8><>:
kykn�kxkn
kyk�kxk if kyk 6= kxk ;

n kxkn�1 if kyk = kxk :

Remark 2. We observe that the quantity n
R 1
0
k(1� t)x+ tykn�1 dt, which might

be di¢ cult to compute in various examples of Banach algebras, has got the simpler
bounds

B1 (x; y) :=
1

2
n

"x+ y2
n�1 + kxkn�1 + kykn�12

#
and

B2 (x; y) :=

8><>:
kykn�kxkn
kyk�kxk if kyk 6= kxk ;

n kxkn�1 if kyk = kxk :
It is natural then to ask which of these bounds is better?
Let m � 1: Then

B1 (x; y) =
1

2
m

"x+ y2
m�1 + kxkm�1 + kykm�12

#
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and

B2 (x; y) =

8<: kykm�1 + kykm�2 kxk+ :::+ kxkm�1 if kyk 6= kxk ;

m kxkm�1 if kyk = kxk :
If we take y = tx with kxk = 1 and jtj 6= 1 then we get

B1 (t) =
1

2
m

"����1 + t2
����m�1 + 1 + jtjm�12

#
and

B2 (t) = jtjm�1 + :::+ jtj+ 1:
If we take m = 4 and plot the di¤erence

d (t) := 2

 ���� t+ 12
����3 + 1 + jtj32

!
�
�
jtj3 + jtj2 + jtj+ 1

�
on the interval [�8; 8], then we can conclude that some time the �rst bound is
better than the second, while other time the conclusion is the other way around.
The details for the plot are nor presented here.

3. Inequalities for a Generalized Commutator

Now, by the help of power series f (�) =
P1

n=0 �n�
n we can naturally construct

another power series which will have as coe¢ cients the absolute values of the coef-
�cients of the original series, namely, fa (�) :=

P1
n=0 j�nj�

n: It is obvious that this
new power series will have the same radius of convergence as the original series.
We also notice that if all coe¢ cients �n � 0; then fa = f:
The following result is valid.

Theorem 1. Let f (�) =
P1

n=0 �n�
n be a function de�ned by power series with

complex coe¢ cients and convergent on the open disk D (0; R) � C, R > 0: For any
x; y 2 B with kxyk ; kyxk < R we have

(3.1) kf (xy)� f (yx)k � kxy � yxk
Z 1

0

f 0a (k(1� t)xy + tyxk) dt:

Proof. For any m � 1, by making use of the inequality (2.1) we have succesively
mX
n=0

�n (xy)
n �

mX
n=0

�n (yx)
n

(3.2)

=


mX
n=1

�n ((xy)
n � (yx)n)


�

mX
n=1

j�nj k(xy)n � (yx)nk

� kxy � yxk
mX
n=1

n j�nj
Z 1

0

k(1� t)xy + tyxk
n�1

dt

= kxy � yxk
Z 1

0

 
mX
n=1

n j�nj k(1� t)xy + tyxk
n�1

!
dt:
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Moreover, since kxyk ; kyxk < R, then the series
P1

n=0 �n (xy)
n
;
P1

n=0 �n (yx)
n

and
1X
n=1

n j�nj k(1� t)xy + tyxk
n�1

are convergent and

1X
n=0

�n (xy)
n
= f (xy) ;

1X
n=0

�n (yx)
n
= f (yx)

while
1X
n=1

n j�nj k(1� t)xy + tyxk
n�1

= f 0a (k(1� t)xy + tyxk) :

Therefore, by taking the limit over m ! 1 in the inequality (3.2) we deduce the
desired result (3.1). �

Remark 3. We observe that f 0a is monotonic nondecreasing and convex on the in-
terval [0; R) and since the function  (t) := k(1� t)xy + tyxk is convex on [0; 1] we
have that f 0a � is also convex on [0; 1] : Utilising the Hermite-Hadamard inequality
for convex functions (see for instance [4, p. 2]) we have the sequence of inequalities

kf (xy)� f (yx)k(3.3)

� kxy � yxk
Z 1

0

f 0a (k(1� t)xy + tyxk) dt

� 1

2
kxy � yxk

�
f 0a

�xy + yx2

�+ f 0a (kxyk) + f 0a (kyxk)
2

�
� 1

2
kxy � yxk [f 0a (kxyk) + f 0a (kyxk)]

� kxy � yxkmax ff 0a (kxyk) ; f 0a (kyxk)g
� kxy � yxk f 0a (kxk kyk) :

We also have

kf (xy)� f (yx)k(3.4)

� kxy � yxk
Z 1

0

f 0a (k(1� t)xy + tyxk) dt

� kxy � yxk
Z 1

0

f 0a ((1� t) kxyk+ t kyxk) dt

� 1

2
kxy � yxk

�
f 0a

�
kxyk+ kyxk

2

�
+
f 0a (kxyk) + f 0a (kyxk)

2

�
� 1

2
kxy � yxk [f 0a (kxyk) + f 0a (kyxk)]

� kxy � yxkmax ff 0a (kxyk) ; f 0a (kyxk)g
� kxy � yxk f 0a (kxk kyk) :
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We observe that if kyxk 6= kxyk ; then by the change of variable s = (1� t) kxk +
t kyk we have

Z 1

0

f 0a ((1� t) kxyk+ t kyxk) dt =
1

kyxk � kxyk

Z kyxk

kxyk
f 0a (s) ds

=
fa (kyxk)� fa (kxyk)

kyxk � kxyk :

If kyxk = kxyk ; then

Z 1

0

f 0a ((1� t) kxyk+ t kyxk) dt = f 0a (kxyk) :

Utilising these observations we then get the following divided di¤erence inequality
for xy 6= yx

kf (yx)� f (xy)k
kyx� xyk �

Z 1

0

f 0a (k(1� t)xy + tyxk) dt(3.5)

�

8<:
fa(kyxk)�fa(kxyk)

kyxk�kxyk if kyxk 6= kxyk ;

f 0a (kxyk) if kyxk = kxyk :

If kxk ; kyk � M < R1=2; then from the inequalities (3.3) we get the simpler
inequality

(3.6) kf (yx)� f (xy)k � f 0a
�
M2
�
kyx� xyk :

If we consider the exponential function exp (�) =
P1

n=0
1
n!�

n; then for any x; y 2
B we have the inequalities

kexp (yx)� exp (xy)k(3.7)

� kyx� xyk
Z 1

0

exp (k(1� t)xy + tyxk) dt

� kyx� xyk �

8>>>>><>>>>>:

1
2

h
exp

�xy+yx
2

�+ exp(kxyk)+exp(kyxk)
2

i
;

exp(kyxk)�exp(kxyk)
kyxk�kxyk if kyxk 6= kxyk ;

exp (kxyk) if kyxk = kxyk :
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Now, if we consider the functions (1� �)�1 =
P1

n=0 �
n and (1 + �)�1 =

P1
n=0 (�1)

n
�n;

then for any x; y 2 B with kxk ; kyk < 1 we have

(1� yx)�1 � (1� xy)�1(3.8)

� kyx� xyk
Z 1

0

(1� k(1� t)xy + tyxk)�2 dt

� kyx� xyk

�

8>>>>><>>>>>:

1
2

h�
1�

xy+yx
2

��2 + (1�kxyk)�2+(1�kyxk)�2
2

i
;

(1� kyxk)�1 (1� kxyk)�1 if kyxk 6= kxyk ;

(1� kxyk)�2 if kyxk = kxyk :

4. Bounds for the Jensen Difference

In this section we establish some bounds for the norm of the Jensen di¤erence,
namely, the quantity f (x) + f (y)2

� f
�
x+ y

2

� ;
where x; y 2 B and f is a function de�ned on the Banach algebra B.

Theorem 2. Let f (�) =
P1

n=0 �n�
n be a function de�ned by power series with

complex coe¢ cients and convergent on the open disk D (0; R) � C, R > 0: For any
x; y 2 B with kxk ; kyk < R we have

(4.1)

f (x) + f (y)2
� f

�
x+ y

2

� � 1

2
ky � xk

Z 1

0

f 0a (k(1� t)x+ tyk) dt:

Proof. For any x; y 2 B and n � 1 we have from (2.1) that

yn � �x+ y2
�n � n

y � x+ y

2

Z 1

0

(1� t) x+ y2 + ty

n�1 dt(4.2)

=
1

2
n ky � xk

Z 1

0

(1� t) x+ y2 + ty

n�1 dt
and

(4.3)

xn � �x+ y2
�n � 1

2
n ky � xk

Z 1

0

(1� t) x+ y2 + tx

n�1 dt:
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We add (4.2) with (4.3), use the triangle inequality and divide by 2 to getyn + xn2
�
�
x+ y

2

�n(4.4)

� 1

2
n ky � xk

� 1
2

Z 1

0

"(1� t) x+ y2 + ty

n�1 + (1� t) x+ y2 + tx

n�1
#
dt

=
1

2
n ky � xk

� 1
2

Z 1

0

"sx+ y2 + (1� s) y
n�1 + sx+ y2 + (1� s)x

n�1
#
ds;

where we used for the last equality the change of variable s = 1� t:
Now, using the change of variable s = 2� we have

1

2

Z 1

0

sx+ y2 + (1� s)x
n�1 ds = Z 1=2

0

k(1� �)x+ �ykn�1 d�

and by the change of variable s = 1� v we have

1

2

Z 1

0

sx+ y2 + (1� s) y
n�1 ds = 1

2

Z 1

0

(1� v) x+ y2 + vy

n�1 dv:
Moreover, if we make the change of variable v = 2� � 1 we also have

1

2

Z 1

0

(1� v) x+ y2 + vy

n�1 dv = Z 1

1=2

k(1� �)x+ �ykn�1 d� :

Therefore

1

2

Z 1

0

"sx+ y2 + (1� s) y
n�1 + sx+ y2 + (1� s)x

n�1
#
ds

=

Z 1=2

0

k(1� �)x+ �ykn�1 d� +
Z 1

1=2

k(1� �)x+ �ykn�1 d�

=

Z 1

0

k(1� �)x+ �ykn�1 d� :

Utilising (4.4) we get the inequality

(4.5)

yn + xn2
�
�
x+ y

2

�n � 1

2
n ky � xk

Z 1

0

k(1� t)x+ tykn�1 dt

for any x; y 2 B and n � 1:
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Now, for any m � 1, by making use of the inequality (4.5) we have

12
 

mX
n=0

�ny
n +

mX
n=0

�nx
n

!
�

mX
n=0

�n

�
x+ y

2

�n(4.6)

=


mX
n=1

�n

�
yn + xn

2
�
�
x+ y

2

�n�
�

mX
n=1

j�nj
yn + xn2

�
�
x+ y

2

�n
� 1

2
ky � xk

mX
n=1

n j�nj
Z 1

0

k(1� t)x+ tykn�1 dt

=
1

2
ky � xk

Z 1

0

 
mX
n=1

n j�nj k(1� t)x+ tykn�1
!
dt

for any x; y 2 B and n � 1:
Since all the series whose partial sums are involved in (4.6) are convergent, then

by letting m!1 in (4.6) and taking into account that

1X
n=1

n j�nj k(1� t)x+ tykn�1 = f 0a (k(1� t)x+ tyk) ; t 2 [0; 1] ;

we get the desired inequality (4.1). �

Remark 4. We observe that f 0a is monotonic nondecreasing and convex on the
interval [0; R) and since the function  (t) := k(1� t)x+ tyk is convex on [0; 1] we
have that f 0a � is also convex on [0; 1] : Utilising the Hermite-Hadamard inequality
for convex functions we have the sequence of inequalities:

f (x) + f (y)2
� f

�
x+ y

2

�(4.7)

� 1

2
ky � xk

Z 1

0

f 0a (k(1� t)x+ tyk) dt

� 1

4
ky � xk

�
f 0a

�x+ y2
�+ f 0a (kxk) + f 0a (kyk)

2

�
� 1

4
ky � xk [f 0a (kxk) + f 0a (kyk)]

� 1

2
ky � xkmax ff 0a (kxk) ; f 0a (kyk)g :
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We also have f (x) + f (y)2
� f

�
x+ y

2

�(4.8)

� 1

2
ky � xk

Z 1

0

f 0a (k(1� t)x+ tyk) dt

� 1

2
ky � xk

Z 1

0

f 0a ((1� t) kxk+ t kyk) dt

� 1

4
ky � xk

�
f 0a

�
kxk+ kyk

2

�
+
f 0a (kxk) + f 0a (kyk)

2

�
� 1

4
ky � xk [f 0a (kxk) + f 0a (kyk)]

� 1

2
ky � xkmax ff 0a (kxk) ; f 0a (kyk)g :

We observe that if kyk 6= kxk ; then by the change of variable s = (1� t) kxk+ t kyk
we have

Z 1

0

f 0a ((1� t) kxk+ t kyk) dt =
1

kyk � kxk

Z kyk

kxk
f 0a (s) ds

=
fa (kyk)� fa (kxk)

kyk � kxk :

If kyk = kxk ; then

Z 1

0

f 0a ((1� t) kxk+ t kyk) dt = f 0a (kxk) :

Utilising these observations we then get the following divided di¤erence inequality

f (x) + f (y)2
� f

�
x+ y

2

�(4.9)

� 1

2
ky � xk

Z 1

0

f 0a (k(1� t)x+ tyk) dt

� 1

2
ky � xk �

8<:
fa(kyk)�fa(kxk)

kyk�kxk if kyk 6= kxk ;

f 0a (kxk) if kyk = kxk :

If kxk ; kyk � M < R; then from the inequalities (4.8) we have the simpler
inequality

(4.10)

f (x) + f (y)2
� f

�
x+ y

2

� � 1

2
f 0a (M) ky � xk :
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If we consider the exponential function exp (�) =
P1

n=0
1
n!�

n; then for any x; y 2
B we have: exp (x) + exp (y)2

� exp
�
x+ y

2

�(4.11)

� 1

2
ky � xk

Z 1

0

exp (k(1� t)x+ tyk) dt

� 1

2
ky � xk �

8>>>>><>>>>>:

1
2

h
exp

�x+y
2

�+ exp(kxk)+exp(kyk)
2

i
;

exp(kyk)�exp(kxk)
kyk�kxk if kyk 6= kxk ;

exp (kxk) if kyk = kxk ;

� 1

2
ky � xk exp (M) ;

where, for the last inequality we assume that kyk ; kxk �M:

Now, if we consider the functions (1� �)�1 and (1 + �)�1 ; then for any x; y 2 B
with kxk ; kyk < 1 we have: (1� x)�1 + (1� y)�12

�
�
1� x+ y

2

��1(4.12)

� 1

2
ky � xk

Z 1

0

(1� k(1� t)x+ tyk)�2 dt

� 1

2
ky � xk

�

8>>>>><>>>>>:

1
2

h�
1�

x+y
2

��2 + (1�kxk)�2+(1�kyk)�2
2

i
;

(1� kxk)�1 (1� kyk)�1 if kyk 6= kxk ;

(1� kxk)�2 if kyk = kxk ;

� 1

2
ky � xk (1�M)�2 ;

where, for the last inequality we assume that kyk ; kxk �M < 1:

5. Some Inequalities for Commuting Elements

For two commuting elements x; y 2 B it is of interest to estimate the distance
between 1

2

�
f
�
x2
�
+ f

�
y2
��
and f (xy) ; namely the quantityf
�
x2
�
+ f

�
y2
�

2
� f (xy)

 ;
where f is a function de�ned on the Banach algebra B.
We have the following result:

Theorem 3. Let f (�) =
P1

n=0 �n�
n be a function de�ned by power series with

complex coe¢ cients and convergent on the open disk D (0; R) � C, R > 0: For any
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x; y 2 B with xy = yx and
x2 ;y2 ; kxyk < R we have

f
�
x2
�
+ f

�
y2
�

2
� f (xy)

(5.1)

� 1

2
ky � xk2

�Z 1

0

f 0a

�
k(1� t)x+ tyk2

�
dt

+

Z 1

0

k(1� t)x+ tyk2 f 00a
�
k(1� t)x+ tyk2

�
dt

�
:

Proof. We have from (2.1), for n � 1; that

kyn � xnk2 � n2 ky � xk2
�Z 1

0

k(1� t)x+ tyk
n�1

dt

�2
(5.2)

� n2 ky � xk2
Z 1

0

k(1� t)x+ tyk
2(n�1)

dt

for any x; y 2 B.
The second inequality follows from the Cauchy-Bunyakovsky-Schwarz integral

inequality

�Z 1

0

f (s) ds

�2
�
Z 1

0

f2 (s) ds:

Since x; y 2 B are commutative, then

(yn � xn)2 = y2n � ynxn � xnyn + x2n = 2
�
y2n + x2n

2
� (xy)n

�

which gives that

(5.3)

y2n + x2n2
� (xy)n

 = 1

2

(yn � xn)2 � 1

2
kyn � xnk2

for n � 1:
Therefore, from (5.2) and (5.3) we have

(5.4)

y2n + x2n2
� (xy)n

 � 1

2
n2 ky � xk2

Z 1

0

k(1� t)x+ tyk
2(n�1)

dt

for n � 1 and for any commuting elements x; y 2 B.
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Using the generalised triangle inequality and the inequality (5.4) we have12
"
mX
n=0

�ny
2n +

mX
n=0

�nx
2n

#
�

mX
n=0

�n (xy)
n

(5.5)

=


mX
n=1

�n

�
y2n + x2n

2
� (xy)n

�
�

mX
n=1

j�nj
y2n + x2n2

� (xy)n


� 1

2
ky � xk2

mX
n=1

j�njn2
Z 1

0

k(1� t)x+ tyk
2(n�1)

dt

=
1

2
ky � xk2

Z 1

0

mX
n=1

n2 j�nj k(1� t)x+ tyk
2(n�1)

dt:

Consider, for u 6= 0; the series
1X
n=0

n2�nu
n�1 =

1

u

1X
n=0

n2�nu
n:

If we denote g (u) :=
P1

n=0 �nu
n; then

ug0 (u) =
1X
n=0

n�nu
n

and

u (ug0 (u))
0
=

1X
n=0

n2�nu
n:

However

u (ug0 (u))
0
= ug0 (u) + u2g00 (u)

and then
1X
n=0

n2�nu
n�1 = g0 (u) + ug00 (u)

for u 6= 0:
Utilising the above relations we can conclude that

1X
n=1

n2 j�nj k(1� t)x+ tyk
2(n�1)

=
1X
n=0

n2 j�nj k(1� t)x+ tyk
2(n�1)

= f 0a

�
k(1� t)x+ tyk2

�
+ k(1� t)x+ tyk2 f 00a

�
k(1� t)x+ tyk2

�
for almost any t 2 [0; 1] :
Since all the series whose partial sums are involved in (5.5) are convergent, then

by letting m!1 in (5.5) we get the desired inequality (5.1). �



16 S.S. DRAGOMIR1;2

Remark 5. If we use the notation

D(2)
a (f) (u) := f 0a (u) + uf

00
a (u) ; u 2 D (0; R) ;

then the inequality (5.1) can be written in a simpler form asf
�
x2
�
+ f

�
y2
�

2
� f (xy)

(5.6)

� 1

2
ky � xk2

Z 1

0

D(2)
a (f)

�
k(1� t)x+ tyk2

�
dt;

where x; y 2 B with xy = yx and
x2 ;y2 ; kxyk < R:

Remark 6. Utilising the Hermite-Hadamard inequality for convex functions, we
have Z 1

0

k(1� t)x+ tyk
2(n�1)

dt

� 1

2

"x+ y2
2(n�1) + kxk2(n�1) + kyk2(n�1)2

#

� kxk2(n�1) + kyk2(n�1)

2
� max

n
kxk2(n�1) ; kyk2(n�1)

o
for any n � 1:
If we multiply this inequality with n2 j�nj and sum, then we get

1

2
ky � xk2

Z 1

0

D(2)
a (f)

�
k(1� t)x+ tyk2

�
dt(5.7)

� 1

4
ky � xk2

�

24D(2)
a (f)

 x+ y2
2
!
+
D
(2)
a (f)

�
kxk

2
�
+D

(2)
a (f)

�
kyk

2
�

2

35
� 1

2
ky � xk2

24D(2)
a (f)

�
kxk

2
�
+D

(2)
a (f)

�
kyk

2
�

2

35
� 1

2
ky � xk2max

n
D(2)
a (f)

�
kxk

2
�
; D(2)

a (f)
�
kyk

2
�o

;

where x; y 2 B with xy = yx and
x2 ;y2 ; kxyk < R; which provides some

simpler upper bounds for the quantityf
�
x2
�
+ f

�
y2
�

2
� f (xy)

 :
Moreover, if we assume that kxk ; kyk �M with M2 < R; then

D(2)
a (f)

�
kxk

2
�
; D(2)

a (f)
�
kyk

2
�
� D(2)

a (f)
�
M

2
�

= f 0a

�
M

2
�
+M

2

f 00a

�
M

2
�
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and from (5.6) and (5.7) we get the simple inequality

(5.8)

f
�
x2
�
+ f

�
y2
�

2
� f (xy)

 � 1

2
ky � xk2

h
f 0a

�
M

2
�
+M

2

f 00a

�
M

2
�i
;

for any x; y 2 B with xy = yx and kxk ; kyk �M with M2 < R:

If we consider the exponential function exp (�) ; then for any x; y 2 B with
xy = yx and kxk ; kyk �M we have the inequality

(5.9)

exp
�
x2
�
+ exp

�
y2
�

2
� exp (xy)

 � 1

2
ky � xk2

�
1 +M

2
�
exp

�
M

2
�
:

Now, if we consider the functions (1� �)�1 and (1 + �)�1 ; then for any x; y 2 B
with xy = yx and kxk ; kyk < M < 1; we have the inequalities

(5.10)


�
1� x2

��1
+
�
1� y2

��1
2

� (1� xy)�1
 � 1

2
ky � xk2 1 +M2

(1�M2)
3 :
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