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Abstract

Here we derive multivariate weighted fractional representation formu-
lae involving ordinary partial derivatives of �rst order. Then we present
related multivariate weighted fractional Ostrowski type inequalities with
respect to uniform norm.
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1 Introduction

Let f : [a; b] ! R be di¤erentiable on [a; b], and f 0 : [a; b] ! R be integrable
on [a; b] : Suppose now that w : [a; b] ! [0;1) is some probability density
function, i.e. it is a nonnegative integrable function satisfying

R b
a
w (t) dt = 1,

and W (t) =
R t
a
w (x) dx for t 2 [a; b], W (t) = 0 for t � a and W (t) = 1 for

t � b. Then, the following identity (Pecaríc, [5]) is the weighted generalization
of the Montgomery identity ([4])

f (x) =

Z b

a

w (t) f (t) dt+

Z b

a

Pw (x; t) f
0 (t) dt; (1)

where the weighted Peano Kernel is

Pw (x; t) :=

�
W (t) , a � t � x;
W (t)� 1, x < t � b: (2)

In [1] we proved
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Theorem 1 Let w : [a; b] ! [0;1) be a probability density function, i.e.R b
a
w (t) dt = 1, and set W (t) =

R t
a
w (x) dx for a � t � b, W (t) = 0 for

t � a and W (t) = 1 for t � b, � � 1, and f is as in (1). Then the gen-
eralization of the weighted Montgomery identity for fractional integrals is the
following

f (x) = (b� x)1�� � (�) J�a (w (b) f (b))�

J��1a (Qw (x; b) f (b)) + J
�
a (Qw (x; b) f

0 (b)) ; (3)

where the weighted fractional Peano Kernel is

Qw (x; t) :=

(
(b� x)1�� � (�)W (t) , a � t � x;
(b� x)1�� � (�) (W (t)� 1) , x < t � b; (4)

i.e. Qw (x; t) = (b� x)1�� � (�)Pw (x; t) :

When � = 1 then the weighted generalization of the Montgomery iden-
tity for fractional integrals in (3) reduces to the weighted generalization of the
Montgomery identity for integrals in (1).
So for � � 1 and x 2 [a; b) we can rewrite (3) as follows

f (x) = (b� x)1��
Z b

a

(b� t)��1 w (t) f (t) dt�

(b� x)1�� (�� 1)
Z b

a

(b� t)��2 Pw (x; t) f (t) dt+ (5)

(b� x)1��
Z b

a

(b� t)��1 Pw (x; t) f 0 (t) dt:

In this article based on (5), we establish a multivariate weighted general
fractional representation formula for f (x), x 2

Qm
i=1 [ai; bi] � Rm, and from

there we derive an interesting multivariate weighted fractional Ostrowski type
inequality. We �nish with an application.

2 Main Results

We make

Assumption 2 Let f 2 C1 (
Qm
i=1 [ai; bi]) :

Assumption 3 Let f :
Qm
i=1 [ai; bi]! R be measurable and bounded, such that

there exist @f
@xj

:
Qm
i=1 [ai; bi] ! R, and it is xj-integrable for all j = 1; :::;m:

Furthermore @f
@xi

(t1; :::; ti; xi+1; :::; xm) it is integrable on
Qi
j=1 [aj ; bj ], for all

i = 1; :::;m; for any (xi+1; :::; xm) 2
Qm
j=i+1 [aj ; bj ] :
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Convention 4 We set
0Y
j=1

� = 1: (6)

Notation 5 Here x = �!x = (x1; :::; xm) 2 Rm, m 2 N � f1g. Likewise t =�!
t = (t1; :::; tm), and d

�!
t = dt1dt2:::dtm. Here wi, Wi correspond to [ai; bi],

i = 1; :::;m; and are as w, W of Theorem 1.

We need

De�nition 6 (see [2] and [3]) Let
Qm
i=1 [ai; bi] � Rm, m 2 N � f1g, ai < bi,

ai; bi 2 R. Let � > 0, f 2 L1 (
Qm
i=1 [ai; bi]). We de�ne the left mixed Riemann-

Liouville fractional multiple integral of order �:

�
I�a+f

�
(x) :=

1

(� (�))
m

Z x1

a1

:::

Z xm

am

 
mY
i=1

(xi � ti)
!��1

f (t1; :::; tm) dt1:::dtm;

(7)
where xi 2 [ai; bi], i = 1; :::;m, and x = (x1; :::; xm), a = (a1; :::; am), b =
(b1; :::; bm) :

We present the following multivariate weighted fractional representation for-
mula

Theorem 7 Let f as in Assumption 2 or Assumption 3, � � 1, xi 2 [ai; bi),
i = 1; :::;m. Here Pwi corresponds to [ai; bi], i = 1; :::;m; and it is as in (2).
The probability density function wj is assumed to be bounded for all j = 1; :::;m.
Then

f (x1; :::; xm) =

0@ mY
j=1

(bj � xj)

1A1��

(� (�))
m

0@I�a+
0@ mY
j=1

wj

1A f
1A (b)+

mX
i=1

Ai (x1; :::; xm) +
mX
i=1

Bi (x1; :::; xm) ; (8)

where for i = 1; :::;m:

Ai (x1; :::; xm) := � (�� 1)

0@ iY
j=1

(bj � xj)

1A1�� Z
Qi

j=1[aj ;bj ]

0@i�1Y
j=1

(bj � tj)

1A��1

�

(9)

(bi � ti)��2
0@i�1Y
j=1

wj (tj)

1APwi (xi; ti) f (t1; :::; ti; xi+1; :::; xm) dt1:::dti;
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and

Bi (x1; :::; xm) :=

0@ iY
j=1

(bj � xj)

1A1�� Z
Qi

j=1[aj ;bj ]

0@ iY
j=1

(bj � tj)

1A��1

� (10)

0@i�1Y
j=1

wj (tj)

1APwi (xi; ti) @f@xi (t1; :::; ti; xi+1; :::; xm) dt1:::dti:
Proof. We have that

f (x1; x2; :::; xm)
(5)
= (b1 � x1)1��

Z b1

a1

(b1 � t1)��1 w1 (t1) f (t1; x2; :::; xm) dt1+

A1 (x1; :::; xm) +B1 (x1; :::; xm) ; (11)

where

A1 (x1; :::; xm) := � (�� 1) (b1 � x1)1��
Z b1

a1

(b1 � t1)��2 � (12)

Pw1 (x1; t1) f (t1; x2; :::; xm) dt1;

and

B1 (x1; :::; xm) := (b1 � x1)1��
Z b1

a1

(b1 � t1)��1 � (13)

Pw1 (x1; t1)
@f

@x1
(t1; x2; :::; xm) dt1:

Similarly it holds

f (t1; x2; :::; xm)
(5)
= (b2 � x2)1��

Z b2

a2

(b2 � t2)��1 w2 (t2) f (t1; t2; x3; :::; xm) dt2

� (�� 1) (b2 � x2)1��
Z b2

a2

(b2 � t2)��2 Pw2 (x2; t2) f (t1; t2; x3; :::; xm) dt2+

(b2 � x2)1��
Z b2

a2

(b2 � t2)��1 Pw2 (x2; t2)
@f

@x2
(t1; t2; x3; :::; xm) dt2: (14)

Next we plug (14) into (11).
We get

f (x1; :::; xm) = ((b1 � x1) (b2 � x2))1�� �Z b1

a1

Z b2

a2

((b1 � t1) (b2 � t2))��1 w1 (t1)w2 (t2) f (t1; t2; x3; :::; xm) dt1dt2+

(15)
A2 (x1; :::; xm) +B2 (x1; :::; xm) +A1 (x1; :::; xm) +B1 (x1; :::; xm) ;
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where
A2 (x1; :::; xm) := � (�� 1) ((b1 � x1) (b2 � x2))1�� � (16)Z b1

a1

Z b2

a2

(b1 � t1)��1 (b2 � t2)��2 w1 (t1)Pw2 (x2; t2) f (t1; t2; x3; :::; xm) dt1dt2;

and
B2 (x1; :::; xm) := ((b1 � x1) (b2 � x2))1�� � (17)Z b1

a1

Z b2

a2

((b1 � t1) (b2 � t2))��1 w1 (t1)Pw2 (x2; t2)
@f

@x2
(t1; t2; x3; :::; xm) dt1dt2:

We continue as above.
We also have

f (t1; t2; x3; :::; xm)
(5)
= (b3 � x3)1�� �Z b3

a3

(b3 � t3)��1 w3 (t3) f (t1; t2; t3; x4; :::; xm) dt3

� (�� 1) (b3 � x3)1��
Z b3

a3

(b3 � t3)��2 Pw3 (x3; t3) f (t1; t2; t3; x4; :::; xm) dt3
(18)

+(b3 � x3)1��
Z b3

a3

(b3 � t3)��1 Pw3 (x3; t3)
@f

@x3
(t1; t2; t3; x4; :::; xm) dt3:

We plug (18) into (15). Therefore it holds

f (x1; :::; xm) =

0@ 3Y
j=1

(bj � xj)

1A1�� Z
Q3

j=1[aj ;bj ]

0@ 3Y
j=1

(bj � tj)

1A��1

�

0@ 3Y
j=1

wj (tj)

1A f (t1; t2; t3; x4; :::; xm) dt1dt2dt3+
3X
j=1

Aj (x1; :::; xm) +
3X
j=1

Bj (x1; :::; xm) ; (19)

where

A3 (x1; :::; xm) := � (�� 1)

0@ 3Y
j=1

(bj � xj)

1A1�� Z
Q3

j=1[aj ;bj ]

0@ 2Y
j=1

(bj � tj)

1A��1

�

(20)

(b3 � t3)��2
0@ 2Y
j=1

wj (tj)

1APw3 (x3; t3) f (t1; t2; t3; x4; :::; xm) dt1dt2dt3;
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and

B3 (x1; :::; xm) :=

0@ 3Y
j=1

(bj � xj)

1A1�� Z
Q3

j=1[aj ;bj ]

0@ 3Y
j=1

(bj � tj)

1A��1

� (21)

0@ 2Y
j=1

wj (tj)

1APw3 (x3; t3) @f@x3 (t1; t2; t3; x4; :::; xm) dt1dt2dt3:
Continuing similarly we �nally obtain

f (x1; :::; xm) =

0@ mY
j=1

(bj � xj)

1A1��

�

Z
Qm

j=1[aj ;bj ]

0@ mY
j=1

(bj � tj)

1A��10@ mY
j=1

wj (tj)

1A f ��!t � d�!t
+

mX
i=1

Ai (x1; :::; xm) +
mX
i=1

Bi (x1; :::; xm) ; (22)

that is proving the claim.
We make

Remark 8 Let f 2 C1 (
Qm
i=1 [ai; bi]), � � 1, xi 2 [ai; bi), i = 1; :::;m: Denote

by
kfksup1 := sup

x2
Qm

i=1[ai;bi]

jf (x)j . (23)

From (2) we get that

jPw (x; t)j �
�
W (x) , a � t � x;
1�W (x) , x < t � b

�

� max fW (x) ; 1�W (x)g = 1 + j2W (x)� 1j
2

: (24)

That is

jPw (x; t)j �
1 + j2W (x)� 1j

2
; (25)

for all t 2 [a; b], where x 2 [a; b] is �xed.
Consequently it holds

jPwi (xi; ti)j �
1 + j2Wi (xi)� 1j

2
; i = 1; :::;m: (26)

Assume here that
wj (tj) � Kj ; (27)
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for all tj 2 [aj ; bj ], where Kj > 0, j = 1; :::;m:
Therefore we derive

jBi (x1; :::; xm)j �

0@ iY
j=1

(bj � xj)

1A1��0@i�1Y
j=1

Kj

1A �
�
1 + j2Wi (xi)� 1j

2

� @f@xi
sup
1

iY
j=1

 Z bj

aj

(bj � tj)��1 dtj

!
: (28)

That is

jBi (x1; :::; xm)j �

0@ iY
j=1

(bj � xj)

1A1�� Qi
j=1 (bj � aj)

�

�i

!0@i�1Y
j=1

Kj

1A �
�
1 + j2Wi (xi)� 1j

2

� @f@xi
sup
1
; (29)

for all i = 1; :::;m:

Based on the above and Theorem 7 we have established the following mul-
tivariate weighted fractional Ostrowski type inequality.

Theorem 9 Let f 2 C1 (
Qm
i=1 [ai; bi]), � � 1, xi 2 [ai; bi), i = 1; :::;m: Here

Pwi corresponds to [ai; bi], i = 1; :::;m; and it is as in (2). Assume that wj (tj) �
Kj, for all tj 2 [aj ; bj ], where Kj > 0, j = 1; :::;m: And Ai (x1; :::; xm) is as in
(9), i = 1; :::;m. Then�������f (x1; :::; xm)�

0@ mY
j=1

(bj � xj)

1A1��

(� (�))
m

0@I�a+
0@ mY
j=1

wj

1A f
1A (b)

�
mX
i=1

Ai (x1; :::; xm)

����� �
mX
i=1

8><>:
0@ iY
j=1

(bj � xj)

1A1�� Qi
j=1 (bj � aj)

�

�i

!
�

0@i�1Y
j=1

Kj

1A�1 + j2Wi (xi)� 1j
2

� @f@xi
sup
1

9=; : (30)

3 Application

Here we operate on [0; 1]m, m 2 N� f1g. We notice thatZ 1

0

�
e�x

1� e�1

�
dx = 1; (31)
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and
e�x

1� e�1 �
1

1� e�1 , for all x 2 [0; 1] : (32)

So here we choose as wj the probability density function

w�j (tj) :=
e�tj

1� e�1 ; (33)

j = 1; :::;m; tj 2 [0; 1] :
So we have the corrsponding Wj as

W �
j (tj) =

1� e�tj
1� e�1 , tj 2 [0; 1] ; (34)

and the corresponding Pwj as

P �wj (xj ; tj) =

(
1�e�tj
1�e�1 ; 0 � tj � xj ;
e�1�e�tj
1�e�1 , xj < tj � 1;

(35)

j = 1; :::;m:

Set
�!
0 = (0; :::; 0) and

�!
1 = (1; :::; 1).

First we apply Theorem 7.
We have

Theorem 10 Let f 2 C1 ([0; 1]m), � � 1, xi 2 [0; 1), i = 1; :::;m: Then

f (x1; :::; xm) =

0@ mY
j=1

(1� xj)

1A1���
� (�)

1� e�1

�m �
I��!
0 +

�
e�

Pm
j=1 tjf (�)

����!
1
�

(36)

+
mX
i=1

A�i (x1; :::; xm) +
mX
i=1

B�i (x1; :::; xm) ;

where for i = 1; :::;m :

A�i (x1; :::; xm) :=
� (�� 1)
(1� e�1)i�1

0@ iY
j=1

(1� xj)

1A1�� Z
[0;1]i

0@i�1Y
j=1

(1� tj)

1A��1

�

(37)

(1� ti)��2 e�
Pi�1

j=1 tjP �wi (xi; ti) f (t1; :::; ti; xi+1; :::; xm) dt1:::dti;

and

B�i (x1; :::; xm) :=

�Qi
j=1 (1� xj)

�1��
(1� e�1)i�1

Z
[0;1]i

0@ iY
j=1

(1� tj)

1A��1

� (38)

e�
Pi�1

j=1 tjP �wi (xi; ti)
@f

@xi
(t1; :::; ti; xi+1; :::; xm) dt1:::dti:

Above we set
P0

i=1 � = 0.
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Finally we apply Theorem 9.

Theorem 11 Let f 2 C1 ([0; 1]m), � � 1, xi 2 [0; 1), i = 1; :::;m: Here P �wi is
as in (35) and A�i (x1; :::; xm) as in (37), i = 1; :::;m: Then�������f (x1; :::; xm)�

0@ mY
j=1

(1� xj)

1A1���
� (�)

1� e�1

�m �
I��!
0 +

�
e�

Pm
j=1 tjf (�)

����!
1
�

(39)

�
mX
i=1

A�i (x1; :::; xm)

����� �
mX
i=1

8><>:
�Qi

j=1 (1� xj)
�1��

�i (1� e�1)i�1
�

�
1 + j2W �

i (xi)� 1j
2

� @f@xi
sup
1

�
:
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