
SIMPLE WEIGHTED INTEGRAL INEQUALITIES RELATED TO
HARDY�S RESULT

SILVESTRU SEVER DRAGOMIR1;2

Abstract. In this paper we provide some weighted inequalities that can be
obtained in a simple way from the Hardy and Knopp inequalities. Some ap-
plications for natural weights are also provided.

1. Introduction

The following results is well-known in the literature as the Hardy�s integral in-
equality, see [1, p. 240] or [3, p. 19]:

Theorem 1. Let f : [0;1) ! [0;1) and p > 1 such that
R1
0
fp (x) dx is conver-

gent. Then
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The following theorem (cf. [3, Theorem 2]) generalizes the classical Hardy�s
integral inequality by introducing power weights x�: It also provides a lower bound
in the case of decreasing functions.

Theorem 2. Let f : [0;1)! [0;1) and p � 1; � < p�1 such that
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0
fp (x)x�dx

is convergent. Then
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Moreover, if f is a positive decreasing function, then also
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The following limiting case when p!1 was obtained by K. Knopp in [2]

Theorem 3. Let f : [0;1) ! (0;1) and such that
R1
0
f (x) dx is convergent.

Then

(1.4)
Z 1

0

exp

�
1

x

Z x

0

ln f (t) dt

�
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f (x) dx:

In this paper we provide some weighted inequalities that can be obtained in a
simple way from the inequalities above. Some applications for natural weights are
also provided.
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2. The Results

We have:

Theorem 4. Let h : [0;1) ! [0;1) be a continuous strictly increasing function
that is di¤erentiable on (0;1) and such limt!1 h (t) = 1: If g : [0;1) ! [0;1)
and p > 1 are such that

R1
0
gp (x)h0 (x) dx is convergent, then
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Proof. If we make the change of variable x = h (y) ; y 2 [0;1) ; then dx = h0 (y) dy
and by (1.1) we get

(2.2)
Z 1

0

 
1

h (y)

Z h(y)

0

f (t) dt

!p
h0 (y) dy

�
�

p

p� 1

�p Z 1

0

[(f � h) (y)]p h0 (y) dy:

If we write the inequality (2.2) for f := g � h�1 : [0;1)! [0;1) ; then we get
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Now, consider the change of variable u = h�1 (t) ; t 2 [0; h (y)] ; then t = h (u) ;
dt = h0 (u) du and Z h(y)

0

�
g � h�1

�
(t) dt =

Z y

0

g (u)h0 (u) du

and by (2.3) we get (2.1). �

We have the following weighted version of Hardy�s inequality (1.1):

Corollary 1. Let w : [0;1) ! (0;1) be continuous and such that
R1
0
w (s) ds =

1: If g : [0;1)! [0;1) and p > 1 are such that
R1
0
gp (x)w (x) dx is convergent,

then
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The proof follows by Theorem 4 by taking h (x) :=
R x
0
w (t) dt; x � 0:

The following result generalizing Theorem 2 also holds:

Theorem 5. Let h : [0;1) ! [0;1) be a continuous strictly increasing function
that is di¤erentiable on (0;1) and such limt!1 h (t) = 1: If g : [0;1) ! [0;1)
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and p � 1; � < p� 1 are such that
R1
0
gp (x)h� (x)h0 (x) dx is convergent, then
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Moreover, if g is a positive decreasing function, then also
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Proof. If we make the change of variable x = h (y) ; y 2 [0;1) ; then dx = h0 (y) dy
and by (1.2) we get
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If we write the inequality (2.7) for f := g � h�1 : [0;1)! [0;1) ; then we get
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Now, consider the change of variable u = h�1 (t) ; t 2 [0; h (y)] ; then t = h (u) ;
dt = h0 (u) du and Z h(y)

0

�
g � h�1

�
(t) dt =

Z y

0

g (u)h0 (u) du

which together with (2.8) gives (2.5).
If g is a positive decreasing function, then g � h�1 is also decreasing and by

utilising inequality (1.3) we obtain (2.6). �

We have the following weighted inequalities as well:

Corollary 2. Let w : [0;1) ! (0;1) be continuous and such that
R1
0
w (s) ds =

1: If g : [0;1)! [0;1) and p � 1; � < p�1 are such that
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Moreover, if g is a positive decreasing function, then also

(2.10)
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The proof follows by Theorem 5 by taking h (x) :=
R x
0
w (t) dt; x � 0:

The following composite version of Knopp�s inequality also holds.

Theorem 6. Let h : [0;1) ! [0;1) be a continuous strictly increasing function
that is di¤erentiable on (0;1) and such limt!1 h (t) = 1: If g : [0;1) ! (0;1)
and p > 1 are such that

R1
0
g (x)h0 (x) dx is convergent, then
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Proof. If we make the change of variable x = h (y) ; y 2 [0;1) ; then dx = h0 (y) dy
and by (1.4) we get
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If we write the inequality (2.12) for f := g � h�1 : [0;1)! (0;1) ; then we get
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Now, consider the change of variable u = h�1 (t) ; t 2 [0; h (y)] ; then t = h (u) ;
dt = h0 (u) du and by (2.13) we get (2.11). �

We have the following weighted version of Knopp�s inequality:

Corollary 3. Let w : [0;1) ! (0;1) be continuous and such that
R1
0
w (s) ds =

1: If g : [0;1)! (0;1) is such that
R1
0
g (x)w (x) dx is convergent, then
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3. Some Examples

We can give some examples by utilising Theorem 4 as follows:
a). If we take h : [0;1)! [0;1), h (t) = ln (t+ 1) ; and g : [0;1)! [0;1) and

p > 1 are such that
R1
0

gp(x)
x+1 dx is convergent, then by (2.1) we have
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b). If we take h : [0;1) ! [0;1), h (t) = tr; r > 0; and g : [0;1) ! [0;1) and
p > 1 are such that

R1
0
gp (x)xr�1dx is convergent, then by (2.1) we have

(3.2)
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c). If we take h : [0;1)! [0;1), h (t) = exp (�t)�1; � > 0 and g : [0;1)! [0;1)
and p > 1 are such that

R1
0
gp (x) exp (�x) dx is convergent, then by (2.1) we have
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We have the following examples that follows by Theorem 5 as well:
d). If we take h : [0;1)! [0;1), h (t) = tr; r > 0; and g : [0;1)! [0;1) and

p � 1; � < p� 1 are such that
R1
0
gp (x)x�r+r�1dx is convergent, then by (2.5) we

have
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If g is a positive decreasing function, then also
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e). If we take h : [0;1) ! [0;1), h (t) = exp (�t) � 1; � > 0 and g : [0;1) !
[0;1) and p � 1; � < p � 1 are such that
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0
gp (x) [exp (�t)� 1]� exp (�t) dx is

convergent, then
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If g is a positive decreasing function, then also
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From the Knopp�s type inequality (2.11) we get the following particular inequal-
ities as well:
f). If we take h : [0;1) ! [0;1), h (t) = tr; r > 0; and g : [0;1) ! (0;1) is

such that
R1
0
g (x)xr�1dx is convergent, then
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g). If we take h : [0;1) ! [0;1), h (t) = exp (�t) � 1; � > 0 and g : [0;1) !
(0;1) with

R1
0
g (x) exp (�x) dx is convergent, then

(3.9)
Z 1

0

exp
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