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#### Abstract

A local version of the Young inequality for positive numbers is used in order to deduce some inequalities about determinants and norms for real quadratic matrices and norms of positive operators on complex Hilbert spaces.


## 1. Introduction

The classical inequality of W. H. Young is

$$
a^{\nu} b^{1-\nu}<\nu a+(1-\nu) b
$$

where $a$ and $b$ are distinct positive real numbers and $0<\nu<1$, see [25], being also an inequality between arithmetic and geometric mean.

There are many generalizations and refinements of Young's inequality, see for example [1], [2], [14], [13], [17], [4], [3], [5], [8] and references therein. Among those there is the following local version of Young inequality, presented by the authors in [16], which will be used to enunciate several applications for determinant, norm and trace inequalities.

Proposition 1. ([16]) (a) For any $\alpha+\beta>1$, and $\alpha \in(0,1)$, there is $r>0$ such that for any $x, y \in(1-r, 1+r)$, it is true the inequality

$$
\alpha x+\beta y>x^{\alpha} y^{\beta}+\alpha+\beta-1
$$

(b) For any $\alpha+\beta<1, \alpha \in(0,1)$ and $\beta<0$ there is $q>0$ such that for any $x, y \in(1-q, 1+q)$, it is true the same inequality.

Corollary 1. ([16]) For any $\alpha+\beta>1$ and $\alpha \in(0,1)$, there is $r>0$ such that for any $x, y \in(1-r, 1+r)$ it is true that

$$
\alpha x+\beta y>x^{\alpha} y^{\beta} .
$$

It is necessary to recall some basic and well-known things about the functional calculus with continuous functions on spectrum. As in [9], we recall that for selfadjoint operators $A, B \in B(\mathcal{H})$ we write $A \leq B$ (or $B \geq A$ ) if $<A x, x\rangle \leq<B x, x\rangle$
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for every vector $x \in \mathcal{H}$, or $B-A$ is a positive operator. Firstly, we will consider $A$ as a selfadjoint linear operator on a complex Hilbert space $(\mathcal{H} ;<., .>)$. A fundamental role will be played by Gelfand map $\Phi: C(S p(A)) \rightarrow C^{*}(A)$, which is a *- isometrically isomorphism between the set of all continuous functions defined on the spectrum of $A$ and the $C^{*}$ - algebra generated by $A$ and the identity operator $1_{\mathcal{H}}$ on $\mathcal{H}$. $\Phi$ has the following properties: for any $f, f \in C(S p(A))$ and for any $\alpha, \beta \in \mathbf{C}$ we have
(i) $\Phi(\alpha f+\beta g)=\alpha \Phi(f)+\beta \Phi(g)$;
(ii) $\Phi(f g)=\Phi(f) \Phi(g) \quad$ and $\quad \Phi(f)=\Phi\left(f^{*}\right)$;
(iii) $\left|\left|\Phi(f)\|=\| f \|:=\sup _{t \in S p(A)}\right| f(t)\right|$;
(iv) $\Phi\left(f_{0}\right)=1_{H} \quad$ and $\quad \Phi\left(f_{1}\right)=A$, where $f_{0}(t)=1$ and $f_{1}(t)=t$ for $t \in \operatorname{Sp}(A$.)

The continuous functional calculus for a selfadjoint operator $A$ is based on the notation

$$
f(A):=\Phi(f) \quad \text { for all } \quad f \in C(S p(A))
$$

and on the following remark:
If $A$ is a selfadjoint operator and $f$ is a real valued continuous function on $S p(A)$, then $f(t) \geq 0$ for any $t \in S p(A)$ implies that $f(A) \geq 0$, i.e. $f(A)$ is a positive operator on $\mathcal{H}$. In addition, if and $f$ and $g$ are real valued functions on $S p(A)$ then the following property holds:

$$
\begin{equation*}
f(t) \geq g(t) \quad \text { for } \quad \text { any } \quad t \in S p(A) \quad \text { implies that } \quad f(A) \geq g(A) \tag{1}
\end{equation*}
$$

in the operator order of $B(\mathcal{H})$.
We also will need some basic, well-known properties for trace of operators. The main properties of the trace can be found in [5] and the references therein, but we mention just what we need. For any orthonormal basis $\left\{e_{i}\right\}_{i \in I}$ of a separable Hilbert space $\mathcal{H}$, the operator $A \in \mathcal{B}(\mathcal{H})$ is trace class if

$$
\|A\|_{1}=\sum_{i \in I}<|A| e_{i}, e_{i}><\infty
$$

The definition of $\|A\|_{1}$ is independent of the choice of the orthogonal basis $\left\{e_{i}\right\}_{i \in I}$. We denote the set of trace class operators in $\mathcal{B}(\mathcal{H})$ by $\mathcal{B}_{1}(\mathcal{H})$.

We will need some of the well-known properties of trace:
(a) $\|A\|_{1}=\left\|A^{*}\right\|_{1}$, for any $A \in \mathcal{B}_{1}(\mathcal{H})$
(b) $\left(\mathcal{B}_{1}(\mathcal{H}),\|\cdot\|_{1}\right)$ is a Banach space.
(c) $\mathcal{B}(\mathcal{H}) \mathcal{B}_{1}(\mathcal{H}) \mathcal{B}(\mathcal{H}) \subseteq \mathcal{B}_{1}(\mathcal{H})$ that is $\mathcal{B}_{1}(\mathcal{H})$ is a bilateral operator ideal in $\mathcal{B}(\mathcal{H})$.

We consider, following [5], the trace of a trace class operator $A \in \mathcal{B}_{1}(\mathcal{H})$ to be

$$
\operatorname{tr}(A)=\sum_{i \in I}<A e_{i}, e_{i}>
$$

where $\left\{e_{i}\right\}_{i \in I}$ an orthonormal basis of $\mathcal{H}$. The previous series absolutely converges and it is basis independent. The definition is a an extension of the usual definition of the trace if $\mathcal{H}$ is finite dimensional.
$\mathcal{B}_{1}(\mathcal{H})$ is closed for to the $*$-operation, and $\operatorname{tr}\left(A^{*}\right)=\overline{\operatorname{tr}(A)}$. If $A \in \mathcal{B}_{1}(\mathcal{H})$ and $T \in \mathcal{B}(\mathcal{H})$ then $A T, T A \in \mathcal{B}_{1}(\mathcal{H})$ and $\operatorname{tr}(A T)=\operatorname{tr}(T A)$ and $|\operatorname{tr}(A T)| \leq\|A\|_{1}\|T\|$. The application $\operatorname{tr}($.$) is a bounded linear functional on \mathcal{B}_{1}(\mathcal{H})$ with $\|\operatorname{tr}\|=1$.

Many trace inequalities for matrices and operators can be found for example in [20], [22], [23], [5], [7], [17], [24], [18], [19] and also, references therein.

## 2. A local Young inequality for determinants

We recall that if $A$ and $B$ are positive invertible operators on a complex Hilbert space $(\mathcal{H},<., .>)$ then the following notation $A \not \sharp_{\nu} B=A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\nu} A^{\frac{1}{2}}$ is used for the weighted geometric mean, where $\nu \in(0,1)$. It is necessary to mention that we use the symbol $\sharp_{\nu}$, as in [10] not as in [1] and [13].

Moreover, this notation will be used even when $\nu$ is not in the interval $(0,1)$.
Theorem 1. If:
(1) $A, B \in M_{n}$ are positive definite matrices having the eigenvalues $\lambda_{1}(A) \leq \lambda_{2}(A) \leq \ldots \leq \lambda_{n}(A)$ and $\lambda_{1}(B) \leq \lambda_{2}(B) \leq \ldots \leq \lambda_{n}(B)$,
(2) $\alpha \in(0,1), \beta \in \mathbf{R}$ with the property $\alpha+\beta>1$,
(3) there is $r \in(0,1)$ such that $1-r<\frac{\lambda_{1}(B)}{\lambda_{n}(A)}$ and $\frac{\lambda_{n}(B)}{\lambda_{1}(A)}<1+r$,
then we have

$$
\operatorname{det}(\alpha A+\beta B)>\operatorname{det}\left(A \sharp_{\beta} B\right),
$$

and it is also true that:

$$
\operatorname{det}(\alpha A+\beta B)>\operatorname{det}\left(B \sharp_{\alpha} A\right) .
$$

Proof. We take $x=1$, in the inequality of Corollary 1: $\alpha x+\beta y>x^{\alpha} y^{\beta}$, and we get

$$
\begin{equation*}
\alpha+\beta y>y^{\beta}, \text { for all } y \in(1-r, 1+r) \tag{1}
\end{equation*}
$$

Now we consider the positive definite matrix $C=A^{-\frac{1}{2}} B A^{-\frac{1}{2}}$. By a theorem of Ostrowski ([11], Theorem 4.5.9), we know that the eigenvalues of $C$ check

$$
1-r<\frac{\lambda_{1}(B)}{\lambda_{n}(A)} \leq \lambda_{i}(C) \leq \frac{\lambda_{n}(B)}{\lambda_{1}(A)}<1+r
$$

fo all $i=1,2, \ldots, n$.
By (1) we obtain,

$$
\alpha+\beta \lambda_{i}(C)>\lambda_{i}^{\beta}(C)
$$

for all $i=1,2, \ldots, n$.
Using now that the determinant of a matrix is the product of its eigenvalues, we have,

$$
\operatorname{det}\left(\alpha I+\beta A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)=\prod_{i=1}^{n}\left(\alpha+\beta \lambda_{i}(C)\right) \geq \prod_{i=1}^{n} \lambda_{i}^{\beta}(C)=\operatorname{det}\left(C^{\beta}\right)
$$

Multiplying by $\operatorname{det}\left(A^{\frac{1}{2}}\right)$ we get,

$$
\operatorname{det}\left(A^{\frac{1}{2}}\right) \operatorname{det}\left(\alpha I+\beta A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right) \operatorname{det}\left(A^{\frac{1}{2}}\right) \geq \operatorname{det}\left(A^{\frac{1}{2}}\right) \operatorname{det}\left(C^{\beta}\right) \operatorname{det}\left(A^{\frac{1}{2}}\right)
$$

or using the multiplicity of the determinant, we have:

$$
\operatorname{det}(\alpha A+\beta B) \geq \operatorname{det}\left(A^{\frac{1}{2}}\left(A^{-\frac{1}{2}} B A^{-\frac{1}{2}}\right)^{\beta} A^{\frac{1}{2}}\right)
$$

So we obtain:

$$
\operatorname{det}(\alpha A+\beta B) \geq \operatorname{det}\left(A \sharp_{\beta} B\right)
$$

or analogously, if we use the inequality $\alpha \lambda_{i}(C)+\beta>\lambda_{i}^{\alpha}(C)$, (i.e. we take $y=1$ in inequality $\alpha x+\beta y>x^{\alpha} y^{\beta}$ )
we get

$$
\operatorname{det}(\alpha A+\beta B)>\operatorname{det}\left(B \sharp_{\alpha} A\right) .
$$

## 3. A local Young inequality for norms

Theorem 2. If:
(1) $A, B, X \in M_{n}$ and $A, B$ are positive definite matrices having the eigenvalues $\lambda_{1}(A) \leq \lambda_{2}(A) \leq \ldots \leq \lambda_{n}(A)$ and $\lambda_{1}(B) \leq \lambda_{2}(B) \leq \ldots \leq \lambda_{n}(B)$,
(2) $\alpha \in(0,1), \beta \in \mathbf{R}$ with the property $\alpha+\beta>1$,
(3) there is $r \in(0,1)$ such that $1-r<\lambda_{1}(A), \lambda_{1}(B)$ and $\lambda_{n}(A), \lambda_{n}(B)<1+r$ then we have:

$$
\|\alpha A X+\beta X B\|_{2} \geq\left\|A^{\alpha} X B^{\beta}\right\|_{2}
$$

where $\|.\|_{2}$ is the Hilbert-Schmidt norm.
Proof. Using the Spectral Theorem for the unitary matrices $U$ and $V$ we have, $A=U \operatorname{diag}\left(\lambda_{1}(A), \ldots, \lambda_{n}(A)\right) U^{*}$ and $B=V \operatorname{diag}\left(\lambda_{1}(B), \ldots, \lambda_{n}(B)\right) V^{*}$.

If we set $Y=U^{*} X V=\left(y_{i j}\right)$, we obtain $\alpha A X+\beta X B=U\left(\left(\alpha \lambda_{i}(A)+\beta \lambda_{j}(B)\right) y_{i j}\right) V^{*}$ and $A^{\alpha} X B^{\beta}=U\left(\lambda_{i}(A)^{\alpha} \lambda_{j}(B)^{\beta} y_{i j}\right) V^{*}$.

We have the following inequalities by using Corollary 1 :
$\|\alpha A X+\beta X B\|_{2}^{2}=\sum_{i, j=1}^{n}\left(\alpha \lambda_{i}(A)+\beta \lambda_{j}(B)\right)^{2}\left|y_{i j}\right|^{2} \geq \sum_{i, j=1}^{n}\left(\lambda_{i}(A)^{\alpha} \lambda_{j}(B)^{\beta}\right)^{2}\left|y_{i j}\right|^{2}=\left\|A^{\alpha} X B^{\beta}\right\|_{2}^{2}$
or

$$
\|\alpha A X+\beta X B\|_{2} \geq\left\|A^{\alpha} X B^{\beta}\right\|_{2}
$$

## 4. A local Young inequality for trace of operators

Let $\mathcal{B}(\mathcal{H})$ be the $C^{*}$-algebra of all bounded linear operators on a complex Hilbert space $(\mathcal{H},<.,>)$ and $A, B \in \mathcal{B}(\mathcal{H})$ be two positive operators. All the properties concerning the trace of operators will be considered on separable Hilbert spaces.

Theorem 3. If:
(a) $A, B \in \mathcal{B}(\mathcal{H})$ are positive operators
(b) $\alpha \in(0,1), \beta \in \mathbf{R}$ with the property $\alpha+\beta>1$,
(c) there is $r \in(0,1)$ such that $(1-r) I \leq A, B \leq(1+r) I$, then the following inequalities hold:

$$
\begin{equation*}
\alpha\left\|A^{\frac{1}{2}} x\right\|^{2}\|y\|^{2}+\beta\left\|B^{\frac{1}{2}} y\right\|^{2}\|x\|^{2}><A^{\alpha} x, x><B^{\beta} y, y>+(\alpha+\beta-1)\|x\|^{2}\|y\|^{2} \tag{2}
\end{equation*}
$$

for all $x, y \in \mathcal{H}$,
and

$$
\begin{equation*}
\alpha\left\|A^{\frac{1}{2}} x\right\|^{2}+\beta\left\|B^{\frac{1}{2}} y\right\|^{2}><A^{\alpha} x, x><B^{\beta} y, y>+(\alpha+\beta-1) \tag{3}
\end{equation*}
$$

when $\|x\|=\|y\|=1$.

Proof. We will use the same method as in [9]. Firstly, we use the Functional Calculus with continuous functions on spectrum for the operator $A$, for all $b \in$ $(1-r, 1+r)$ and $x \in \mathcal{H}$. Secondly, we use the Functional Calculus with continous functions on spectrum for the operator $B$, obtaining succesively,

$$
\begin{gathered}
\alpha<A x, x>I+\beta B<x, x \gg<A^{\alpha} x, x>B^{\beta}+(\alpha+\beta-1)<x, x>I \\
\alpha<A x, x><y, y>+\beta<B y, y><x, x \gg \\
><A^{\alpha} x, x><B^{\beta} y, y>+(\alpha+\beta-1)<x, x><y, y>
\end{gathered}
$$

for all $x, y \in \mathcal{H}$.
Using the norm, we get,

$$
\alpha\left\|A^{\frac{1}{2}} x\right\|^{2}\|y\|^{2}+\beta\left\|B^{\frac{1}{2}} y\right\|^{2}\|x\|^{2}><A^{\alpha} x, x><B^{\beta} y, y>+(\alpha+\beta-1)\|x\|^{2}\|y\|^{2}
$$

for all $x, y \in \mathcal{H}$. By (2) we obtain immediately (3).

Corollary 2. In the same hypothesis as in Theorem 3 the following inequality holds:

$$
\alpha\left\|A^{\frac{1}{2}} x\right\|^{2}+\beta\left\|B^{\frac{1}{2}} y\right\|^{2}><A^{\alpha} x, x><B^{\beta} y, y>
$$

when $\|x\|=\|y\|=1$.
The following result is obtained as an application of Corollary 1 and Theorem 2 for the trace of an operator.
Theorem 4. If:
(1) $A, B \in \mathcal{B}(\mathcal{H})$ are positive operators and $P, Q \in \mathcal{B}_{1}(\mathcal{H})$ with $P, Q>0$.
(2) $\alpha \in(0,1), \beta \in \mathbf{R}$ with the property $\alpha+\beta>1$,
(3) there is $r \in(0,1)$ such that $(1-r) I \leq A, B \leq(1+r) I$,
then the following inequality takes place:

$$
\alpha \cdot \operatorname{tr}(P A) \operatorname{tr} Q+\beta \cdot \operatorname{tr}(Q B) \operatorname{tr} P>\operatorname{tr}\left(P A^{\alpha}\right) \operatorname{tr}\left(Q B^{\beta}\right)+(\alpha+\beta-1) \operatorname{tr} P \operatorname{tr} Q
$$

and in particular,

$$
\alpha \cdot \operatorname{tr}(P A) \operatorname{tr} Q+\beta \cdot \operatorname{tr}(Q B) \operatorname{tr} P>\operatorname{tr}\left(P A^{\alpha}\right) \operatorname{tr}\left(Q B^{\beta}\right)
$$

Proof. If we take $x=P^{\frac{1}{2}} e, y=Q^{\frac{1}{2}} f$ where $e, f \in \mathcal{H}$ in the proof of Theorem 3, we will find,

$$
\begin{gathered}
\alpha<A P^{\frac{1}{2}} e, P^{\frac{1}{2}} e><Q^{\frac{1}{2}} f, Q^{\frac{1}{2}} f>+\beta<B Q^{\frac{1}{2}} f, Q^{\frac{1}{2}} f><P^{\frac{1}{2}} e, P^{\frac{1}{2}} e \gg \\
><A P^{\frac{1}{2}} e, P^{\frac{1}{2}} e><B Q^{\frac{1}{2}} f, Q^{\frac{1}{2}} f>+(\alpha+\beta-1)<P^{\frac{1}{2}} e, P^{\frac{1}{2}} e><Q^{\frac{1}{2}} f, Q^{\frac{1}{2}} f>
\end{gathered}
$$ for all $e, f \in \mathcal{H}$.

Let $\left\{e_{i}\right\}_{i \in I}$, and $\left\{f_{j}\right\}_{j \in J}$ be two orthonormal bases of $\mathcal{H}$. We take in previous inequality $e=e_{i}, i \in I$ and $f=f_{j}, j \in J$ and then summing over $i \in I$ and $j \in J$, we get the following double inequality:

$$
\begin{gathered}
\alpha \sum_{i \in I}<P^{\frac{1}{2}} A P^{\frac{1}{2}} e_{i}, e_{i}>\sum_{j \in J}<Q f_{j}, f_{j}>+\beta \sum_{j \in J}<Q^{\frac{1}{2}} B Q^{\frac{1}{2}} f_{j}, f_{j}>\sum_{i \in I}<P e_{i}, e_{i} \gg \\
>\sum_{i \in I}<P^{\frac{1}{2}} A^{\alpha} P^{\frac{1}{2}} e_{i}, e_{i}>\sum_{j \in J}<Q^{\frac{1}{2}} B^{\beta} Q^{\frac{1}{2}} f_{j}, f_{j}>+
\end{gathered}
$$

$$
+(\alpha+\beta-1) \sum_{i \in I}<P e_{i}, e_{i}>\sum_{j \in J}<Q f_{j}, f_{j}>.
$$

Now, using the well-known properties of trace, we obtain the desired inequality.

Next three results are several applications of Theorem 4.

## Corollary 3. If:

(1) $A, B \in \mathcal{B}(\mathcal{H})$ are positive operators and $P \in \mathcal{B}_{1}(\mathcal{H})$ with $P>0$.
(2) $\alpha \in(0,1), \beta \in \mathbf{R}$ with the property $\alpha+\beta>1$,
(3) there is $r \in(0,1)$ such that $(1-r) I \leq A, B \leq(1+r) I$, then the following inequality takes place:

$$
\operatorname{tr} P[\alpha \cdot \operatorname{tr}(P A)+\beta \cdot \operatorname{tr}(P B)]>\operatorname{tr}\left(P A^{\alpha}\right) \operatorname{tr}\left(P B^{\beta}\right)+(\alpha+\beta-1)(\operatorname{tr} P)^{2}
$$

and in particular,

$$
\operatorname{tr} P[\alpha \cdot \operatorname{tr}(P A)+\beta \cdot \operatorname{tr}(P B)]>\operatorname{tr}\left(P A^{\alpha}\right) \operatorname{tr}\left(P B^{\beta}\right) .
$$

Proof. We take in Theorem 4, $P=Q$.

Corollary 4. If:
(1) $P, Q, S, V$ be invertible positive operators on $\mathcal{H}$ and $P, Q S, V \in \mathcal{B}_{1}(\mathcal{H})$.
(2) $\alpha \in(0,1), \beta \in \mathbf{R}$ with the property $\alpha+\beta>1$,
(3) there is $r \in(0,1)$ such that $(1-r) Q \leq V \leq(1+r) Q$, and $(1-r) P \leq S \leq$ $(1+r) P$
then the following inequality takes place:

$$
\operatorname{tr} P[\alpha \cdot \operatorname{tr} S+\beta \operatorname{tr} V]>\operatorname{tr}\left(P \sharp_{\alpha} S\right) \operatorname{tr}\left(Q \sharp_{\beta} V\right)+(\alpha+\beta-1) \operatorname{tr} P \operatorname{tr} Q,
$$

and in particular,

$$
\operatorname{tr} P[\alpha \cdot \operatorname{tr} S+\beta \operatorname{tr} V]>\operatorname{tr}\left(P \sharp_{\alpha} S\right) \operatorname{tr}\left(Q \sharp_{\beta} V\right) .
$$

Proof. Taking into account our hypothesis, we see that for positive operators $A=$ $P^{-\frac{1}{2}} S P^{-\frac{1}{2}}$ and $B=Q^{-\frac{1}{2}} V Q^{-\frac{1}{2}}$, we have

$$
(1-r) I \leq A \leq(1+r) I \quad \text { and } \quad(1-r) I \leq B \leq(1+r) I .
$$

From Theorem 4, we get

$$
\alpha \cdot \operatorname{tr}(P A) \operatorname{tr} Q+\beta \cdot \operatorname{tr}(Q B) \operatorname{tr} P>\operatorname{tr}\left(P A^{\alpha}\right) \operatorname{tr}\left(Q B^{\beta}\right)+(\alpha+\beta-1) \operatorname{tr} P \operatorname{tr} Q,
$$

and in particular,

$$
\alpha \cdot \operatorname{tr}(P A) \operatorname{tr} Q+\beta \cdot \operatorname{tr}(Q B) \operatorname{tr} P>\operatorname{tr}\left(P A^{\alpha}\right) \operatorname{tr}\left(Q B^{\beta}\right) .
$$

Replacing here $A$ and $B$ above, we have,

$$
\operatorname{tr} P(\alpha \operatorname{tr} S+\beta \operatorname{tr} V)>\operatorname{tr}\left(P \not \sharp_{\alpha} S\right) \operatorname{tr}\left(Q \not \sharp_{\beta} V\right)+(\alpha+\beta-1) \operatorname{tr} P \operatorname{tr} Q,
$$

and in particular,

$$
\operatorname{tr} P(\alpha \operatorname{tr} S+\beta \operatorname{tr} V)>\operatorname{tr}\left(P \not \sharp_{\alpha} S\right) \operatorname{tr}\left(Q \sharp_{\beta} V\right),
$$

i.e. the desired inequalities.

Corollary 5. If we consider in the above corollary only two invertible positive operators $P, S \in \mathcal{B}_{1}(\mathcal{H})$ then we have,

$$
\operatorname{tr} P \operatorname{tr} S(\alpha+\beta)>\operatorname{tr}\left(P \not \sharp_{\alpha} S\right) \operatorname{tr}\left(P \not \sharp_{\beta} S\right)+(\alpha+\beta-1)(\operatorname{tr} P)^{2},
$$

and in particular,

$$
\operatorname{tr} P \operatorname{tr} S(\alpha+\beta)>\operatorname{tr}\left(P \sharp_{\alpha} S\right) \operatorname{tr}\left(P \sharp_{\beta} S\right) .
$$

Proof. If we take in Corollary $4, P=Q$ and $S=V$ we will obtain the desired inequality.
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