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#### Abstract

In this paper we provide some bounds for the quantity $\|f(y)-f(x)\|$ where $f: D \subset \mathbb{C} \rightarrow \mathbb{C}$ is an analytic function on the domain $D$ and $x, y \in \mathcal{B}$, a Banach algebra, with the spectra $\sigma(x), \sigma(y) \subset D$. Applications for the exponential and logarithmic function on the Banach algebra $\mathcal{B}$ are also given.


## 1. Introduction

Let $\mathcal{B}$ be an algebra over $\mathbb{C}$. An algebra norm on $\mathcal{B}$ is a map $\|\cdot\|: \mathcal{B} \rightarrow[0, \infty)$ such that $(\mathcal{B},\|\cdot\|)$ is a normed space, and, further:

$$
\|a b\| \leq\|a\|\|b\|
$$

for any $a, b \in \mathcal{B}$. The normed algebra $(\mathcal{B},\|\cdot\|)$ is a Banach algebra if $\|\cdot\|$ is a complete norm. We assume that the Banach algebra is unital, this means that $\mathcal{B}$ has an identity 1 and that $\|1\|=1$.

Let $\mathcal{B}$ be a unital algebra. An element $a \in \mathcal{B}$ is invertible if there exists an element $b \in \mathcal{B}$ with $a b=b a=1$. The element $b$ is unique; it is called the inverse of $a$ and written $a^{-1}$ or $\frac{1}{a}$. The set of invertible elements of $\mathcal{B}$ is denoted by $\operatorname{Inv}(\mathcal{B})$. If $a, b \in \operatorname{Inv}(\mathcal{B})$ then $a b \in \operatorname{Inv}(\mathcal{B})$ and $(a b)^{-1}=b^{-1} a^{-1}$.

For a unital Banach algebra we also have:
(i) If $a \in \mathcal{B}$ and $\lim _{n \rightarrow \infty}\left\|a^{n}\right\|^{1 / n}<1$, then $1-a \in \operatorname{Inv}(\mathcal{B})$;
(ii) $\{b \in \mathcal{B}:\|1-b\|<1\} \subset \operatorname{Inv}(\mathcal{B})$;
(iii) $\operatorname{Inv} \mathcal{B}$ is an open subset of $\mathcal{B}$;
(iv) The map $\operatorname{Inv} \mathcal{B} \ni a \longmapsto a^{-1} \in \operatorname{Inv}(\mathcal{B})$ is continuous.

For simplicity, we denote $\lambda 1$, where $\lambda \in \mathbb{C}$ and 1 is the identity of $\mathcal{B}$, by $\lambda$. The resolvent set of $a \in \mathcal{B}$ is defined by

$$
\rho(a):=\{\lambda \in \mathbb{C}: \lambda-a \in \operatorname{Inv}(\mathcal{B})\}
$$

the spectrum of $a$ is $\sigma(a)$, the complement of $\rho(a)$ in $\mathbb{C}$, and the resolvent function of $a$ is $R_{a}: \rho(a) \rightarrow \operatorname{Inv}(\mathcal{B})$,

$$
R_{a}(\lambda):=(\lambda-a)^{-1}
$$

For each $\lambda, \gamma \in \rho(a)$ we have the identity

$$
R_{a}(\gamma)-R_{a}(\lambda)=(\lambda-\gamma) R_{a}(\lambda) R_{a}(\gamma)
$$

We also have that

$$
\sigma(a) \subset\{\lambda \in \mathbb{C}: \quad|\lambda| \leq\|a\|\}
$$

[^0]The spectral radius of $a$ is defined as

$$
\nu(a)=\sup \{|\lambda|: \lambda \in \sigma(a)\} .
$$

Let $\mathcal{B}$ a unital Banach algebra and $a \in \mathcal{B}$. Then
(i) The resolvent set $\rho(a)$ is open in $\mathbb{C}$;
(ii) For any bounded linear functional $\lambda: \mathcal{B} \rightarrow \mathbb{C}$, the function $\lambda \circ R_{a}$ is analytic on $\rho(a)$;
(iii) The spectrum $\sigma(a)$ is compact and nonempty in $\mathbb{C}$;
(iv) We have

$$
\nu(a)=\lim _{n \rightarrow \infty}\left\|a^{n}\right\|^{1 / n}
$$

Let $f$ be an analytic functions on the open disk $D(0, R)$ given by the power series

$$
f(\lambda):=\sum_{j=0}^{\infty} \alpha_{j} \lambda^{j} \quad(|\lambda|<R) .
$$

If $\nu(a)<R$, then the series $\sum_{j=0}^{\infty} \alpha_{j} a^{j}$ converges in the Banach algebra $\mathcal{B}$ because $\sum_{j=0}^{\infty}\left|\alpha_{j}\right|\left\|a^{j}\right\|<\infty$, and we can define $f(a)$ to be its sum. Clearly $f(a)$ is well defined and there are many examples of important functions on a Banach algebra $\mathcal{B}$ that can be constructed in this way. For instance, the exponential map on $\mathcal{B}$ denoted exp and defined as

$$
\exp a:=\sum_{j=0}^{\infty} \frac{1}{j!} a^{j} \text { for each } a \in \mathcal{B}
$$

If $\mathcal{B}$ is not commutative, then many of the familiar properties of the exponential function from the scalar case do not hold. The following key formula is valid, however with the additional hypothesis of commutativity for $a$ and $b$ from $\mathcal{B}$

$$
\exp (a+b)=\exp (a) \exp (b)
$$

In a general Banach algebra $\mathcal{B}$ it is difficult to determine the elements in the range of the exponential map $\exp (\mathcal{B})$, i.e. the element which have a "logarithm". However, it is easy to see that if $a$ is an element in $\mathcal{B}$ such that $\|1-a\|<1$, then $a$ is in $\exp (\mathcal{B})$. That follows from the fact that if we set

$$
b=-\sum_{n=1}^{\infty} \frac{1}{n}(1-a)^{n}
$$

then the series converges absolutely and, as in the scalar case, substituting this series into the series expansion for $\exp (b)$ yields $\exp (b)=a$.

Concerning other basic definitions and facts in the theory of Banach algebras, the reader can consult the classical books [13] and [16].

Let $\mathcal{B}$ be a unital Banach algebra, $a \in \mathcal{B}$ and $G$ be a domain of $\mathbb{C}$ with $\sigma(a) \subset G$. If $f: G \rightarrow \mathbb{C}$ is analytic on $G$, we define an element $f(a)$ in $\mathcal{B}$ by

$$
\begin{equation*}
f(a):=\frac{1}{2 \pi i} \int_{\delta} f(\xi)(\xi-a)^{-1} d \xi \tag{1.1}
\end{equation*}
$$

where $\delta \subset G$ is taken to be close rectifiable curve in $G$ and such that $\sigma(a) \subset$ ins $(\delta)$, the inside of $\delta$.

It is well known (see for instance [6, pp. 201-204]) that $f(a)$ does not depend on the choice of $\delta$ and the Spectral Mapping Theorem (SMT)

$$
\begin{equation*}
\sigma(f(a))=f(\sigma(a)) \tag{1.2}
\end{equation*}
$$

holds.
Let $\mathfrak{H o l}(a)$ be the set of all the functions that are analytic in a neighborhood of $\sigma(a)$. Note that $\mathfrak{H o l}(a)$ is an algebra where if $f, g \in \mathfrak{H o l}(a)$ and $f$ and $g$ have domains $D(f)$ and $D(g)$, then $f g$ and $f+g$ have domain $D(f) \cap D(g) . \mathfrak{H o l}(a)$ is not, however a Banach algebra.

The following result is known as the Riesz Functional Calculus Theorem [6, p. 201-203]:

Theorem 1. Let $\mathcal{B}$ a unital Banach algebra and $a \in \mathcal{B}$.
(a) The map $f \mapsto f(a)$ of $\mathfrak{H o l}(a) \rightarrow \mathcal{B}$ is an algebra homomorphism.
(b) If $f(z)=\sum_{k=0}^{\infty} \alpha_{k} z^{k}$ has radius of convergence $r>\nu(a)$, then $f \in \mathfrak{H o l}(a)$ and $f(a)=\sum_{k=0}^{\infty} \alpha_{k} a^{k}$.
(c) If $f(z) \equiv 1$, then $f(a)=1$.
(d) If $f(z)=z$ for all $z, f(a)=a$.
(e) If $f, f_{1}, \ldots, f_{n} \ldots$ are analytic on $G, \sigma(a) \subset G$ and $f_{n}(z) \rightarrow f(z)$ uniformly on compact subsets of $G$, then $\left\|f_{n}(a)-f(a)\right\| \rightarrow 0$ as $n \rightarrow \infty$.
(f) The Riesz Functional Calculus is unique and if $a, b$ are commuting elements in $\mathcal{B}$ and $f \in \mathfrak{H o l}(a)$, then $f(a) b=b f(a)$.

For some recent norm inequalities for functions on Banach algebras, see [3]-[5] and [7]-[12].

One of the central problems in perturbation theory is to find bounds for

$$
\|f(A)-f(B)\|
$$

in terms of $\|A-B\|$ for different classes of measurable functions $f$ for which the function of operators $A$ and $B$ can be defined. For some results on this topic, see [4], [14] and the references therein.

In [2] the author obtained the following Lipschitz type inequality

$$
\begin{equation*}
\|f(A)-f(B)\| \leq f^{\prime}(a)\|A-B\| \tag{1.3}
\end{equation*}
$$

where $f$ is an operator monotone function on $(0, \infty)$ and $A, B$ are bounded linear operators on an Hilbert space with $A, B \geq a I_{H}>0$.

In this paper we provide some bounds for the quantity $\|f(y)-f(x)\|$ where $f: D \subset \mathbb{C} \rightarrow \mathbb{C}$ is an analytic function on the domain $D$ and $x, y \in \mathcal{B}$ with $\sigma(x)$, $\sigma(y) \subset D$. Applications for the exponential and logarithmic function on the Banach algebra $\mathcal{B}$ are also given.

## 2. The Results

We start with the following lemma that is of interest in itself:
Lemma 1. For any $x, y \in \mathcal{B}$ with $\|x\|,\|y\|<1$ we have

$$
\begin{equation*}
\left\|(1-y)^{-1}-(1-x)^{-1}\right\| \leq \frac{\|y-x\|}{(1-\|y\|)(1-\|x\|)} \tag{2.1}
\end{equation*}
$$

Proof. We use the identity (see for instance [3, p. 254])

$$
\begin{equation*}
a^{n}-b^{n}=\sum_{j=0}^{n-1} a^{n-1-j}(a-b) b^{j} \tag{2.2}
\end{equation*}
$$

that holds for any $a, b \in \mathcal{B}$ and $n \geq 1$.
For $x, y \in \mathcal{B}$ we consider the function $\varphi:[0,1] \rightarrow \mathcal{B}$ defined by $\varphi(t)=$ $[(1-t) x+t y]^{n}$. For $t \in(0,1)$ and $\varepsilon \neq 0$ with $t+\varepsilon \in(0,1)$ we have from (2.2) that

$$
\begin{aligned}
\varphi(t+\varepsilon)-\varphi(t) & =[(1-t-\varepsilon) x+(t+\varepsilon) y]^{n}-[(1-t) x+t y]^{n} \\
& =\varepsilon \sum_{j=0}^{n-1}[(1-t-\varepsilon) x+(t+\varepsilon) y]^{n-1-j}(y-x)[(1-t) x+t y]^{j} .
\end{aligned}
$$

Dividing with $\varepsilon \neq 0$ and taking the limit over $\varepsilon \rightarrow 0$ we have in the norm topology of $\mathcal{B}$ that

$$
\begin{align*}
\varphi^{\prime}(t) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon}[\varphi(t+\varepsilon)-\varphi(t)]  \tag{2.3}\\
& =\sum_{j=0}^{n-1}[(1-t) x+t y]^{n-1-j}(y-x)[(1-t) x+t y]^{j}
\end{align*}
$$

Integrating on $[0,1]$ we get from (2.3) that

$$
\int_{0}^{1} \varphi^{\prime}(t) d t=\sum_{j=0}^{n-1} \int_{0}^{1}[(1-t) x+t y]^{n-1-j}(y-x)[(1-t) x+t y]^{j} d t
$$

and since

$$
\int_{0}^{1} \varphi^{\prime}(t) d t=\varphi(1)-\varphi(0)=y^{n}-x^{n}
$$

then we get the following equality of interest

$$
y^{n}-x^{n}=\sum_{j=0}^{n-1} \int_{0}^{1}[(1-t) x+t y]^{n-1-j}(y-x)[(1-t) x+t y]^{j} d t
$$

for any $x, y \in \mathcal{B}$ and $n \geq 1$.
Taking the norm and utilizing the properties of Bochner integral for vector valued functions (see for instance [15, p. 21]) we have

$$
\begin{align*}
\left\|y^{n}-x^{n}\right\| & \leq \sum_{j=0}^{n-1}\left\|\int_{0}^{1}[(1-t) x+t y]^{n-1-j}(y-x)[(1-t) x+t y]^{j} d t\right\|  \tag{2.4}\\
& \leq \sum_{j=0}^{n-1} \int_{0}^{1}\left\|[(1-t) x+t y]^{n-1-j}(y-x)[(1-t) x+t y]^{j}\right\| d t \\
& \leq \sum_{j=0}^{n-1} \int_{0}^{1}\left\|[(1-t) x+t y]^{n-1-j}\right\|\|y-x\|\left\|[(1-t) x+t y]^{j}\right\| d t \\
& \leq \sum_{j=0}^{n-1} \int_{0}^{1}\|(1-t) x+t y\|^{n-1-j}\|y-x\|\|(1-t) x+t y\|^{j} d t \\
& =n\|y-x\| \int_{0}^{1}\|(1-t) x+t y\|^{n-1} d t
\end{align*}
$$

for any $x, y \in \mathcal{B}$ and $n \geq 1$.
Now, for any $m \geq 1$, by making use of the inequality (2.4) we have

$$
\begin{align*}
\left\|\sum_{n=0}^{m} y^{n}-\sum_{n=0}^{m} x^{n}\right\| & =\left\|\sum_{n=1}^{m}\left(y^{n}-x^{n}\right)\right\|  \tag{2.5}\\
& \leq \sum_{n=1}^{m}\left\|y^{n}-x^{n}\right\| \\
& \leq\|y-x\| \sum_{n=1}^{m} n \int_{0}^{1}\|(1-t) x+t y\|^{n-1} d t \\
& =\|y-x\| \int_{0}^{1}\left(\sum_{n=1}^{m} n\|(1-t) x+t y\|^{n-1}\right) d t
\end{align*}
$$

Moreover, since $\|x\|,\|y\|<1$, then the series $\sum_{n=0}^{\infty} y^{n}, \sum_{n=0}^{\infty} x^{n}$ and

$$
\sum_{n=1}^{\infty} n\|(1-t) x+t y\|^{n-1}
$$

are convergent and

$$
\sum_{n=0}^{\infty} y^{n}=(1-y)^{-1}, \sum_{n=0}^{\infty} x^{n}=(1-x)^{-1}
$$

while

$$
\sum_{n=1}^{\infty} n\|(1-t) x+t y\|^{n-1}=(1-\|(1-t) x+t y\|)^{-2}
$$

Therefore, by taking the limit over $m \rightarrow \infty$ in the inequality (2.5) we deduce the following inequality that is of interest in itself

$$
\begin{equation*}
\left\|(1-y)^{-1}-(1-x)^{-1}\right\| \leq\|y-x\| \int_{0}^{1}(1-\|(1-t) x+t y\|)^{-2} d t \tag{2.6}
\end{equation*}
$$

for all $\|x\|,\|y\|<1$.
Now, by the triangle inequality and the fact that $\|x\|,\|y\|<1$ we have

$$
1-\|(1-t) x+t y\| \geq 1-(1-t)\|x\|-t\|y\|>0
$$

for all $t \in[0,1]$.
This implies that

$$
\begin{equation*}
(1-\|(1-t) x+t y\|)^{-2} \leq(1-(1-t)\|x\|-t\|y\|)^{-2} \tag{2.7}
\end{equation*}
$$

for all $t \in[0,1]$.
Integrating (2.7) over $t \in[0,1]$, we get

$$
\begin{equation*}
\int_{0}^{1}(1-\|(1-t) x+t y\|)^{-2} d t \leq \int_{0}^{1}(1-(1-t)\|x\|-t\|y\|)^{-2} d t \tag{2.8}
\end{equation*}
$$

Observe that for $\|x\| \neq\|y\|$ we have

$$
\begin{aligned}
& \int_{0}^{1}(1-(1-t)\|x\|-t\|y\|)^{-2} d t \\
& =-\frac{1}{\|x\|-\|y\|} \int_{0}^{1} d\left[(1-\|x\|+t(\|x\|-\|y\|))^{-1}\right] \\
& =-\frac{1}{\|x\|-\|y\|}\left[(1-\|y\|)^{-1}-(1-\|x\|)^{-1}\right] \\
& =\frac{1}{1-\|y\|} \frac{1}{1-\|x\|}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\int_{0}^{1}(1-\|(1-t) x+t y\|)^{-2} d t \leq \frac{1}{1-\|y\|} \frac{1}{1-\|x\|} \tag{2.9}
\end{equation*}
$$

We also observe that, by (2.8) for $\|y\|=\|x\|$ the inequality (2.9) also holds. By employing (2.6), (2.8) and (2.9) we obtain the desired result (2.1).

Our main result is as follows:
Theorem 2. Let $f: D \subset \mathbb{C} \rightarrow \mathbb{C}$ be an analytic function on the domain $D$ and $x, y \in \mathcal{B}$ with $\sigma(x), \sigma(y) \subset D$ and $\gamma$ a rectifiable path in $D$ and such that $\sigma(x)$, $\sigma(y) \subset \operatorname{ins}(\delta)$. Then we have

$$
\begin{equation*}
\|f(y)-f(x)\| \leq \frac{1}{2 \pi}\|y-x\| \int_{\gamma} \frac{|f(\xi)||d \xi|}{(|\xi|-\|y\|)(|\xi|-\|x\|)} \tag{2.10}
\end{equation*}
$$

Proof. Using the Riesz functional calculus, we have

$$
\begin{aligned}
f(y)-f(x) & =\frac{1}{2 \pi i} \int_{\gamma} f(\xi)(\xi-y)^{-1} d \xi-\int_{\gamma} f(\xi)(\xi-x)^{-1} d \xi \\
& =\frac{1}{2 \pi i} \int_{\gamma} f(\xi)\left[(\xi-y)^{-1}-(\xi-x)^{-1}\right] d \xi
\end{aligned}
$$

By taking the norm in this equality and using the integral's properties we get

$$
\begin{align*}
\|f(y)-f(x)\| & \leq \frac{1}{2 \pi} \int_{\gamma}|f(\xi)|\left[\left\|(\xi-y)^{-1}-(\xi-x)^{-1}\right\|\right]|d \xi|  \tag{2.11}\\
& =\frac{1}{2 \pi} \int_{\gamma}|f(\xi)||\xi|^{-1}\left[\left\|\left(1-\frac{y}{\xi}\right)^{-1}-\left(1-\frac{x}{\xi}\right)^{-1}\right\| \||d \xi|\right.
\end{align*}
$$

Since $\left\|\frac{y}{\xi}\right\|,\left\|\frac{x}{\xi}\right\|<1$ for $\xi \in \gamma$ then we can apply Lemma 1 to get

$$
\begin{aligned}
\left\|\left(1-\frac{y}{\xi}\right)^{-1}-\left(1-\frac{x}{\xi}\right)^{-1}\right\| & \leq \frac{\left\|\frac{y}{\xi}-\frac{x}{\xi}\right\|}{\left(1-\left\|\frac{y}{\xi}\right\|\right)\left(1-\left\|\frac{x}{\xi}\right\|\right)} \\
& =\frac{|\xi|\|y-x\|}{(|\xi|-\|y\|)(|\xi|-\|x\|)},
\end{aligned}
$$

which gives by integration that

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{\gamma}|f(\xi)||\xi|^{-1}\left[\left\|\left(1-\frac{y}{\xi}\right)^{-1}-\left(1-\frac{x}{\xi}\right)^{-1}\right\|\right]|d \xi|  \tag{2.12}\\
& \leq \frac{1}{2 \pi} \int_{\gamma}|f(\xi)||\xi|^{-1} \frac{|\xi|\|y-x\|}{(|\xi|-\|y\|)(|\xi|-\|x\|)}|d \xi| \\
& =\frac{1}{2 \pi}\|y-x\| \int_{\gamma} \frac{|f(\xi)|}{(|\xi|-\|y\|)(|\xi|-\|x\|)}|d \xi|
\end{align*}
$$

By making use of (2.11) and (2.12) we get (2.10).
Corollary 1. With the assumptions of Theorem 2 and if

$$
\|f\|_{\gamma, \infty}:=\sup _{\xi \in \gamma}|f(\xi)|<\infty
$$

then

$$
\begin{equation*}
\|f(y)-f(x)\| \leq \frac{1}{2 \pi}\|y-x\|\|f\|_{\gamma, \infty} \int_{\gamma} \frac{|d \xi|}{(|\xi|-\|y\|)(|\xi|-\|x\|)} \tag{2.13}
\end{equation*}
$$

Remark 1. If we assume that $f: D \subset \mathbb{C} \rightarrow \mathbb{C}$ is an analytic function on the domain $D$ and $x, y \in \mathcal{B}$ with $\sigma(x), \sigma(y) \subset D(0, R) \subset D$ where $D(0, R)$ is an open disk centered in 0 and of radius $R$, then by taking $\gamma$ parametrized by $\xi(t)=R e^{2 \pi i t}$ where $t \in[0,1]$, then $d \xi(t)=2 \pi i R e^{2 \pi i t} d t,|d \xi(t)|=2 \pi R d t,|\xi|=R$ and by (2.10) we get

$$
\begin{equation*}
\|f(y)-f(x)\| \leq \frac{R\|y-x\|}{(R-\|y\|)(R-\|x\|)} \int_{0}^{1}\left|f\left(R e^{2 \pi i t}\right)\right| d t \tag{2.14}
\end{equation*}
$$

Moreover, if

$$
\|f\|_{R, \infty}:=\sup _{t \in[0,1]}\left|f\left(R e^{2 \pi i t}\right)\right|<\infty
$$

then we have the simpler inequality

$$
\begin{equation*}
\|f(y)-f(x)\| \leq \frac{R\|f\|_{R, \infty}\|y-x\|}{(R-\|y\|)(R-\|x\|)} \tag{2.15}
\end{equation*}
$$

## 3. Some Examples

Consider the exponential function $f(a)=\exp a, a \in \mathcal{B}$. Assume that $x, y \in \mathcal{B}$ and $\|x\|,\|y\|<R$ for some $R>0$. Observe that

$$
\left|\exp \left(R e^{2 \pi i t}\right)\right|=|\exp [R(\cos (2 \pi t)+i \sin (2 \pi t))]|=\exp [R \cos (2 \pi t)]
$$

and then by (2.14) we get

$$
\begin{equation*}
\|\exp y-\exp x\| \leq \frac{R\|y-x\|}{(R-\|y\|)(R-\|x\|)} \int_{0}^{1} \exp [R \cos (2 \pi t)] d t \tag{3.1}
\end{equation*}
$$

The modified Bessel function of the first kind $I_{\nu}(z)$ for real number $\nu$ can be defined by the power series as [1, p. 376]

$$
I_{\nu}(z)=\left(\frac{1}{2} z\right)^{\nu} \sum_{k=0}^{\infty} \frac{\left(\frac{1}{4} z^{2}\right)^{k}}{k!\Gamma(\nu+k+1)}
$$

where $\Gamma$ is the gamma function. For $n=0$ we have $I_{0}(z)$ given by

$$
I_{0}(z)=\sum_{k=0}^{\infty} \frac{\left(\frac{1}{4} z^{2}\right)^{k}}{(k!)^{2}}
$$

An integral formula for real number $\nu$ is

$$
I_{\nu}(z)=\frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} \cos (\nu \theta) d \theta-\frac{\sin (\nu \pi)}{\pi} \int_{0}^{\infty} e^{-z \cosh t-\nu t} d t
$$

which simplifies for $\nu$ an integer $n$ to

$$
I_{n}(z)=\frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} \cos (n \theta) d \theta
$$

For $n=0$ we have

$$
I_{0}(z)=\frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} d \theta
$$

If we change the variable $\theta=2 \pi t$, then $d t=\frac{1}{2 \pi} d \theta$ and

$$
\begin{aligned}
\int_{0}^{1} \exp [R \cos (2 \pi t)] d t & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \exp [R \cos \theta] d \theta \\
& =\frac{1}{2}\left(\frac{1}{\pi} \int_{0}^{\pi} \exp [R \cos \theta] d \theta+\frac{1}{\pi} \int_{\pi}^{2 \pi} \exp [R \cos \theta] d \theta\right) \\
& =\frac{1}{2}\left(\frac{1}{\pi} \int_{0}^{\pi} \exp [R \cos \theta] d \theta+\frac{1}{\pi} \int_{0}^{\pi} \exp [-R \cos \theta] d \theta\right) \\
& =\frac{1}{2}\left(I_{0}(R)+I_{0}(-R)\right)=I_{0}(R) .
\end{aligned}
$$

From (3.1) we then get

$$
\begin{equation*}
\|\exp y-\exp x\| \leq \frac{R I_{0}(R)\|y-x\|}{(R-\|y\|)(R-\|x\|)} \tag{3.2}
\end{equation*}
$$

for $x, y \in \mathcal{B}$ with $\|x\|,\|y\|<R$.
By using the power series

$$
f(z):=\ln (1-z)^{-1}=\sum_{n=1}^{\infty} \frac{1}{n} z^{n}
$$

that is convergent on open disk $D(0,1)$, we can define

$$
\ln (1-a)^{-1}:=\sum_{n=1}^{\infty} \frac{1}{n} a^{n}
$$

for all elements $a$ in $\mathcal{B}$ with $\|a\|<1$.
We observe that

$$
\left|\ln (1-z)^{-1}\right| \leq \sum_{n=1}^{\infty} \frac{1}{n}|z|^{n}=\ln (1-|z|)^{-1}
$$

for $|z|<1$.
Now if we assume that $x, y \in \mathcal{B}$ and $\|x\|,\|y\|<R<1$, then by (2.14) we get

$$
\begin{equation*}
\left\|\ln (1-y)^{-1}-\ln (1-x)^{-1}\right\| \leq \frac{R \ln \left[(1-R)^{-1}\right]\|y-x\|}{(R-\|y\|)(R-\|x\|)} \tag{3.3}
\end{equation*}
$$

## References

[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions, National Bureau of Standars, Applied Mathematics Series, 55, 1972.
[2] R. Bhatia, First and second order perturbation bounds for the operator absolute value, Linear Algebra Appl. 208/209 (1994), 367-376.
[3] R. Bhatia, Matrix Analysis, Springer Verlag, 1997.
[4] R. Bhatia, D. Singh and K. B. Sinha, Differentiation of operator functions and perturbation bounds. Comm. Math. Phys. 191 (1998), no. 3, 603-611.
[5] M. V. Boldea, S. S. Dragomir and M. Megan, New bounds for Čebyšev functional for power series in Banach algebras via a Grüss-Lupaş type inequality. PanAmer. Math. J. 26 (2016), no. 3, 71-88.
[6] J. B. Conway, A Course in Functional Analysis, Second Edition, Springer-Verlag, New York, 1990.
[7] S. S. Dragomir, Inequalities for power series in Banach algebras. SUT J. Math. 50 (2014), no. 1, 25-45
[8] S. S. Dragomir, Inequalities of Lipschitz type for power series in Banach algebras. Ann. Math. Sil. No. 29 (2015), 61-83.
[9] S. S. Dragomir, M. V. Boldea and M. Megan, New norm inequalities of Čebyšev type for power series in Banach algebras. Sarajevo J. Math. 11 (24) (2015), no. 2, 253-266.
[10] S. S. Dragomir, M. V. Boldea, C. Buşe and M. Megan, Norm inequalities of Čebyšev type for power series in Banach algebras. J. Inequal. Appl. 2014, 2014:294, 19 pp.
[11] S. S. Dragomir, M. V. Boldea and M. Megan, Further bounds for Čebyšev functional for power series in Banach algebras via Grüss-Lupaş type inequalities for p-norms. Mem. Grad. Sch. Sci. Eng. Shimane Univ. Ser. B Math. 49 (2016), 15-34.
[12] S. S. Dragomir, M. V. Boldea and M. Megan, Inequalities for Chebyshev functional in Banach algebras. Cubo 19 (2017), no. 1, 53-77.
[13] R. Douglas, Banach Algebra Techniques in Operator Theory, Academic Press, 1972.
[14] Yu. B. Farforovskaya and L. Nikolskaya, Modulus of continuity of operator functions. Algebra $i$ Analiz 20 (2008), no. 3, 224-242; translation in St. Petersburg Math. J. 20 (2009), no. 3, 493-506.
[15] J. Mikusiński, The Bochner Integral, Birkhäuser Verlag, 1978.
[16] W. Rudin, Functional Analysis, McGraw Hill, 1973.
${ }^{1}$ Mathematics, College of Engineering \& Science, Victoria University, PO Box 14428, Melbourne City, MC 8001, Australia.

E-mail address: sever.dragomir@vu.edu.au
URL: http://rgmia.org/dragomir
${ }^{2}$ DST-NRF Centre of Excellence, in the Mathematical and Statistical Sciences, School of Computer Science \& Applied Mathematics, University of the Witwatersrand, Private Bag 3, Johannesburg 2050, South Africa


[^0]:    1991 Mathematics Subject Classification. 47A63; 47A99.
    Key words and phrases. Banach algebras, Analytic functions, Lipschitz type inequalities, Exponential and logarithmic function on Banach algebra.

