# $2 k$-INNER PRODUCTS AND $2 k$-RIEMANNIAN METRICS 

M. CRÂŞMĂREANU AND S.S. DRAGOMIR


#### Abstract

The notion of $2 k$-inner product is introduced as a generalization of usual inner product and $Q$-inner product([4]-[8]). As a consequence, is defined the notion of $2 k$-normed space and some properties, e.g. uniformly convexity, Gâteaux differentiability and Riesz propriety of the dual, are given. Also, the notion of $2 k$-Riemannian metric is introduced.


## 1. Introduction

In the last decade, the second author gave (see [4] - [9]) an extension of the usual notion of inner product, namely the quaternionic inner product, or, for short, the $Q$-inner product. Some of the properties of an inner product and of the associated norm, such as:
(i) uniform convexity,
(ii) Gâteaux differentiability,
(iii) equivalence of Birkhoff orthogonality with the inner product orthogonality,
(iv) the Riesz form of linear continuous functionals were reobtained in this new framework.

The present paper is devoted to a generalization of both the classical inner product and the $Q$-inner product. In the first section we introduce the concept of $2 k$-inner products and prove the properties (i)-(ii) above. Also, it is proved that a $2 k$-inner product space is a smooth space of (BD)-type in the sense of Dragomir, and two remarkable identities, equivalent with the parallelogram identity, are given. The following two sections deal with the properties (iii) and (iv) and some results related to projections are obtained. The paper concludes with a generalization of Riemannian metrics, namely $2 k$-Riemannian metrics.

## 2. Main Properties of $2 k$-Inner Products

Let $X$ be a real linear space and $k \neq 0$ a natural number. As usual, we shall denote $X^{2 k}=\underbrace{X \times \ldots \times X}_{2 k \text { times }}$. We introduce the following new concept:

Definition 1. A mapping $(\cdot, \ldots, \cdot): X^{2 k} \rightarrow \mathbb{R}$ is said to be a $2 k$-inner product if:
(i) $\left(\alpha_{1} x_{1}+\alpha_{2} x_{2}, x_{3}, \ldots, x_{2 k+1}\right)=\alpha_{1}\left(x_{1}, x_{3}, \ldots, x_{2 k+1}\right)+\alpha_{2}\left(x_{2}, x_{3}, \ldots, x_{2 k+1}\right)$, $\alpha_{1}, \alpha_{2} \in \mathbb{R}$;
(ii) $\left(x_{\sigma(1)}, \ldots, x_{\sigma(2 k)}\right)=\left(x_{1}, \ldots, x_{2 k}\right), \quad \sigma \in S_{2 k}$, where $S_{2 n}$ denotes the set of all permutations of the indices $\{1, \ldots, 2 k\}$;
(iii) $(x, \ldots, x)>0$ if $x \neq 0$;

[^0](iv) Cauchy-Buniakowski-Schwarz's inequality (CBS for short)
$$
\left|\left(x_{1}, \ldots, x_{2 k}\right)\right|^{2 k} \leq \prod_{i=1}^{2 k}\left(x_{i}, \ldots, x_{i}\right)
$$
with equality if and only if $x_{1}, \ldots, x_{2 k}$ are linear dependent.
The pair $(X,(\cdot, \ldots, \cdot))$ is called $2 k$-inner product space. Let us remark that our notion is different from the $n$-inner product of Misiak ([10]).

For $k=1$ we have the usual notion of inner product and for $k=2$ we obtain the notion of $Q$-inner product from [4]-[8]. Also, it follows that

$$
\left(0, x_{2}, \ldots, x_{2 k}\right)=0 \text { and }\left(\alpha x_{1}, \ldots, \alpha x_{2 k}\right)=\alpha^{2 k}\left(x_{1}, \ldots, x_{2 k}\right)
$$

Example 1. 1.
I) $X=\mathbb{R}^{n},\left(x_{1}, \ldots, x_{2 k}\right)=\sum_{i=1}^{n}\left(\prod_{j=1}^{2 k} x_{j}^{i}\right)$ if $x_{j}=\left(x_{j}^{1}, \ldots, x_{j}^{n}\right)$
II) Let $(\Omega, \mathcal{A}, \mu)$ be a measure space consisting of a set $\Omega$, a $\sigma$-algebra $\mathcal{A}$ of subsets of $\Omega$, and a countably additive and positive measure $\mu$ on $\mathcal{A}$ with $\mu(\Omega)<\infty$. Then on $X=L^{2 k}(\Omega, \mathcal{A}, \mu)$ we have the $2 k$-inner product

$$
\left(x_{1}, \ldots, x_{2 k}\right)=\int_{\Omega} \prod_{i=1}^{2 k} x_{i}(t) d \mu(t)
$$

A remarkable class of $2 k$-inner products is provided by:
Proposition 1. An usual inner product $(\cdot, \cdot)$ on $X$ gives rise to a $2 k$-inner product on $X$ for every $k$.

Proof. By induction after $k$. Let us suppose that the given inner product yields the $2 k$-inner product $(\cdot, \ldots, \cdot)_{2 k}$. Then:

$$
\begin{aligned}
& \left(x_{1}, \ldots, x_{2 k+2}\right)_{2 k+2} \\
: & =\frac{1}{2 k+1}\left[\left(x_{1}, x_{2}\right)\left(x_{3}, \ldots, x_{2 k+2}\right)_{2 k}+\left(x_{1}, x_{3}\right)\left(x_{2}, x_{4}, \ldots, x_{2 k+2}\right)_{2 k}+\ldots\right. \\
& \left.+\left(x_{1}, x_{2 k+2}\right)\left(x_{3}, \ldots, x_{2 k+1}\right)_{2 k}\right]
\end{aligned}
$$

is a $(2 k+2)$-inner product.
In the following we call simple the above type of $2 k$-inner products.
Example 2. 1.
(i) For $k=2$ ([6, p. 76], [8, p. 20]) we have the following 4-inner product:

$$
\left(x_{1}, x_{2}, x_{3}, x_{4}\right)_{4}=\frac{1}{3}\left[\left(x_{1}, x_{2}\right)\left(x_{3}, x_{4}\right)+\left(x_{1}, x_{3}\right)\left(x_{2}, x_{4}\right)+\left(x_{1}, x_{4}\right)\left(x_{2}, x_{3}\right)\right]
$$

(ii) For $k=3$ we have the 6 -inner product

$$
\begin{aligned}
& \left(x_{1}, \ldots, x_{6}\right)_{6} \\
= & \frac{1}{15}\left\{\left(x_{1}, x_{2}\right)\left[\left(x_{3}, x_{4}\right)\left(x_{5}, x_{6}\right)+\left(x_{3}, x_{5}\right)\left(x_{4}, x_{6}\right)+\left(x_{3}, x_{6}\right)\left(x_{4}, x_{5}\right)\right]\right. \\
& +\left(x_{1}, x_{3}\right)\left[\left(x_{2}, x_{4}\right)\left(x_{5}, x_{6}\right)+\left(x_{2}, x_{5}\right)\left(x_{4}, x_{6}\right)+\left(x_{2}, x_{6}\right)\left(x_{4}, x_{5}\right)\right] \\
& +\left(x_{1}, x_{4}\right)\left[\left(x_{2}, x_{3}\right)\left(x_{5}, x_{6}\right)+\left(x_{2}, x_{5}\right)\left(x_{3}, x_{6}\right)+\left(x_{2}, x_{6}\right)\left(x_{3}, x_{5}\right)\right] \\
& +\left(x_{1}, x_{5}\right)\left[\left(x_{2}, x_{3}\right)\left(x_{4}, x_{6}\right)+\left(x_{2}, x_{4}\right)\left(x_{3}, x_{6}\right)+\left(x_{2}, x_{6}\right)\left(x_{3}, x_{4}\right)\right] \\
& \left.+\left(x_{1}, x_{6}\right)\left[\left(x_{2}, x_{3}\right)\left(x_{4}, x_{5}\right)+\left(x_{2}, x_{4}\right)\left(x_{3}, x_{5}\right)+\left(x_{2}, x_{5}\right)\left(x_{3}, x_{4}\right)\right]\right\} .
\end{aligned}
$$

(iii) In the general case we have $(2 k-1)!$ ! $=1 \cdot 3 \cdot \ldots \cdot(2 k-1)$ terms. So, for $k=4$ we have $7!!=3 \cdot 5 \cdot 7=105$ terms.

The previous proposition leads to the definition of orthogonal basis. Let us suppose that $X$ has dimension $n$ and let $B=\left\{e_{i}\right\}_{1 \leq i \leq n}$ be a basis for $X$. For $k=1$ as usual $B$ is said to be orthogonal if $\left(e_{i}, e_{j}\right)=\delta_{i j}$ and for $k>1$ we define recurrently using the relation from the proof of Proposition 1. For example, $B$ is orthogonal for a $Q$-inner product if:

$$
\left(e_{i_{1}}, e_{i_{2}}, e_{i_{3}}, e_{i_{4}}\right)=\frac{1}{3}\left(\delta_{i_{1} i_{2}} \delta_{i_{3} i_{4}}+\delta_{i_{1} i_{3}} \delta_{i_{2} i_{4}}+\delta_{i_{1} i_{4}} \delta_{i_{2} i_{3}}\right)
$$

Then, for $i \neq j$, we have $\left(e_{i}, e_{i}, e_{j}, e_{j}\right)=\frac{1}{3}$ and $\left(e_{i}, e_{i}, e_{i}, e_{j}\right)=0$.
A first property is:
Proposition 2. If $(\cdot, \ldots, \cdot)$ is a $2 k$-inner product then $\|\cdot\|_{2 k}: X \rightarrow \mathbb{R}_{+},\|x\|_{2 k}=$ $(x, \ldots, x)^{\frac{1}{2 k}}$ is a norm on $X$ for which the following generalization of parallelogram identity holds:

$$
\|x+y\|_{2 k}^{2 k}+\|x-y\|_{2 k}^{2 k}=2 \sum_{i=0}^{k}\binom{2 k}{2(k-i)}(\underbrace{x, \ldots, x}_{2 i}, \underbrace{y, \ldots, y) \text { times }}_{\text {times }},
$$

Proof. By definition of the $2 k$-norm, we get

$$
\|x+y\|_{2 k}^{2 k}=\sum_{i=0}^{2 k}\binom{2 k}{i}(\underbrace{x, \ldots, x}_{i \text { times }}, \underbrace{y, \ldots, y}_{2 k-i \text { times }}) .
$$

However,

$$
(\underbrace{x, \ldots, x}_{i \text { times } 2 k-i \text { times }}, \underbrace{y, \ldots, y}) \leq\|x\|_{2 k}^{i}\|y\|_{2 k}^{2 k-i}
$$

and then

$$
\|x+y\|_{2 k}^{2 k} \leq \sum_{i=0}^{2 k}\binom{2 k}{i}\|x\|_{2 k}^{i}\|y\|_{2 k}^{2 k-i}=\left(\|x\|_{2 k}+\|y\|_{2 k}\right)^{2 k}
$$

which gives the triangle inequality. The relations:

$$
\|x\|_{2 k} \geq 0,\|x\|_{2 k}=0 \Leftrightarrow x=0
$$

and $\|\lambda x\|_{2 k}=|\lambda|\|x\|_{2 k}, \lambda$ a real number, immediately follow. The parallelogram identity is obvious.

Remark 1. 1.
(i) For Example 1 part I, we have

$$
\|x\|_{2 k}=\left(\sum_{i=1}^{n}\left(x^{i}\right)^{2 k}\right)^{\frac{1}{2 k}}
$$

if $x=\left(x^{i}\right)_{1 \leq i \leq n}$.
(ii) CBS has the form

$$
\left|\left(x_{1}, \ldots, x_{2 k}\right)\right| \leq \prod_{i=1}^{2 k}\left\|x_{i}\right\|_{2 k}
$$

(iii) If $(\cdot, \ldots, \cdot)_{2 k}$ is a simple $2 k$-inner product with the inner product $(\cdot, \cdot)$ as generator then $\|\cdot\|_{2 k}$ is exactly the norm $\|\cdot\|$ of $(\cdot, \cdot)$. Also, we have

$$
(x, \ldots, x, y)_{2 k}=\|x\|_{2 k}^{2(k-1)}(x, y)
$$

a relation important for orthogonality theory, see Remark 1 part (ii) of Section 3.

The previous result leads to:
Definition 2. A real normed space is said to be a $2 k$-normed space if its norm is defined by a $2 k$-inner product.

An important property of $2 k$-normed spaces is provided by:
Theorem 1. A $2 k$-normed space is uniformly convex.
Proof. Let $0<\varepsilon<2$ and $x, y \in X$ with $\|x\|_{2 k} \leq 1,\|y\|_{2 k} \leq 1$ and $\|x-y\|_{2 k} \geq \varepsilon$. Applying the parallelogram identity and the CBS inequality, we have that

$$
\begin{aligned}
\|x+y\|_{2 k}^{2 k} & \leq 2 \sum_{i=0}^{k}\binom{2 k}{2(k-i)}\|x\|_{2 k}^{2 i}\|y\|_{2 k}^{2(k-i)}-\|x-y\|_{2 k}^{2 k} \\
& \leq 2^{2 k}-\varepsilon^{2 k}=2^{2 k}\left[1-\left(\frac{\varepsilon}{2}\right)^{2 k}\right]
\end{aligned}
$$

and then

$$
\left\|\frac{x+y}{2}\right\| \leq 1-\left[1-\left(1-\left(\frac{\epsilon}{2}\right)^{2 k}\right)^{\frac{1}{2 k}}\right]
$$

Putting

$$
\delta(\varepsilon)=1-\left(1-\left(\frac{\varepsilon}{2}\right)^{2 k}\right)^{\frac{1}{2 k}}
$$

we have $\delta(\varepsilon)>0$, which gives the desired result.
Another remarkable result of this section is:
Theorem 2. The norm of a $2 k$-normed space is Gâteaux differentiable with:

$$
\tau(x, y):=\left(\|\cdot\|_{2 k}^{\prime}\right)(x)(y)=\frac{(x, \ldots, x, y)}{\|x\|_{2 k}^{2 k-1}}, \quad x \neq 0
$$

Proof. Let $x, y \in X, x \neq 0$ and $t \neq 0$ a real number. Since

$$
\frac{1}{t}\left(\|x+t y\|_{2 k}^{2 k}-\|x\|_{2 k}^{2 k}\right)=\frac{1}{t} \sum_{i=0}^{2 k-1}\binom{2 k}{i}(\underbrace{x, \ldots, x}_{i \text { times } 2 k-i \text { times }}, \underbrace{t y, \ldots, t y})
$$

we have

$$
\lim _{t \rightarrow 0} \frac{1}{t}\left(\|x+y\|_{2 k}^{2 k}-\|x\|_{2 k}^{2 k}\right)=2 k(x, \ldots, x, y)
$$

Also, from:

$$
\frac{1}{t}\left(\|x+t y\|_{2 k}-\|x\|_{2 k}\right)=\frac{1}{t} \cdot \frac{\|x+t y\|_{2 k}^{2 k}-\|x\|_{2 k}^{2 k}}{\left(\|x+t y\|_{2 k}^{k}+\|x\|_{2 k}^{k}\right) \sum_{i=1}^{k}\|x+t y\|_{2 k}^{k-i}\|x\|_{2 k}^{i-1}}
$$

we get:

$$
\lim _{t \rightarrow 0} \frac{1}{t}\left(\|x+t y\|_{2 k}-\|x\|_{2 k}\right)=\frac{2 k(x, \ldots, x, y)}{2\|x\|_{2 k}^{k} k\|x\|_{2 k}^{k-1}}
$$

which is the required relation.
Let us recall, following [9], the following notions:

## Definition 3. 1.

(i) On a normed linear space $(X,\|\cdot\|)$ the semi-inner-product $(\cdot, \cdot)_{T}: X \times X \rightarrow$ $\mathbb{R}$,

$$
(x, y)_{T}:=\lim _{t \downarrow 0} \frac{1}{2 t}\left(\|y+t x\|^{2}-\|y\|^{2}\right)
$$

is called semi-inner-product in the Tapia sense.
(ii) A smooth normed space is called of (D)-type if there exists:

$$
(x, y)_{T}^{\prime}:=\lim _{t \rightarrow 0} \frac{1}{t}\left[(x, y+t x)_{T}-(x, y)_{T}\right]
$$

and a space of ( $D$ )-type is called of ( $B D$ )-type if there exists a real number $k$ so that $(x, y)_{T} \leq k^{2}\|y\|^{2}$. The least number $k$ is called the boundedness modulus.

The following result is known.
Proposition 3. ([9, p. 1]) A normed linear space is smooth if and only if $(\cdot, \cdot)_{T}$ is linear in the first variable.

A straightforward computation for the $2 k$-normed spaces gives:
Proposition 4. A $2 k$-normed space is smooth since

$$
(x, y)_{T}=\frac{(y, \ldots, y, x)}{\|y\|_{2 k}^{2(k-1)}}
$$

Also, a $2 k$-normed space is of ( $B D$ )-type with boundedness modulus 1 because $(x, y)_{T}^{\prime}=\|y\|_{2 k}^{2}$.

We finish this section with two identities in a $2 k$-inner space. A simple calculation gives the equivalences:

$$
\begin{aligned}
& a^{2}+c^{2}=2 b^{2} \Longleftrightarrow \frac{1}{b+c}+\frac{1}{a+b}=\frac{2}{a+c} \\
& a^{2}+c^{2}=2 b^{2} \Longleftrightarrow \frac{a}{b+c}+\frac{c}{a+b}=\frac{2 b}{a+c}
\end{aligned}
$$

Using the above parallelogram identity let

$$
\begin{aligned}
a & =\|x+y\|_{2 k}^{k}, \quad c=\|x-y\|_{2 k}^{k} \text { and } \\
b & =(\sum_{i=0}^{k}\binom{2 k}{2(k-i)}(\underbrace{x, \ldots, x}_{2 i \text { times }}, \underbrace{y, \ldots, y}_{2(k-i) \text { times }}))^{\frac{1}{2}}
\end{aligned}
$$

to obtain:

$$
\begin{aligned}
& \frac{1}{\|x-y\|_{2 k}^{k}+(\sum_{i=0}^{k}\binom{2 k}{2(k-i)}(\underbrace{x, \ldots, x}_{2 \text { times }}, \underbrace{y, \ldots, y}_{2(k-i) \text { times }}))^{\frac{1}{2}}} \\
& +\frac{1}{\|x+y\|_{2 k}^{k}+(\sum_{i=0}^{k}\binom{2 k}{2(k-i)}(\underbrace{x, \ldots}_{\text {2i times }^{x, \ldots, x}} \underbrace{y, \ldots, y}_{2(k-i) \text { times }}))^{\frac{1}{2}}} \\
& =\frac{2}{\|x+y\|_{2 k}^{k}+\|x-y\|_{2 k}^{k}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{\|x+y\|_{2 k}^{k}}{\|x-y\|_{2 k}^{k}+(\sum_{i=0}^{k}\binom{2 k}{2(k-i)}(\underbrace{x, \ldots, x}_{2 i \text { times }}}, \underbrace{y, \ldots, y}_{2(k-i) \text { times }}))^{\frac{1}{2}} \\
+ & \|x-y\|_{2 k}^{k} \\
= & \frac{\|x+y\|_{2 k}^{k}+(\sum_{i=0}^{k}\binom{2 k}{2(k-i)}(\underbrace{x, \ldots, x}_{i=0}, \underbrace{x}_{2 i \text { times }} \underbrace{2 k}_{2(k-i) \text { times }} \underbrace{y, \ldots, y}_{2(k-i)})(\underbrace{x, \ldots, x}_{2 i \text { times }}, \underbrace{y, \ldots, y}_{2(k-i) \text { times }}))^{\frac{1}{2}})}{\|x+y\|_{2 k}^{k}+\|x-y\|_{2 k}^{k}})
\end{aligned}
$$

3. $2 k$-ORTHOGONALITY

We shall begin with:
Definition 4. If $x, y \in(X,(\cdot, \ldots, \cdot))$ then $x$ is said to be $2 k$-orthogonal to $y$ if $(x, \ldots, x, y)=0$ and we denote this fact by $x \perp_{2 k} y$.
Remark 2. 1.
(i) Obviously, $x \perp_{2 k} x \Rightarrow x=0$.
(ii) From Remark 1 part (iii), it follows that for a simple $2 k$-inner product generated by $(\cdot, \cdot)$ we have $x \perp_{2 k} y \Leftrightarrow x \perp_{2} y$.
Let us recall that on a normed space $(X,\|\cdot\|), x$ is called Birkhoff orthogonal to $y$ if $\|x+\lambda y\| \geq\|x\|$ for all real $\lambda$ and denote this fact by $x \perp_{B} y$. The following characterization of Birkhoff orthogonality is due by R. C. James:
Proposition 5. ([11, p. 92]) $x \perp_{B} y \Leftrightarrow \tau_{-}(x, y) \leq 0 \leq \tau_{+}(x, y)$ where:

$$
\tau_{-}(x, y):=\lim _{t \downarrow 0} \frac{1}{t}(\|x+t y\|-\|x\|), \quad \tau_{+}(x, y):=\lim _{t \uparrow 0} \frac{1}{t}(\|x+t y\|-\|x\|)
$$

The following lemma is useful:

Lemma 1. If $(X,(\cdot, \ldots, \cdot))$ is a $2 k$-inner product space then the $2 k$-orthogonality is equivalent with Birkhoff orthogonality.

Proof. If $x \perp_{B} y$ then applying Proposition 5 it results that

$$
0 \leq \tau_{-}(x, y) \leq 0 \leq \tau_{+}(x, y)
$$

which implies

$$
\tau(x, y)=\tau_{-}(x, y)=\tau_{+}(x, y)=0
$$

and then $x \perp_{2 k} y$. Conversely, if $x \perp_{2 k} y$ and $x \neq 0$ then

$$
\tau_{-}(x, y)=\tau_{+}(x, y)=\frac{(x, \ldots, x, y)}{\|x\|_{2 k}^{2 k-1}}=0
$$

and applying Proposition 5 we have the conclusion.
This result has an important consequence. Thus, applying Ex. 24 from [3, V. 66] it results that $x \perp_{2 k} y$ is equivalent with $y \perp_{2 k} x$ if and only if $\|\cdot\|_{2 k}$ is generated by an usual inner product. For example, this is the case of simple $2 k$-inner products, see Remark 1 part (iii) or Remark 1 part (ii).

Definition 5. Given a subset $Y \subset(X,(\cdot, \ldots, \cdot))$, the set $Y^{\perp_{2 k}}=\left\{z \in X ; z \perp_{2 k} y\right.$ for all $y \in Y\}$ is called the $2 k$-orthogonal complement of $Y$.

Remark that $Y \cap Y^{\perp_{2 k}}=\{0\}$ and if $\lambda \in \mathbb{R}$ and $z \in Y^{\perp_{2 k}}$ then $\lambda z \in Y^{\perp_{2 k}}$ showing that $Y^{\perp_{2 k}}$ is a linear subspace. However, from Proposition $4 X$ is smooth and applying Ex. 26 from [3, V. 66] it results that $Y^{\perp_{2 k}}$ is a linear subspace.

The following orthogonal decomposition theorem holds.
Proposition 6. Let $Y$ be a closed linear subspace in a complete $2 k$-inner product space $(X,(\cdot, \ldots, \cdot))$. Then, for $x \in X$ there exists a unique $y \in Y$ and $z \in Y^{\perp_{2 k}}$ such that $x=y+z$.

Proof. Existence. From uniform convexity it follows that $X$ is reflexive ( [11, p. 368]), and thus there exists a projection of $x$ on $Y$, i.e., an element $y \in Y$ such that

$$
\|x-y\|_{2 k} \leq\left\|x-y^{\prime}\right\|_{2 k}
$$

for all $y^{\prime} \in Y$. Denoting $z=x-y$ we have the required relation.
Now, we prove that $z \in Y^{\perp_{2 k}}$. For $y^{\prime} \in Y$ we have

$$
\left\|z+\lambda y^{\prime}\right\|_{2 k}=\left\|x-\left(y-\lambda y^{\prime}\right)\right\|_{2 k} \geq\|x-y\|_{2 k}=\|z\|_{2 k}
$$

for all real $\lambda$ and then $z \perp_{B} y^{\prime}$. Applying Lemma 1 we obtain $z \in Y^{\perp_{2 k}}$.
Unicity. The above $y$ is in $P_{Y}(x)$, where $P_{Y}(x)$ denotes the set of best approximation elements in $Y$ referring to $x$. Since $X$ is uniformly convex it results that $X$ is strictly convex and then $P_{Y}(x)$ contains a unique element ( $[11$, p. 110] $)$.

In the following we obtain some results in the spirit of [10], which appear as a counterpart of the above results.

Let $a \in X \backslash\{0\}$ and denote by $X(a)$ the linear subspace generated by $a$. Let us consider the mapping

$$
p r_{a}: X \rightarrow X, p r_{a}(x):=\frac{(a, \ldots, a, x)}{\|a\|_{2 k}^{2 k}} a
$$

It follows that:

Proposition 7. 1.
(i) $p r_{a}$ is independent of the choice of $a$ in $X(a)$ i.e. for $\lambda \in \mathbb{R}$ we have $p r_{\lambda a}=p r_{a}$.
(ii) $p r_{a}$ is a projection onto $X(a)$.
(iii) For arbitrary $x \in X$, $a$ is $2 k$-orthogonal to $x-p r_{a} x$ and

$$
\left\|p r_{a}(x)\right\|_{2 k} \leq\|x\|_{2 k}
$$

Proof. The proof is as follows.
(i) We observe that

$$
p r_{\lambda a}(x)=\frac{(\lambda a, \ldots, \lambda a, x)}{\|\lambda a\|_{2 k}^{2 k}} \lambda a=\frac{\lambda^{2 k}(a, \ldots, a, x)}{\lambda^{2 k}\|a\|_{2 k}^{2 k}} a=p r_{a}(x)
$$

(ii) We note that $p r_{a}$ is onto because $p r_{a}(a)=a$. Obviously, $p r_{a}$ is linear and:

$$
p r_{a}\left(p r_{a}(x)\right)=\frac{\left(a, \ldots, a, p r_{a}(x)\right)}{\|a\|_{2 k}^{2 k}} a=\frac{(a, \ldots, a)(a, \ldots, a, x)}{\|a\|_{2 k}^{4 k}} a=p r_{a}(x)
$$

(iii) We remark that

$$
\begin{aligned}
\left(a, \ldots, a, x-p r_{a}(x)\right) & =(a, \ldots, a, x)-\left(a, \ldots, a, p r_{a}(x)\right) \\
& =(a, \ldots, a, x)-\frac{(a, \ldots, a)(a, \ldots, a, x)}{\|a\|_{2 k}^{2 k}}=0
\end{aligned}
$$

and

$$
\left\|p r_{a}(x)\right\|_{2 k}=\frac{|(a, \ldots, a, x)|\|a\|_{2 k}}{\|a\|_{2 k}^{2 k}}=\frac{|(a, \ldots, a, x)|}{\|a\|_{2 k}^{2 k-1}} \leq \frac{\|a\|_{2 k}^{2 k-1}\|x\|_{2 k}}{\|a\|_{2 k}^{2 k-1}}=\|x\|_{2 k}
$$

and the proposition is proved.

## 4. The Riesz Property

Let us denote by $X^{*}$ the usual dual of $X$, that is, the space of linear continuous functionals $f: X \rightarrow \mathbb{R}$. Fix an element $y \in X$ and consider the functional $f: X \rightarrow$ $\mathbb{R}, f(x):=(x, y, \ldots, y)$. It follows that $f \in X^{*}$ with

$$
|f(x)| \leq\|x\|_{2 k}\|y\|_{2 k}^{2 k-1} \text { for all } x \in X
$$

hence

$$
\|f\| \leq\|y\|_{2 k}^{2 k-1}
$$

Also,

$$
\|f\|\|y\|_{2 k} \geq f(y)=\|y\|_{2 k}^{2 k}
$$

so that

$$
\|f\|=\|y\|_{2 k}^{2 k-1}
$$

Conversely, we shall show that any $f \in X^{*}$ has the above form if $X$ is complete, obtaining the following generalization of the Riesz representation theorem:

Theorem 3. If $(X,(\cdot, \ldots, \cdot))$ is a complete $2 k$-inner product space and $f \in X^{*}$ then there exists an element $y \in X$ such that $f(x)=(x, y, \ldots, y)$ for all $x \in X$ and $\|f\|=\|y\|_{2 k}^{2 k-1}$.

Proof. If $f=0$ then $y=0$. If $f \neq 0$ let $x_{0} \in X$ with $f\left(x_{0}\right) \neq 0$. Applying the Proposition 6 for $x_{0}$ and $Y=\operatorname{Ker}(f)$ which is a closed linear subspace of $X$, there is a unique $y_{0} \in \operatorname{Ker}(f)$ and a unique $z_{0} \in \operatorname{Ker}(f)^{\perp_{2 k}}$ such that $x_{0}=y_{0}+z_{0}$. It results that $z_{0} \notin \operatorname{Ker}(f)$.

Let $\lambda \in \mathbb{R}$ with

$$
\lambda^{2 k-1}=\frac{f\left(x_{0}\right)}{\left\|z_{0}\right\|_{2 k}^{2 k}}
$$

and $y=\lambda z_{0}$. Because $f(x) z_{0}-f\left(z_{0}\right) x \in \operatorname{Ker}(f)$ for all $x \in X$ we have

$$
z_{0} \perp_{2 k}\left(f(x) z_{0}-f\left(z_{0}\right) x\right)
$$

that is,

$$
\left(f(x) z_{0}-f\left(z_{0}\right) x, z_{0}, \ldots, z_{0}\right)=0
$$

which implies

$$
\begin{aligned}
f(x) & =\frac{f\left(z_{0}\right)}{\left\|z_{0}\right\|_{2 k}^{2 k}}\left(x, z_{0}, \ldots, z_{0}\right)=\lambda^{2 k-1}\left(x, z_{0}, \ldots, z_{0}\right) \\
& =\left(x, \lambda z_{0}, \ldots, \lambda z_{0}\right)=(x, y, \ldots, y)
\end{aligned}
$$

for all $x \in X$.
Finally, we shall prove the theorem of unicity for the representation element.
Theorem 4. Let $(X,(\cdot, \ldots, \cdot))$ be a complete $2 k$-inner product space and $f \in$ $X^{*} \backslash\{0\}$. Then there exists an unique $u \in X$ with $\|u\|_{2 k}=1$ such that $f(x)=$ $\|f\|(x, u, \ldots, u)$ for all $x \in X$.

Proof. Existence. As above, there exists a $z_{0} \in \operatorname{Ker}(f)^{\perp_{2 k}} \backslash\{0\}$ such that

$$
f(x)=\frac{f\left(z_{0}\right)}{\left\|z_{0}\right\|_{2 k}}\left(x, \frac{z_{0}}{\left\|z_{0}\right\|_{2 k}}, \ldots, \frac{z_{0}}{\left\|z_{0}\right\|_{2 k}}\right)
$$

for all $x \in X$ and

$$
\|f\|=\frac{f\left(z_{0}\right)}{\left\|z_{0}\right\|_{2 k}}
$$

With

$$
\lambda=\left(\frac{f\left(z_{0}\right)}{\left|f\left(z_{0}\right)\right|}\right)^{1 / 2 k-1}
$$

we get

$$
\begin{aligned}
f(x) & =\|f\| \frac{f\left(z_{0}\right)}{\left|f\left(z_{0}\right)\right|}\left(x, \frac{z_{0}}{\left\|z_{0}\right\|_{2 k}}, \ldots, \frac{z_{0}}{\left\|z_{0}\right\|_{2 k}}\right) \\
& =\|f\| \lambda^{2 k-1}\left(x, \frac{z_{0}}{\left\|z_{0}\right\|_{2 k}}, \ldots, \frac{z_{0}}{\left\|z_{0}\right\|_{2 k}}\right)=\|f\|(x, u, \ldots, u)
\end{aligned}
$$

where $u=\frac{\lambda z_{0}}{\left\|z_{0}\right\|_{2 k}}$. Obviously $\|u\|_{2 k}=1$.
Unicity. We have $f(u)=\|f\|$. Since $(X,()$,$) is strictly convex and u$ satisfy the last relations, by the Krein theorem ( $[11$, p. 110]), it follows that $u$ is unique.

## 5. $2 k$-RiEmANNIAN MANIFOLDS

Let $M$ be a smooth, $n$-dimensional manifold, $C^{\infty}(M)$ the ring of smooth real functions on $M$ and $\mathcal{X}(M)$ the Lie algebra of vector fields on $M$.

Definition 6. We say that $M$ is endowed with a $2 k$-Riemannian metric if every tangent space $T_{x} M$ is endowed with a $2 k$-inner product $g_{x}:\left(T_{x} M\right)^{2 k} \rightarrow \mathbb{R}$. The pair $\left(M, g=\left(g_{x}\right)_{x \in M}\right)$ is said to be a $2 k$-Riemannian manifold.

Obviously, for $k=1$ we obtain the usual notion of Riemannian metric. For $k=2$ we prefer to say 4-Riemannian manifold because there already exists the notion of the quaternionic manifold ([1]).

The above definition get a symmetric $(0,2 k)$-tensor field $g:(\mathcal{X}(M))^{2 k} \rightarrow$ $C^{\infty}(M)$ :

$$
\begin{aligned}
& g\left(X_{1}, \ldots, X_{2 k}\right)(x)=g_{x}\left(X_{1}(x), \ldots, X_{2 k}(x)\right) \\
& \quad X_{1}, \ldots, X_{2 k} \in \mathcal{X}(M), x \in M
\end{aligned}
$$

In a local chart $\left(x^{i}\right)_{1 \leq i \leq n}$ this tensor field has the components

$$
g_{i_{1} \ldots i_{2 k}}:=g\left(\frac{\partial}{\partial x^{i_{1}}}, \ldots, \frac{\partial}{\partial x^{i_{2 k}}}\right) .
$$

Unfortunately, the main tool in the geometry of usual Riemannian metrics, namely the Levi-Civita connection, does not seem to admit a "mot-à-mot" extension for the general case $k \geq 2$.
Definition 7. A symmetric linear connection $\nabla=\left(\Gamma_{j m}^{i}=\Gamma_{m j}^{i}\right)$ we called the Levi-Civita connection of $g$ if the covariant derivative of $g$ with respect to $\nabla$ vanish:

$$
g_{i_{1} \ldots i_{2 k} \mid a}=0,1 \leq i_{1}, \ldots, i_{2 k}, a \leq n
$$

where:

$$
g_{i_{1} \ldots i_{2 k} \mid a}:=\frac{\partial g_{i_{1} \ldots i_{2 k}}}{\partial x^{a}}-\Gamma_{a i_{1}}^{j} g_{j i_{2} \ldots i_{2 k}}-\ldots-\Gamma_{a i_{2 k}}^{j} g_{i_{1} \ldots i_{2 k-1} j}
$$

Denoting

$$
g_{i_{1} \ldots i_{2 k}, a}=\frac{\partial g_{i_{1} \ldots i_{2 k}}}{\partial x^{a}}
$$

let us try the usual Christoffel process:

$$
\begin{aligned}
g_{i_{1} \ldots i_{2 k}, i_{2 k+1}}= & \Gamma_{i_{2 k+1} i_{1}}^{j} g_{j i_{2} \ldots i_{2 k}}+\ldots+\Gamma_{i_{2 k+1} i_{2 k}}^{j} g_{i_{1} \ldots i_{2 k-1} j} \\
g_{i_{2} \ldots i_{2 k+1}, i_{1}}= & \Gamma_{i_{1} i_{2}}^{j} g_{j i_{3} \ldots i_{2 k+1}}^{j}+\ldots+\Gamma_{i_{1} i_{2 k+1}}^{j} g_{i_{2} \ldots i_{2 k} j} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots . \\
g_{i_{2 k+1} \ldots i_{2 k-1}, i_{2 k}}= & \Gamma_{i_{2 k} i_{2 k+1}}^{j} g_{j i_{1} \ldots i_{2 k-1}}+\ldots+\Gamma_{i_{2 k} i_{2 k-1}}^{j} g_{i_{2 k+1} \ldots i_{2 k-2} j} .
\end{aligned}
$$

At this stage, we do not know of any method to find $\Gamma$.
Let us treat in detail the case $k=2$ :

$$
\begin{aligned}
g_{i_{1} i_{2} i_{3} i_{4}, i_{5}} & =\Gamma_{i_{5} i_{1}}^{j} g_{j i_{2} i_{3} i_{4}}+\Gamma_{i_{5} i_{2}}^{j} g_{i_{1} j i_{3} i_{4}}+\Gamma_{i_{5} i_{3}}^{j} g_{i_{1} i_{2} j i_{4}}+\Gamma_{i_{5} i_{4}}^{j} g_{i_{1} i_{2} i_{3} j} \\
g_{i_{2} i_{3} i_{4} i_{5}, i_{1}} & =\Gamma_{i_{1} i_{2}}^{j} g_{j i_{3} i_{4} i_{5}}+\Gamma_{i_{1} i_{3}}^{j} g_{i_{2} j i_{4} i_{5}}+\Gamma_{i_{1} i_{4}}^{j} g_{i_{2} i_{3} j i_{5}}+\Gamma_{i_{1} i_{5}}^{j} g_{i_{2} i_{3} i_{4} j}^{j} \\
g_{i_{3} i_{4} i_{5} i_{1}, i_{2}}^{j} & =\Gamma_{i_{2} i_{3}}^{j} g_{j i_{4} i_{5} i_{1}}+\Gamma_{i_{2} i_{4}} g_{i_{3} j i_{5} i_{1}}+\Gamma_{i_{2} i_{5}} g_{i_{3} i_{4} j i_{1}}+\Gamma_{i_{2} i_{1}} g_{i_{3} i_{4} i_{5} j} \\
g_{i_{4} i_{5} i_{1}, i_{3}} & =\Gamma_{i_{3} i_{4}} g_{j i_{5} i_{1} i_{2}}+\Gamma_{i_{3} i_{5}} g_{i_{4} j i_{1} i_{2}}+\Gamma_{i_{3} i_{1}} g_{i_{4} i_{5} j i_{2}}+\Gamma_{i_{3} i_{2}} g_{i_{4} i_{5} i_{1} j} \\
g_{i_{5} i_{1} i_{2} i_{3}, i_{4}} & =\Gamma_{i_{4} i_{5}} g_{j i_{1} i_{2} i_{3}}+\Gamma_{i_{4} i_{1}}^{j} g_{i_{5} j i_{2} i_{3}}+\Gamma_{i_{4} i_{2}}^{j} g_{i_{5} i_{1} j i_{3}}+\Gamma_{i_{4} i_{3}}^{j} g_{i_{5} i_{1} i_{2} j} .
\end{aligned}
$$

Subtracting the last two relations from the sum of first three we obtain:

$$
\begin{aligned}
& \Gamma_{i_{1} i_{2}}^{j} g_{j i_{3} i_{4} i_{5}}+\Gamma_{i_{5} i_{1}}^{j} g_{j i_{2} i_{3} i_{4}}+\Gamma_{i_{5} i_{2}}^{j} g_{j i_{1} i_{3} i_{4}}-\Gamma_{i_{3} i_{4}}^{j} g_{j i_{1} i_{2} i_{5}} \\
= & \frac{1}{2}\left(g_{i_{1} i_{2} i_{3} i_{4}, i_{5}}+g_{i_{2} i_{3} i_{4} i_{5}, i_{1}}+g_{i_{3} i_{4} i_{5} i_{1}, i_{2}}-g_{i_{4} i_{5} i_{1} i_{2}, i_{3}}-g_{i_{5} i_{1} i_{2} i_{3}, i_{4}}\right)
\end{aligned}
$$

Let us recall that another method to find the Christoffel coefficients is to compute the Euler-Lagrange equations:

$$
E_{a}(L):=\frac{\partial L}{\partial x^{a}}-\frac{d}{d t}\left(\frac{\partial L}{\partial y^{a}}\right)
$$

for the kinetic energy $L: T M=\left(x^{a}, y^{a}\right) \rightarrow \mathbb{R}$ :

$$
L(x, y):=\frac{1}{2}\|y\|^{2}=\frac{1}{2} g_{i j}(x) y^{i} y^{j}
$$

because:

$$
g^{i a} E_{a}(L)=\ddot{x}^{i}+\Gamma_{j m}^{i} \dot{x}^{j} \dot{x}^{m}
$$

where $\left(g^{a b}\right)$ is the inverse of $\left(g_{a b}\right)$.
In the general case, for:

$$
L=\frac{1}{2}\|y\|_{2 k}^{2}=\frac{1}{2}(y, \ldots, y)^{\frac{1}{k}}=\frac{1}{2}\left(g_{i_{1} \ldots i_{2 k}}(x) y^{i_{1}} \ldots y^{i_{2 k}}\right)^{\frac{1}{k}}
$$

we have:

$$
\begin{gathered}
\frac{\partial L}{\partial x^{a}}=\frac{1}{2 k}\left(g_{\ldots} y^{\cdots}\right)^{\frac{1}{k}-1} g_{i_{1} \ldots i_{2 k}, a} y^{i_{1}} \ldots y^{i_{2 k}} \\
\frac{\partial L}{\partial y^{a}}=\left(g_{\ldots} y^{\cdots}\right)^{\frac{1}{k}-1} g_{a i_{2} \ldots i_{2 k}} y^{i_{2}} \ldots y^{i_{2 k}}
\end{gathered}
$$

and then:

$$
E_{a}(L)=\frac{1}{2 k}\left(g_{\ldots} y^{\cdots \cdots}\right)^{\frac{1}{k}-1} g_{i_{1} \ldots i_{2 k}, a} y^{i_{1}} \ldots y^{i_{2 k}}-\frac{d}{d t}\left[\left(g_{\ldots} y^{\cdots}\right)^{\frac{1}{k}-1} g_{a i_{2} \ldots i_{2 k}} y^{i_{2}} \ldots y^{i_{2 k}}\right]
$$

Therefore, in the expression of $E_{a}(L)$ the second derivative does not appear separately.

However, if the $2 k$-Riemannian metric $g$ is generated, via Proposition 1, by a classical Riemannian metric $g^{c l}$, then the Levi-Civita connection of $g^{c l}$ is LeviCivita for $g$. For example, if $k=4$ :

$$
\begin{aligned}
& g_{i_{1} i_{2} i_{3} i_{4} \mid a} \\
= & \frac{1}{3}\left(g_{i_{1} i_{2} \mid a}^{c l} g_{i_{3} i_{4}}^{c l}+g_{i_{1} i_{2}}^{c l} g_{i_{3} i_{4} \mid a}^{c l}+g_{i_{1} i_{3} \mid a}^{c l} g_{i_{2} i_{4}}^{c l}+g_{i_{1} i_{3}}^{c l} g_{i_{2} i_{4} \mid a}^{c l}+g_{i_{1} i_{4} \mid a}^{c l} g_{i_{2} i_{3}}^{c l}+g_{i_{1} i_{4}}^{c l} g_{i_{2} i_{3} \mid a}^{c l}\right)
\end{aligned}
$$

and then, if $g_{i j \mid a}^{c l}=0$ it follows that $g_{i_{1} i_{2} i_{3} i_{4} \mid a}=0$.

## References

[1] D.V. Alekssevsky and S. Marchiafava, Transformations of a quaternionic Kählerian manifold, C. R. Acad. Sci. Paris, Ser. I, 320(6) (1995), 703-705.
[2] D. Amir, Characterizations of Inner Product Spaces, Operator Theory: Advances and Applications, 20 (1986), Birkhäuser Verlag.
[3] N. Bourbaki, Topological Vector Spaces-Chapters 1-5, Springer, 1987.
[4] S.S. Dragomir, $Q$-normed linear spaces, Proceedings of Romanian Conference on Geometry and Topology, Tîrgovişte, April 1986, University of Bucureşti Press, 1988, 69-72.
[5] S.S. Dragomir and I. Muntean, Linear and continuous functional on complete $Q$-inner product spaces, Babeş-Bolyai Univ. Sem. Math. Anal., 7 (1987), 59-68.
[6] S.S. Dragomir, Best approximation in $Q$-inner-product spaces, Studia Univ. Babeş-Bolyai, Mathematica, 34 (1991), 75-80.
[7] S.S. Dragomir, Representation of continuous linear functionals on complete $S Q$-inner-product spaces, Analele Universităţii din Timişoara, 30 (1992), 241-250.
[8] S.S. Dragomir and N.M. Ionescu, New properties of $Q$-inner-product spaces, Zb. Rad. (Kragujevac), $\mathbf{1 4}$ (1993), 19-24.
[9] S.S. Dragomir, Smooth normed spaces of (BD)-type, J. Fac. Sci. Univ. Tokyo, 39 (1992), 1-15.
[10] A. Misiak and A. Ryż, n-inner product spaces and projections, Mathematica Bohemica, 125 (2000), 87-97.
[11] I. Singer, Best Approximation in Normed Linear Spaces by Elements of Linear Subspaces, Publishing House of Romanian Academy \& Springer Verlag, 1970.

Faculty of Mathematics, University "Al. I. Cuza" of Iaşi, Iaşi, 6600, Romania
E-mail address: mcrasm@uaic.ro
School of Communications and Informatics, Victoria University of Technology, PO
Box 14428, MCMC Melbourne, Victoria 8001, Australia
E-mail address: sever@matilda.vu.au.edu.


[^0]:    Date: August 9, 2000.
    1991 Mathematics Subject Classification. 46C50, 46B20, 53B99.
    Key words and phrases. $2 k$-inner product, $2 k$-norm, $2 k$-Riemannian metric.

