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APPLICATIONS
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Abstract. An Ostrowski type inequality for vector-valued functions of bounded
semivariation and its applications for linear operator inequalities and differen-

tial equations in Banach spaces are given.

1. Introduction

Let X be a real or complex Banach space and X∗ its topological dual space, i.e.,
the space consisting of all bounded linear functionals x∗ : X → K. Let −∞ < a <
b < ∞ be two real numbers. A function f : [a, b] → X is said to be:

(i) of bounded variation if there exists an M ≥ 0 such that for all partitions
Π : a = t0 < t1 < · · · < tn−1 < tn = b we have

n∑
i=1

‖f (ti)− f (ti−1)‖ ≤ M.

(ii) of bounded semivariation if there exists an M ≥ 0 such that for each natural
non-null number N and all mutual disjoint intervals (s1, t1) , (s2, t2) , . . . , (sN , tN )
with (si, ti) ⊂ [a, b] for every i ∈ {1, . . . , N} we have∥∥∥∥∥

N∑
i=1

(f (ti)− f (si))

∥∥∥∥∥ ≤ M.

(iii) of weakly bounded variation if the function x∗ ◦ f is of bounded variation
for each x∗ ∈ X∗.

It is clear that if f is of bounded variation, then it is of bounded semivariation.
Moreover, if f is of bounded variation, then it is of weakly bounded variation,
because for every x∗ ∈ X∗, ‖x∗‖ ≤ 1, we have

|x∗ (f (ti)− f (ti−1))| ≤ ‖f (ti)− f (ti−1)‖ , for all i = 1, n.

In fact, a function f : [a, b] → X is of bounded semivariation if and only if f is
of weakly bounded variation [2].

Let Π : a = t0 < t1 < · · · < tn−1 < tn = b be a partition of an interval [a, b]. We
denote by ν (Π) := max {ti − ti−1, i ∈ 1, 2, . . . , n} the norm of Π. Let f : [a, b] → X
and g : [a, b] → C be two functions. The function g is Riemann-Stieltjes integrable
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with respect to f on [a, b] if for all ξ = (ξ1, ξ2, . . . , ξn) with ti−1 ≤ ξi ≤ ti for all
i = 1, n, the limit

lim
ν(Π)→0

n∑
i=1

g (ξi) [f (ti)− f (ti−1)]

exists in X. Such a limit is denoted by
∫ b

a
gdf and is called the Riemann-Stieltjes

integral of g with respect to f on [a, b].
It is easy to see that if g is Riemann-Stieltjes integrable with respect to f , then

f is Riemann-Stieltjes with respect to g. In addition, the following formula∫ b

a

fdg = g (b) f (b)− g (a) f (a)−
∫ b

a

gdf

holds.
If one of the functions f, g is continuous and the other is of bounded semivari-

ation, then each of them is Riemann-Stieltjes integrable with respect to the other
[2]. In particular, if f : [a, b] → X is of bounded semivariation, then f is Riemann
integrable on [a, b].

If f : [a, b] → X is of bounded semivariation then its totally weak variation
(which is denoted as follows by w −

∨b
a (f)) is finite, i.e., there exists M > 0 such

that

w −
b∨
a

(f) : = sup

{
n∑

i=1

|x∗ (f (ti)− f (ti−1))| , p ∈ Π ([a, b]) , x∗ ∈ X∗, ‖x∗‖ ≤ 1

}
= M < ∞,

where p : a = t0 < t1 < · · · < tn−1 < tn = b and Π ([a, b]) is the set of all partitions
of the interval [a, b] .

Indeed, the set of all bounded linear operators Tp,f : X∗ → C, given by

Tp,f (x∗) :=
n∑

i=1

x∗ (f (ti)− f (ti−1)) , p ∈ Π ([a, b]) ,

is uniformly punctually bounded, i.e., for each x∗ ∈ X∗ there exists K (x∗) > 0
such that

|Tp,f (x∗)| ≤ K (x∗) < ∞, for all p ∈ Π ([a, b]) .

Then from the uniform boundedness principle it follows that there exists K > 0
such that

|Tp,f (x∗)| ≤ K ‖x∗‖ , for all p ∈ Π ([a, b]) ,

i.e., the desired statement holds.
Having considered all the above, we can now formulate the following result.

Lemma 1. If g : [a, b] → C is a continuous function and f : [a, b] → X is of
bounded semivariation, then

(1.1)

∥∥∥∥∥
∫ b

a

gdf

∥∥∥∥∥ ≤ sup
t∈[a,b]

|g (t)|

(
w −

b∨
a

(f)

)
.

Proof. Let Π : a = t0 < t1 < · · · < tn−1 < tn = b be an arbitrary partition of
the interval [a, b] and x∗ ∈ X∗ with ‖x∗‖ ≤ 1. Then for every intermediate point
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ξi ∈ [ti−1, ti] , we have:∣∣∣∣∣x∗
(

n∑
i=1

g (ξi) (f (ti)− f (ti−1))

)∣∣∣∣∣ ≤
n∑

i=1

|g (ξi)| |x∗ (f (ti)− f (ti−1))|

≤ sup
t∈[a,b]

|g (t)|
n∑

i=1

|x∗ (f (ti)− f (ti−1))|

≤ sup
t∈[a,b]

|g (t)|

(
w −

b∨
a

(f)

)
.

Then, using a well-known fact (see for example [4, p. 135]), namely that for x ∈ X
one has

‖x‖ = sup {|x∗ (x)| : x∗ ∈ X∗, ‖x∗‖ ≤ 1} ,

it follows that∥∥∥∥∥
n∑

i=1

g (ξi) (f (ti)− f (ti−1))

∥∥∥∥∥ ≤ sup
t∈[a,b]

|g (t)|

(
w −

b∨
a

(f)

)
.

Taking the limit as ν (Π) → 0 in the previous inequality and using the fact that g
is Riemann-Stieltjes integrable with respect to f , (1.1) follows.

The following result easily follows using some elementary considerations and the
fact that (1.1) holds for scalar valued functions.
Lemma 2. Let −∞ < a ≤ c ≤ b < ∞ and f : [a, b] → X be a function which is
of bounded semivariation on [a, b] and of bounded semivariation on [c, b]. Then f
is of bounded semivariation on [a, b] and

w −
b∨
a

(f) =

(
w −

c∨
a

(f)

)
+

(
w −

b∨
c

(f)

)
.

In this paper we point out an inequality of Ostrowski type for vector-valued
functions of bounded semivariation and apply it for operator inequalities and for
approximating the solutions of certain differential equations in Banach spaces.

For the Ostrowski type inequalities for scalar-valued functions, see [1], [6] and
[7].

2. An Ostrowski Type Inequality

The following theorem holds.
Theorem 1. Let X be a Banach space and f : [a, b] → X a mapping of bounded
semivariation on [a, b]. Then for all s ∈ [a, b], we have the inequalities∥∥∥∥∥

∫ b

a

f (t) dt− (b− a) f (s)

∥∥∥∥∥(2.1)

≤ (s− a)

(
w −

s∨
a

(f)

)
+ (b− s)

(
w −

b∨
s

(f)

)

≤
[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣]
(

w −
b∨
a

(f)

)
.

The constant 1
2 in the second inequality is the best possible one.
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Proof. Using the integration by parts formula for Riemann-Stieltjes integrals, we
have ∫ s

a

(t− a) df (t) = (s− a) f (s)−
∫ s

a

f (t) dt

and ∫ b

s

(t− b) df (t) = (b− s) f (s)−
∫ b

s

f (t) dt.

If we add the two equalities, we obtain

(2.2) (b− a) f (s)−
∫ b

a

f (t) dt =
∫ s

a

(t− a) df (t) +
∫ b

s

(t− b) df (t)

for any s ∈ [a, b].
Taking the norm on (2.2), we get∥∥∥∥∥(b− a) f (s)−

∫ b

a

f (t) dt

∥∥∥∥∥
≤

∥∥∥∥∫ s

a

(t− a) df (t)
∥∥∥∥+

∥∥∥∥∥
∫ b

s

(t− b) df (t)

∥∥∥∥∥
≤ sup

t∈[a,s]

(t− a)

(
w −

s∨
a

(f)

)
+ sup

t∈[s,b]

(b− t)

(
w −

b∨
s

(f)

)

= (s− a)

(
w −

s∨
a

(f)

)
+ (b− s)

(
w −

b∨
s

(f)

)
where, for the last inequality, we have applied Lemma 1. Thus, the first inequality
in (2.1) is proved.

Using Lemma 2, we may write that

(s− a)

(
w −

s∨
a

(f)

)
+ (b− s)

(
w −

b∨
s

(f)

)

≤ max {s− a, b− s}

[(
w −

s∨
a

(f)

)
+

(
w −

b∨
s

(f)

)]

≤
[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣]
(

w −
b∨
a

(f)

)
and the last part of (2.1) is proved.

The fact that 1
2 is the best constant follows in the same manner as in [5] and we

omit the details.

Corollary 1. With the assumptions in Theorem 1, we have

(2.3)

∥∥∥∥∥
∫ b

a

f (t) dt− (b− a) f

(
a + b

2

)∥∥∥∥∥ ≤ 1
2

(b− a)

(
w −

b∨
a

(f)

)
.

The constant 1
2 is best possible.
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Remark 1. If f : [a, b] → X is of bounded variation on [a, b] , then∥∥∥∥∥
∫ b

a

f (t) dt− (b− a) f (s)

∥∥∥∥∥ ≤ (s− a)
s∨
a

(f) + (b− s)
b∨
s

(f)(2.4)

≤
[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] b∨
a

(f) .

In particular, if f is differentiable and the derivative f ′ : [a, b] → X is continuous,
then ∥∥∥∥∥

∫ b

a

f (t) dt− (b− a) f (s)

∥∥∥∥∥(2.5)

≤ (s− a)
∫ s

a

‖f ′ (t)‖ dt + (b− s)
∫ b

s

‖f ′ (t)‖ dt

≤
[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] ∫ b

a

‖f ′ (t)‖ dt.

Remark 2. When X is K, the field of scalars, then the inequality (2.4) becomes a
known result obtained in [5].

In the following we will present three examples in which we apply Theorem 1
and its consequence from (2.5).

Let X = L2 ([0, 1] , R). We consider the function f : [0, 1] → X given by f (t) =
t · 1[0,t], t ∈ [0, 1]. Here 1[0,t] is the characteristic function on the interval [0, t].

Let Π : 0 = t0 < t1 < · · · < tn−1 < tn = 1 be an arbitrary partition of the
interval [0, 1]. Then for all x∗ ∈ L2 ([0, 1] , R) = X∗, we have:

n∑
i=1

|x∗ (f (ti)− f (ti−1))|

=
n∑

i=1

∣∣∣∣∫ 1

0

x∗ (s) [(f (ti)) (s)− (f (ti−1)) (s)] ds

∣∣∣∣
=

n∑
i=1

∣∣∣∣∣
∫ ti−1

0

x∗ (s) · tisds−
∫ ti−1

0

x∗ (s) · ti−1sds +
∫ ti

ti−1

x∗ (s) · tisds

∣∣∣∣∣
≤

n∑
i=1

[
(ti − ti−1)

∫ ti−1

0

|x∗ (s)| ds +
∫ ti

ti−1

|x∗ (s)| ds

]

≤ 2
∫ 1

0

|x∗ (s)| ds ≤ 2
(∫ 1

0

|x∗ (s)|2 ds

) 1
2

= 2 ‖x∗‖2 .

Taking the supremum for all x∗ ∈ X∗ with ‖x∗‖2 ≤ 1, we obtain that w−
∨1

0 (f) ≤
2, which shows that f is of bounded semivariation. On the other hand,

‖f (ti)− f (ti−1)‖22 =
∫ 1

0

|(f (ti)− f (ti−1)) (s)|2 ds

=
∫ ti−1

0

(ti − ti−1)
2
s2ds +

∫ ti

ti−1

(tis)
2
ds

= (ti − ti−1)
2 t3i−1

3
+

t3i
3
(
t3i − t3i−1

)
.
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If we choose ti = i
np , i = 0, 1, 2 . . . , n, then

n∑
i=1

‖f (ti)− f (ti−1)‖2

≥
n∑

i=1

(ti − ti−1) ti−1

√
ti−1

3
=

1
np

n∑
i=1

i− 1
np

√
i− 1
3np

≥ 1
n2p

√
3np

n−1∑
i=1

i =
n (n− 1)
2n2p

√
3np

→∞

as n →∞, if p is a suitable positive number.

Proposition 1. With the above notations the following inequality holds:

(2.6) w −
1∨
0

(f) ≥
√

35s5 − 30s3 + 8√
15 (1 + |2s− 1|)

, for all s ∈ [0, 1] .

Proof. We apply Theorem 1 for our function f , a = 0 and b = 1. Then, for all
0 ≤ s ≤ 1, we have:

∥∥∥∥∫ 1

0

t · 1[0,t]dt− f (s)
∥∥∥∥2

2

=
∫ 1

0

{(∫ 1

0

t · 1[0,t]dt

)
(ξ)− [f (s)] (ξ)

}2

dξ

=
∫ 1

0

{∫ 1

0

t · 1[0,t] (ξ) dt− [f (s)] (ξ)
}2

dξ

=
∫ s

0

(∫ ξ

1

tdt− sξ

)2

dξ +
∫ 1

s

(∫ 1

ξ

tdt

)2

dξ

=
∫ s

0

(
1− ξ2

2
− sξ

)2

dξ +
∫ 1

s

(
1− ξ2

2

)2

dξ

=
1
60
(
35s5 − 30s3 + 8

)
.

and the proposition is proved.

Remark 3. Using the plot of the function g (s) in the right hand side of the in-
equality (2.6), we will obtain the estimate

w −
1∨
0

(f) ≥ sup
s∈[0,1]

√
35s5 − 30s3 + 8√
15 (1 + |2s− 1|)

= .5968668193

(see Figure 1).
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Proposition 2. Let X be a Banach space, A a linear and bounded operator on X
and −∞ < a < b < ∞. Then for each s ∈ [a, b], we have:∥∥∥∥∥

∫ b

a

etAdt− (b− a) esA

∥∥∥∥∥(2.7)

≤



[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] [eb‖A‖ − ea‖A‖] , if a ≥ 0;

[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] [e−a‖A‖ − e−b‖A‖] , if b ≤ 0;

[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] [eb‖A‖ + e−a‖A‖ − 2
]
, if a ≤ 0 ≤ b.

Proof. Let L (X) be the Banach space of all bounded linear operators on X endowed
with the operatorial norm. We recall that if A ∈ L (X), then its operatorial norm
is defined by

‖A‖ = sup {‖Ax‖ : x ∈ X, ‖x‖ ≤ 1} .

We recall also that the series
(∑

n≥1
(tA)n

n!

)
converges absolutely and locally uni-

formly for t ∈ R. Let etA be its sum. It is easy to see that
∥∥etA

∥∥ ≤ e|t|‖A‖ for every
t ∈ R and

(
etA
)′ = AetA for all t ∈ R. Then applying the inequality from (2.5)

with X replaced by L (X) and f (t) = etA, we get∥∥∥∥∥
∫ b

a

etAdt− (b− a) esA

∥∥∥∥∥ ≤
[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] · ∫ b

a

∥∥AetA
∥∥ dt

≤
[
1
2

(b− a) +
∣∣∣∣s− a + b

2

∣∣∣∣] ‖A‖∫ b

a

e|t|‖A‖dt.

Now the estimate (2.7) can be obtained using elementary calculus. We omit the
details.
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Proposition 3. Let A,B ∈ L (X) such that ‖A‖ 6= ‖B‖. Then∥∥∥e 1
2 A (B −A) e

1
2 B −

(
eB − eA

)∥∥∥ ≤ 1
2
‖B −A‖ · (‖A‖+ ‖B‖) · e‖B‖ − e‖A‖

‖B‖ − ‖A‖
.

Proof. Let f : [0, 1] → L (X) be defined by

f (t) = e(1−t)A (B −A) etB .

We have ∫ 1

0

f (t) dt =
∫ 1

0

e(1−t)A
(
etB
)′

dt +
∫ 1

0

(
e(1−t)A

)′
etBdt

= 2
(
eB − eA

)
−
∫ 1

0

f (t) dt.

Then from Corollary 1 it follows that∥∥∥e 1
2 A (B −A) e

1
2 B −

(
eB − eA

)∥∥∥
≤ 1

2

1∨
0

(f) =
1
2

∫ 1

0

‖f ′ (t)‖ dt

≤ 1
2
‖B −A‖ · ‖A‖+ ‖B‖

‖B‖ − ‖A‖

∫ 1

0

e(1−t)‖A‖ (‖B‖ − ‖A‖) et‖B‖dt

=
1
2
‖B −A‖ (‖A‖+ ‖B‖) · e‖B‖ − e‖A‖

‖B‖ − ‖A‖
.

We have used the inequalities∥∥etA
∥∥ ≤ e|t|·‖A‖, for all t ∈ R

and
‖T1T2‖ ≤ ‖T1‖ · ‖T2‖ , for all T1, T2 ∈ L (X) .

The above theorem may be used for the numerical approximation of the integral∫ b

a
f (t) dt in terms of arbitrary Riemann sums.
Let In : a = t0 < t1 < · · · < tn−1 < tn = b be a division of [a, b], hi := ti+1 − ti(

i = 0, n− 1
)

and ν (h) := max
i=0,n−1

{hi}. Consider the intermediate points ξi ∈

[ti, ti+1]
(
i = 0, n− 1

)
and define the Riemann sum

(2.8) Rn (f ; In, ξ) :=
n−1∑
i=0

hif (ξi) .

The following result holds.

Theorem 2. Let f : [a, b] → X be of bounded semivariation on [a, b]. Then we
have

(2.9)
∫ b

a

f (t) dt = Rn (f ; In, ξ) + Vn (f ; In, ξ) ,
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where the quadrature formula Rn (f ; In, ξ) is defined in (2.8) and the remainder
Vn (f ; In, ξ) satisfies the estimate:

‖Vn (f ; In, ξ)‖(2.10)

≤
n−1∑
i=0

(ξi − ti)

w −
ξi∨
ti

(f)

+
n−1∑
i=0

(ti+1 − ξi)

w −
ti+1∨
ξi

(f)


≤

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
ti+1 − ti

2

∣∣∣∣]
(

w −
b∨
a

(f)

)

≤ ν (h)

(
w −

b∨
a

(f)

)
.

Proof. If we apply (2.1) on the interval [xi, xi+1]
(
i = 0, n− 1

)
, we may write that∥∥∥∥∫ ti+1

ti

f (t) dt− hif (ξi)
∥∥∥∥(2.11)

≤ (ξi − ti)

w −
ξi∨
ti

(f)

+ (ti+1 − ξi)

w −
ti+1∨
ξi

(f)


≤

[
1
2
hi +

∣∣∣∣ξi −
ti+1 − ti

2

∣∣∣∣]
(

w −
ti+1∨
ti

(f)

)
.

Summing over i from 0 to n − 1 and using the generalised triangle inequality, we
have:

‖Vn (f ; In, ξ)‖ ≤
n−1∑
i=0

(ξi − ti)

w −
ξi∨
ti

(f)

+
n−1∑
i=0

(ti+1 − ξi)

w −
ti+1∨
ξi

(f)


≤

n−1∑
i=0

[
1
2
hi +

∣∣∣∣ξi −
ti+1 − ti

2

∣∣∣∣]
(

w −
ti+1∨
ti

(f)

)

≤
[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
ti+1 − ti

2

∣∣∣∣]
(

w −
b∨
a

(f)

)

≤ ν (h)

(
w −

b∨
a

(f)

)
.

If we consider the mid-point rule defined by

(2.12) Mn (f ; In) :=
n−1∑
i=0

hif

(
ti + ti+1

2

)
,

then we may state the following corollary.
Corollary 2. Let f : [a, b] → X be of bounded semivariation on [a, b]. Then we
have:

(2.13)
∫ b

a

f (t) dt = Mn (f ; In) + Qn (f ; In) ,
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where Mn (f ; In) is the mid-point rule defined by (2.12) and the remainder Qn (f ; In)
satisfies the estimate:

(2.14) ‖Qn (f ; In)‖ ≤ 1
2

n−1∑
i=0

hi

(
w −

ti+1∨
ti

(f)

)
≤ 1

2
ν (h)

(
w −

b∨
a

(f)

)
.

In practical applications, it is useful to consider an equidistant partitioning

En : xi := a +
i

n
(b− a) , i = 0, n.

Thus, the mid-point rule becomes

Mn (f) :=
1
n

n−1∑
i=0

f

[
a +

(
i +

1
2

)
· b− a

n

]
and we have the representation

(2.15)
∫ b

a

f (t) dt = Mn (f) + Qn (f) ,

where the remainder Qn (f) satisfies the bounds

(2.16) ‖Qn (f)‖ ≤ 1
2n

(
w −

b∨
a

(f)

)
.

If one would like to approximate the integral of a function f : [a, b] → X of
bounded semivariation with a theoretical error less than ε > 0, the required minimal
number nε in the equidistant partitioning is

(2.17) nε =

[
1
2ε

(
w −

b∨
a

(f)

)]
+ 1,

where [r] denotes the integer part of r ∈ R.

3. Application for Differential Equations in Banach Spaces

Let us consider the Cauchy problem

(A, s, x)

 u̇ (t) = A (t) u (t) , t ∈ R;

u (s) = x

on a Banach space X. Here A (t) is a bounded linear operator on X for each t ∈ R,
the function t 7−→ A (t) : R →L (X) is continuous and integrally bounded, i.e.,
there exists a δ > 0 such that

sup
t∈R

∫ t+δ

t

‖A (u)‖ du = Kδ < ∞,

and s ∈ R, x ∈ X are given.
It is well-known that the solution of (A, s, x) is given by

u (t) = U (t, s)x
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where U (t, s) := P (t) P−1 (s) and P (·) is the solution of the operatorial Cauchy
problem  Ẋ (t) = A (t) X (t)

X (0) = I
.

Here I denotes the identity operator on L (X). Let f : R →X be a continuously
differentiable function. We also consider the inhomogeneous and nonautonomous
Cauchy problem

(A, f, s, x)

 u̇ (t) = A (t)u (t) + f (t) , t ∈ R;

u (s) = x.

The solution of (A, f, s, x) is given by

(3.1) u (t) := U (t, s)x +
∫ t

s

U (t, τ) f (τ) dτ .

In the above conditions the family of bounded linear operators {U (t, τ) : t, τ ∈ R}
has some properties which will be summarized next.

(1) U (t, ξ) U (ξ, τ) = U (t, τ) for all t, ξ, τ ∈ R;
(2) U (t, t) = I for each t ∈ R;
(3) there exist ω ∈ R and M > 0 such that

(3.2) ‖U (t, ξ)‖ ≤ Meω|t−ξ| for every t ∈ R and ξ ∈ R;

(4) the functions t 7→ U (t, ξ0) and ξ 7→ U (t0, ξ) are continuously differentiable
for each fixed ξ0 ∈ R and t0 ∈ R respectively. Moreover,

d

dt
[U (t, ξ0)] = A (t) U (t, ξ0)

and
d

dt
[U (t0, ξ)] = −U (t0, ξ)A (ξ) .

A proof of these properties can be found in [3].

Theorem 3. We will preserve all the hypotheses made on the functions A (·) and
f (·) before. The solution u (·) of (A, f, 0, x) can be represented as

(3.3) u (t) = U (t, 0) x + Sn (λ,µ, t) + Qn (λ,µ, t) , t ≥ 0,

where

Sn (λ,µ, t) = t
n−1∑
i=0

(λi+1 − λi) U (t, µit) f (µit) ,

λ : 0 = λ0 < λ1 < · · · < λn−1 < λn = 1 is a partition of the interval [0, 1] and
λi ≤ µi ≤ λi+1 for all positive integers i with 0 ≤ i ≤ n − 1. Moreover, the
remainder Qn (λ,µ, t) satisfies the estimates:

‖Qn (λ,µ, t)‖(3.4)

≤ 1
2
ν (λ) t ·Meωt

[
‖|A (·)|‖[0,t],∞ ‖|f (·)|‖[0,t],∞ + ‖|f ′ (·)|‖[0,t],∞

]
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and

‖Qn (λ,µ, t)‖(3.5)

≤ 1
2
ν (λ) ·Meωt

[
Kδ

(
2 +

t

δ

)
‖|f (·)|‖[0,t],∞ +

t∨
0

(f)

]
,

respectively for each t ∈ [0,∞), where ω is a positive number such that the estimate
(3.2) holds.

Proof. For a fixed t > 0 consider the function g (τ) = U (t, τ) f (τ) for τ ∈ [0, t].
Then g is differentiable on [0, t] and

g′ (τ) = −U (t, τ) A (τ) f (τ) + U (t, τ) f (τ) , for all τ ∈ [0, t] .

We have

‖g′ (τ)‖ ≤ ‖U (t, τ)‖ ‖A (τ)‖ ‖f (τ)‖+ ‖U (t, τ)‖ ‖f (τ)‖

≤ Meωt
[
‖|A (·)|‖[0,t],∞ · ‖|f (·)|‖[0,t],∞ + ‖|f ′ (·)|‖[0,t],∞

]
and then

t∨
0

(g) =
∫ t

0

‖g′ (τ)‖ dτ

≤ Mteωt
[
‖|A (·)|‖[0,t],∞ · ‖|f (·)|‖[0,t],∞ + ‖|f ′ (·)|‖[0,t],∞

]
.

Now the estimate from (3.3) easily follows from (2.14).
On the other hand

t∨
0

(g) =
∫ t

0

‖g′ (τ)‖ dτ(3.6)

≤ Meωt ‖|f (·)|‖[0,t],∞

∫ t

0

‖A (τ)‖ dτ + Meωt
t∨
0

(f)

= Meωt

[
‖|f (·)|‖[0,t],∞

(
nt∑

i=0

∫ i+δ

i

‖A (τ)‖ dτ +
∫ t

nt+δ

‖A (τ)‖ dτ

)
+

t∨
0

(f)

]

≤ Meωt

[
‖|f (·)|‖[0,t],∞ (nt + 2) Kδ +

t∨
0

(f)

]

≤ Meωt

[
‖|f (·)|‖[0,t],∞

(
t

δ
+ 2
)

Kδ +
t∨
0

(f)

]
,

where nt is the integer part of t
δ .

Using (3.6) and (2.14), we obtain the estimate (3.5).

If we define the quadrature formula

(3.7) Mn (λ, t) := t
n−1∑
i=0

(λi+1 − λi) U

(
t,

λi + λi+1

2
· t
)

f

(
λi + λi+1

2
· t
)

,

then we may state the following corollary.
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Corollary 3. The solution of (A, f, 0, x) can be represented as

u (t) = U (t, 0) x + Mn (λ, t) + Ln (λ, t) ,

where Mn (λ, t) is as given in (3.7) and the remainder Ln (λ, t) satisfies the esti-
mates

‖Ln (λ, t)‖ ≤ 1
2
ν (λ) t2 ·Meωt

[
‖|A (·)|‖[0,t],∞ ‖|f (·)|‖[0,t],∞ + ‖|f ′ (·)|‖[0,t],∞

]
and

‖Ln (λ, t)‖ ≤ 1
2
ν (λ) t ·Meωt

[
Kδ

(
2 +

t

δ

)
‖|f (·)|‖[0,t],∞ +

t∨
0

(f)

]
,

respectively for each t ∈ [0,∞).
Remark 4. In practical applications, it is easier to consider a uniform partitioning
of [0, t] given by

En : xi :=
i

n
· t, 0 ≤ i ≤ n

and then (3.7) becomes

M̃n (t) :=
t

n

n−1∑
i=0

(λi+1 − λi) U

(
t,

2i + 1
2n

· t
)

f

(
2i + 1

2n
· t
)

In this, case, we have the representation of u (·) given by

u (t) = U (t, 0) x + M̃n (t) + L̃n (t)

where the remainder L̃n (·) satisfies the error bounds∥∥∥L̃n (t)
∥∥∥ ≤ 1

2n
t2 ·Meωt

[
‖|A (·)|‖[0,t],∞ ‖|f (·)|‖[0,t],∞ + ‖|f ′ (·)|‖[0,t],∞

]
and ∥∥∥L̃n (t)

∥∥∥ ≤ 1
2n

t ·Meωt

[
Kδ

(
2 +

t

δ

)
‖|f (·)|‖[0,t],∞ +

t∨
0

(f)

]
respectively.

4. A Numerical Example

Let X = R2, x = (ξ, η) ∈ R2, ‖x‖2 =
√

ξ2 + η2. We consider the linear,
2-dimensional, non-autonomous and inhomogeneous differential system

(4.1)


u̇1 (t) =

(
−1− sin2 t

)
u1 (t) + (−1 + sin t cos t) u2 (t) + e−t;

u̇1 (t) = (1 + sin t cos t) u1 (t) +
(
−1− cos2 t

)
u2 (t) + e−2t;

u1 (0) = u2 (0) = 0.

If we denote

A (t) :=

 −1− sin2 t −1 + sin t cos t

1 + sin t cos t −1− cos2 t

 , f (t) =
(
e−t, e−2t

)
, x = (0, 0)
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and we identify (ξ, η) with
(

ξ
η

)
, then the above system is the Cauchy problem

(A, f, 0, x). The fundamental matrix associated with A (t) is

(4.2) U (t, s) = P (t) P−1 (s) , t ∈ R, s ∈ R,

where P (·) is the solution of the following operatorial Cauchy problem

(4.3) Ẏ (t) = A (t) Y (t) , Y (0) = I2, t ∈ R,

and I2 is the 2-dimensional, quadratic real matrix identity.

Let W − (t) :=
(

cos t sin t
− sin t cos t

)
. Then it is easy to see that

Ẇ (t) W−1 (t) =
(

0 1
−1 0

)
and W−1 (t)

(
−1 −1
1 −2

)
W (t) = A (t) , for all t ∈ R.

Now, let Z (t) := W − (t)P (t). We have

Ż (t) = Ẇ (t) P (t) + W (t) Ṗ (t)

=
[
Ẇ (t) W−1 (t) + W (t)A (t) W−1 (t)

]
Z (t)

= BZ (t) ,

where B =
(
−1 0
0 −2

)
. Also, using the fact that Z (0) = I2 it follows that

Z (t) =
(

e−t 0
0 e−2t

)
, t ∈ R.

Then the solution P (·) of the operatorial Cauchy problem (4.2) is

P (t) =

 e−t cos t e−2t sin t

−e−t sin t e−2t cos t

 , t ∈ R

and the exact solution of the system (4.1) is u (t) = (u1 (t) , u2 (t)), where

(4.4)

 u1 (t) = e−t cos t · E1 (t) + e−2t sin t · E2 (t)

u2 (t) = −e−t sin t · E1 (t) + e−2t cos t · E2 (t)
t ∈ R,

and

E1 (t) =
∫ t

0

(
cos s− e−s sin s

)
ds

= sin t +
1
2
e−t (cos t + sin t)− 1

2
,

E2 (t) =
∫ t

0

(cos s + es sin s) ds

= sin t +
1
2

(sin t− cos t) · et +
1
2
.
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Now, if we consider

M̃n (t) =
t

n

[(
e−t cos t

)
· S1 (n) +

(
e−2t sin t

)
· S2 (n) ,(

e−t sin t
)
· S1 (n) +

(
e−2t cos t

)
· S2 (n)

]
,

where

S1 (n) =
n−1∑
i=0

[
cos
(

2i + 1
2n

· t
)
− e−( 2i+1

2n ·t) · sin
(

2i + 1
2n

· t
)]

and

S2 (n) =
n−1∑
i=0

[
cos
(

2i + 1
2n

· t
)

+ e
2i+1
2n ·t · sin

(
2i + 1

2n
· t
)]

,

then the exact solution given in (4.4) may be represented by

u (t) = M̃n (t) + L̃n (t) , t ∈ R,

For n = 103, the plot of the 2−norm of the error
∥∥∥L̃n (·)

∥∥∥
2

is embodied in Figure
2.
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(C.Buşe), Department of Mathematics, West University of Timişoara, Bd. V. Parvan
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