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Abstract. In this paper, by using some new and innovative techniques, some perturbed iterative algorithms for solving generalized set-valued variational inclusions are suggested and analyzed. Since the generalized set-valued variational inclusions include many variational inclusions, variational inequalities and set-valued operator equation studied by others in recent years, the results obtained in this paper continue to hold for them and represent a significant refinement and improvement of the previously known results in this area.
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1. Introductions

In recent years, variational inequalities have been extended and generalized in different directions using novel and innovative techniques both for their own sake and for applications. A useful and important generalization of variational inequalities is generalized set-valued variational inclusions in Hilbert space $H$: Let $A : D(A) \rightarrow 2^H$ be an maximal monotone mapping, $\Omega \subset H$ be a closed and convex set, find $u \in H, g(u) \in \Omega, w \in Tu, y \in Vu$ such that

$$0 \in N(w, y) + A(g(u)).$$

This problem was introduced and studied by Noor [2,3]. In [2,3], Noor gave some algorithms and convergence analysis under the assumption that $N$ is strongly monotone with the respect to the first argument. Inspired and motivated by the result in Noor [2,3] and He B. S. [4,5], the purpose of this paper is to suggest iterative methods for solving the generalized set-valued variational inequalities under the assumption that the operator underlying is monotone with the respect to the first and second arguments. It is well known that variational inclusion of monotone mappings is more difficult to solve than those of strongly monotone mappings. So a new and innovative technique is used in this paper. The results presented in this paper generalize, improve and unify the corresponding results of S. S. Chang [1], Noor [2,3,4], He [5,6],
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Huang [7,8], zeng [9], and kazmi [10].

2. Preliminary

Let \( H \) be a real Hilbert space whose inner product and norm are denoted by \( \langle \cdot, \cdot \rangle \) and \( \| \cdot \| \), respectively. Let \( CB(H) \) be a family of all nonempty closed and bounded subsets of \( H \). Let \( T, V : H \to CB(H) \) be the set-valued operators, \( g : H \to H \) be a single-valued operator and \( A(\cdot, \cdot) : H \times H \to H \) be a maximal monotone operator.

**Definition 2.1** For all \( u_1, u_2 \in H \), the operator \( N(\cdot, \cdot) \) is said \( g \)-monotone and Lipschitz continuous with respect to the first argument, if there exist constants \( \alpha > 0, \beta > 0 \) such that

\[
\langle N(w_1, \cdot) - N(w_2, \cdot), g(u_1) - g(u_2) \rangle \geq 0, \forall w_1 \in Tu_1, w_2 \in Tu_2,
\]

\[
\|N(u_1, \cdot) - N(u_2, \cdot)\| \leq \beta\|u_1 - u_2\|.
\]

In a similar way, we can define the \( g \)-monotonicity and Lipschitz continuity of the operator \( N(\cdot, \cdot) \) with respect to the second argument.

**Definition 2.2** Let \( T : E \to CB(E) \) be a set-valued mapping and \( H(\cdot, \cdot) \) is a Hausdorff metric in \( CB(E) \), \( T \) is said to be \( \xi \)-Lipschitz continuous, if for any \( x, y \in E \),

\[
H(Tx, Ty) \leq \xi\|x - y\|
\]

where \( \xi > 0 \) is a constant.

To prove the main result, we need the following lemmas.

**Lemma 2.1**[11] Let \( E \) be a complete metric space, \( T : E \to CB(E) \) be a set-valued mapping. Then for any given \( \varepsilon > 0 \) and any given \( x, y \in E, u \in Tx \), there exists \( v \in Ty \) such that

\[
d(u, v) \leq (1 + \varepsilon)H(Tx, Ty).
\]

In the section 3, we often used the following inequality of projection operator.

\[
\|P_\Omega(x') - x\| \leq \|x' - x\|, \forall x' \in H, x \in \Omega. \tag{2.1}
\]

3. Main result

In this section, we suggest a new perturbed proximal point algorithm for finding approximate solution of the problem (1.1). Then we show that the sequence of approximate solution strongly converges to the exact solution of the problem (1.1).

we first suggest some algorithms for the problem (1.1).

**Algorithm 3.1** Given \( u_0 \in H, g(u_0) \in \Omega \), compute \( u_k \) by the following schemes:

\[
g(u_k) + e_k \in g(\bar{u}_k) + \beta_k(N(\bar{w}_k, \bar{y}_k) + A(g(\bar{u}_k))), \tag{3.1}
\]

\[
\|e_k\| \leq \eta_k\|g(u_k) - g(\bar{u}_k)\|
\]
\[ g(u_{k+1}) = P_{\Omega}[g(\tilde{u}_k) - e_k], \]
\[ \|w_k - w_{k+1}\| \leq (1 + \frac{1}{n+1})H(Tu_k, Tu_{k+1}), \]
\[ \|y_k - y_{k+1}\| \leq (1 + \frac{1}{n+1})H(Vu_k, Vu_{k+1}), \]
\[ \|\tilde{w}_k - \tilde{w}_{k+1}\| \leq (1 + \frac{1}{n+1})H(T\tilde{u}_k, T\tilde{u}_{k+1}), \]
\[ \|\tilde{y}_k - \tilde{y}_{k+1}\| \leq (1 + \frac{1}{n+1})H(V\tilde{u}_k, V\tilde{u}_{k+1}), \]

where \( \sup_{k \geq 0} \eta_k = \nu < 1 \) and \( \beta_k \) is given.

As the extension of Algorithm 3.1, we have the following.

**Algorithm 3.2** Given \( u_0 \in H, g(u_0) \in \Omega \), compute \( u_k \) by the following schemes:

\[
g(u_k) + e_k \in g(\tilde{u}_k) + \beta_k (N(\tilde{w}_k, \tilde{y}_k) + A(g(\tilde{u}_k))),
\]
\[
\|e_k\| \leq \eta_k \|g(u_k) - g(\tilde{u}_k)\|,
\]
\[
d_k = g(u_k) - g(\tilde{u}_k) + e_k,
\]
\[
g(u_{k+1}) = P_{\Omega}[g(u_k) - \alpha_k d_k],
\]
\[
\|w_k - w_{k+1}\| \leq (1 + \frac{1}{n+1})H(Tu_k, Tu_{k+1}),
\]
\[
\|y_k - y_{k+1}\| \leq (1 + \frac{1}{n+1})H(Vu_k, Vu_{k+1}),
\]
\[
\|\tilde{w}_k - \tilde{w}_{k+1}\| \leq (1 + \frac{1}{n+1})H(T\tilde{u}_k, T\tilde{u}_{k+1}),
\]
\[
\|\tilde{y}_k - \tilde{y}_{k+1}\| \leq (1 + \frac{1}{n+1})H(V\tilde{u}_k, V\tilde{u}_{k+1}),
\]

where \( \sup_{k \geq 0} \eta_k = \nu < 1 \), \( \beta_k \) is given and

\[
\alpha_k = \gamma_k \alpha_k^*, \alpha_k^* = \frac{<g(u_k) - g(\tilde{u}_k), d_k>}{\|d_k\|^2}, \gamma_k \in (0, 2).
\]

**Remark 3.1** Since

\[
< g(u_k) - g(\tilde{u}_k), d_k > = < g(u_k) - g(\tilde{u}_k), g(u_k) - g(\tilde{u}_k) + e_k > = \|g(u_k) - g(\tilde{u}_k)\|^2 + < g(u_k) - g(\tilde{u}_k), e_k > > \frac{1}{2} \|g(u_k) - g(\tilde{u}_k)\|^2 + < g(u_k) - g(\tilde{u}_k), e_k > + \frac{1}{2} \|e_k\|^2 = \frac{1}{2} \|d_k\|^2,
\]

\( \alpha_k^* > \frac{1}{2} \). If \( \gamma_k = \frac{1}{\alpha_k^*} \in (0, 2) \), then \( \alpha_k \equiv 1 \), this implies that Algorithm 3.1 is the special case of Algorithm 3.2.

In the following, we will give the convergence analysis for Algorithm 3.1. For this purpose, we need the following Lemmas.
Lemma 3.1 Let $N(\cdot, \cdot) : H \times H \to H$ be $g$-monotone with respect to the two arguments, set-valued operator $A : H \to 2^H$ be maximal monotone, and $T, V : H \to CB(H)$ be two set-valued operators. Then for given $u_k \in H, \beta_k > 0$, and $u^* \in H, w^* \in Tu^*, y^* \in Vu^*$, which is a solution of the variational inclusion (1.1), we have

\[
< g(u_k) - g(u^*), g(u_k) - g(\bar{u}_k) + e_k > \\
g \geq < g(u_k) - g(\bar{u}_k), g(u_k) - g(\bar{u}_k) + e_k > \\
(3.3)
\]

and

\[
\|g(\bar{u}_k) - e_k - g(u^*)\|^2 \leq \|g(u_k) - g(u^*)\|^2 - (\|g(u_k) - g(\bar{u}_k)\|^2 - \|e_k\|^2). \\
(3.4)
\]

Proof. From (3.1), we have

\[
\frac{1}{\beta_k}(g(u_k) - g(\bar{u}_k) + e_k) \in N(\bar{w}_k, \bar{y}_k) + A(g(\bar{u}_k)).
\]

Since $0 \in N(w^*, y^*) + A(g(u^*))$, $A$ is maximal monotone and $N$ is $g$-monotone with respect to two arguments, we have

\[
< \frac{1}{\beta_k}(g(u_k) - g(\bar{u}_k) + e_k) - 0, g(\bar{u}_k) - g(u^*) > \geq 0.
\]

From $\beta_k \geq 0$, we have

\[
< g(u_k) - g(\bar{u}_k) + e_k, g(\bar{u}_k) - g(u^*) > \geq 0,
\]

so the inequality (3.3) is obtained immediately. Thus,

\[
\|g(\bar{u}_k) - e_k - g(u^*)\|^2 \\
= \|g(u_k) - g(u^*) - (g(u_k) - g(\bar{u}_k) + e_k)\|^2 \\
= \|g(u_k) - g(u^*)\|^2 - 2g(u_k) - g(u^*) + (g(u_k) - g(\bar{u}_k) + e_k)^2 + \|g(u_k) - g(\bar{u}_k) + e_k\|^2 \\
\leq \|g(u_k) - g(u^*)\|^2 - 2g(u_k) - g(u^*) + (g(u_k) - g(\bar{u}_k) + e_k)^2 + \|\|g(u_k) - g(\bar{u}_k)\|^2 - \|e_k\|^2\|
\]

The required results.

Lemma 3.2 For any given $u_k \in H, g(u_k) \in \Omega$, let $\bar{u}_k$ and $e_k$ satisfy the variational inclusion (3.2), and $N, T, V, A, g$ be as Lemma 3.1, $u_{k+1}$ is obtained from Algorithm 3.1, we have

\[
\|g(u_{k+1}) - g(u^*)\|^2 \leq \|g(u_k) - g(u^*)\|^2 - (1 - \eta_k^2)\|g(u_k) - g(\bar{u}_k)\|^2, \\
(3.5)
\]

where $u^* \in H$ is a solution of the variational inclusion (2.1).

Proof. Since $u^* \in H, g(u^*) \in \Omega$ and $g(u_{k+1}) = P_{\Omega}(g(\bar{u}_k) - e_k)$, take $x = g(u^*)$ and $x' = g(\bar{u}_k) - e_k$ in (2.1), we obtain

\[
\|g(u_{k+1}) - g(u^*)\| \leq \|g(\bar{u}_k) - e_k - g(u^*)\|. \\
(3.6)
\]
From (3.4), (3.6) and \( \|e_k\| \leq \eta_k \|g(u_k) - g(\bar{u}_k)\| \), we have

\[
\|g(u_{k+1}) - g(u^*)\|^2 \\
\leq \|g(u_k) - g(u^*)\|^2 - (\|g(u_k) - g(\bar{u}_k)\| - \|e_k\|)^2 \\
\leq \|g(u_k) - g(u^*)\|^2 - (1 - \eta_k^2)\|g(u_k) - g(\bar{u}_k)\|^2.
\]

The required results.

From \( \text{Sup}_{k \geq 0} \eta_k = \nu < 1 \) and (3.5),

\[
\|g(u_{k+1}) - g(u^*)\|^2 \leq \|g(u_k) - g(u^*)\|^2 - (1 - \nu^2)\|g(u_k) - g(\bar{u}_k)\|^2.
\]

So \( \{g(u_k)\} \) is bounded, and

\[
\lim_{k \to \infty} \|g(u_k) - g(\bar{u}_k)\| = 0,
\]

thus \( \{g(\bar{u}_k)\} \) is also bounded.

Now we give the convergence analysis for the Algorithm 3.1.

**Theorem 3.1** Let \( N(\cdot, \cdot) : H \times H \to H \) be \( g \)-monotone and Lipschitz continuous with respect to the two arguments, set-valued operator \( A : H \to 2^H \) be maximal monotone, and \( T, V : H \to CB(H) \) be \( H \)-Lipschitz continuous with constants \( \mu > 0 \) and \( \xi > 0 \), \( g \) is inverse and \( g^{-1} \) is Lipschitz continuous, and \( H \) is finite dimensional. Then the sequence \( \{u_k\} \) generated by Algorithm 3.1 converges strongly to a solution of generalized set-valued variational inclusion (1.1). Proof. From Lemma 3.2, \( \{g(\bar{u}_k)\} \) is bounded, thus \( \{g(\bar{u}_k)\} \) has a cluster point \( g(u^\infty) \). So there exists a subsequence \( \{g(\bar{u}_{k_j})\} \), which converges to \( \{g(u^\infty)\} \). Let

\[
x_k = \frac{1}{\beta_k} (g(u_k) - g(\bar{u}_k) + e_k),
\]

then

\[
x_{k_j} \in N(\bar{w}_{k_j}, \bar{y}_{k_j}) + A(g(\bar{u}_{k_j})). \tag{3.7}
\]

From \( \lim_{k \to \infty} \|g(u_k) - g(\bar{u}_k)\| = 0 \) and \( e_k \to 0 \), we have

\[
\lim_{j \to \infty} x_{k_j} = \lim_{j \to \infty} \frac{1}{\beta_{k_j}} (g(u_{k_j}) - g(\bar{u}_{k_j}) + e_{k_j}) = 0 \tag{3.8}
\]

From the Lipschitz continuity of \( g^{-1} \), and \( g(\bar{u}_{k_j}) \to g(u^\infty) \), we have

\[
\bar{u}_{k_j} \to u^\infty, (j \to \infty).
\]

From Lemma 2.1 and the \( H \)-Lipschitz continuity of \( T \), we have for any \( \bar{w}_{k_j} \in T(\bar{u}_{k_j}) \), there exists \( \bar{w}_{k_j}' \in Tu^\infty \) such that

\[
\|\bar{w}_{k_j} - \bar{w}_{k_j}'\| \leq 2H(\bar{u}_{k_j}, Tu^\infty)
\leq 2\mu \|\bar{u}_{k_j} - u^\infty\| \to 0. (j \to \infty)
\]
Since $Tu^\infty \in CB(E)$, there exists $w^\infty \in Tu^\infty$ such that

$$\bar{w}_{k_j} \rightarrow w^\infty.$$ 

Thus

$$\bar{w}_{k_j} \rightarrow w^\infty. \quad (3.9)$$

In a similar way, we have there exists $y^\infty \in Tu^\infty$, such that

$$\bar{y}_{k_j} \rightarrow y^\infty. \quad (3.10)$$

Let $j \rightarrow \infty$, from (3.7)-(3.10), we have

$$0 \in N(w^\infty, y^\infty) + A(g(w^\infty)).$$

So $w^\infty \in H, w^\infty \in Tu^\infty, y^\infty \in Vu^\infty$ is the solution of variational inclusion (1.1). From (3.5), we have

$$\|g(u_{k+1}) - g(u^\infty)\|^2 \leq \|g(u_k) - g(u^\infty)\|^2, \forall k \geq 0.$$ 

Since $g(\bar{u}_{k_j}) \rightarrow g(u^\infty), g(u_k) \rightarrow g(\bar{u}_k)$, for any $\varepsilon > 0$, $\exists L > 0$, such that

$$\|g(\bar{u}_{k_j}) - g(u^\infty)\| \leq \varepsilon/2, \|g(\bar{u}_{k_j}) - g(u_k)\| \leq \varepsilon/2, (l > L)$$

So, for any $k > k_i$, from (3.9) and (3.10),

$$\|g(u_k) - g(u^\infty)\| \leq \|g(u_k) - g(u^\infty)\| \leq \|g(\bar{u}_{k_j}) - g(u^\infty)\| + \|g(\bar{u}_{k_j}) - g(u^\infty)\| < \varepsilon$$

de. \{g(u_k)\} strongly converges to $g(u^\infty)$.

From the Lipschitz continuity of $g^{-1}$, we have $\{u_k\}$ strongly converges to $u^\infty$.

**Remark 3.2** Theorem 3.1 improve and extend the corresponding results in Noor [2,3,4] and He [5,6].

**Theorem 3.2** Let the sequences $\{u_k\}, \{\bar{u}_k\}$ and $\{e_k\}$ satisfy variational inclusion (3.2), $\{\eta_k\}$ is the positive sequence, then the sequence $\{u_k\}$ generated by Algorithm 3.2 satisfy

$$\|g(u_{k+1}) - g(u^*)\|^2 \leq \|g(u_k) - g(u^*)\|^2$$

$$-\frac{1}{2} \gamma_k (2 - \gamma_k) (1 - \eta_k) \|g(u_k) - g(\bar{u}_k)\|^2.$$ 

Proof. Let $u^* \in H, w^* \in Tu^*, y^* \in Vu^*$ be the solution of variational inclusion (2.1). Since $g(u^*) \in \Omega$ and

$$g(u_{k+1}) = P_{\Omega}[g(u_k) - \alpha_k (g(u_k) - g(\bar{u}_k) + e_k)],$$

$$\|g(u_{k+1}) - g(u^*)\| \leq \|g(u_k) - g(u^*) - \alpha_k (g(u_k) - g(\bar{u}_k) + e_k)\|.$$ 

From (3.3) and $\alpha_k^* = \frac{<g(u_k) - g(\bar{u}_k), d_k}>}{\|d_k\|^2}$, we have

$$\|g(u_{k+1}) - g(u^*)\|^2 \leq \|g(u_k) - g(u^*) - \alpha_k (g(u_k) - g(\bar{u}_k) + e_k)\|^2$$

$$\leq \|g(u_k) - g(u^*)\|^2 - 2\alpha_k < g(u_k) - g(\bar{u}_k), g(u_k) - g(\bar{u}_k) + e_k >$$
\[ + \alpha_k^2 \| g(u_k) - g(\bar{u}_k) + \epsilon_k \|^2 \]
\[ = \| g(u_k) - g(u^*) \|^2 - \gamma_k (2 - \gamma_k) \alpha_k^* < g(u_k) - g(\bar{u}_k), d_k > . \]  

(3.12)

Notice

\[ < g(u_k) - g(\bar{u}_k), d_k > \geq \| g(u_k) - g(\bar{u}_k) \|^2 - \| g(u_k) - g(\bar{u}_k) \| \| \epsilon_k \| \]
\[ \geq (1 - \eta_k) \| g(u_k) - g(\bar{u}_k) \|^2 . \]  

(3.13)

From (3.12), (3.13) and \( \alpha_k^* > 1/2 \), (3.11) is obtained immediately. The required results.

**Remark 3.3** By using Theorem 3.2, one can easily obtain the convergence analysis of Algorithm 3.2.
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