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Abstract. The Hermite-Hadamard double inequality is the first fundamental

result for convex functions defined on a interval of real numbers with a natural
geometrical interpretation and a loose number of applications for particular

inequalities. In this monograph we present the basic facts related to Hermite-
Hadamard inequalities for convex functions and a large number of results for

special means which can naturally be deduced. Hermite-Hadamard type in-

equalities for other concepts of convexities are also given. The properties of
a number of functions and functionals or sequences of functions which can

be associated in order to refine the H· − H· result are pointed out. Recent

references that are available online are mentioned as well.
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1. PREFACE v

1. Preface

As J.L.W.V. Jensen anticipated in 1906:
“Il me semble que la notion de fonction convexe est à peu prés aussi fondamen-

tale que celles-ci: fonction positive, fonction croissante. Si je ne tromp pas en ceci,
la notion devra trouver sa place dans les expositions élémentaires de la théorie des
fonctions réelles”
the concept of convex functions has indeed found an important place in Modern
Mathematics as can be seen in a large number of research articles and books
devoted to the field these days.

In this context, the Hermite-Hadamard inequality, which, we can say, is the first
fundamental result for convex functions with a natural geometrical interpretation
and many applications, has attracted and continues to attract much interest in
elementary mathematics.

Many mathematicians have devoted their efforts to generalise, refine, counter-
part and extend it for different classes of functions such as: quasi-convex functions,
Godunova-Levin class of functions, log-convex and r−convex functions, p−functions,
etc or apply it for special means (p−logarithmic means, identric mean, Stolarsky
means, etc).

The present work endeavours to present some of the fundamental results con-
nected to the Hermite-Hadamard inequality in which the authors have been involved
during the last ten years. It does not claim that it contains all the significant results
about Hermite-Hadamard (H·−H·) inequalities and their companions, but at least
it has those results that have natural applications for special means, which is a
subsequent aim of this work.

In the Introduction, after considering some historical considerations, we present
a number of fundamental facts as can be found in the book [147] which has devoted
almost a whole chapter to this important inequality in the larger context of convex
functions.

In Chapter 2, we consider some new generalisations related to the Hermite-
Hadamard inequality. Hadamard’s inferior and superior sums are introduced, re-
finements of the H· −H· inequality for modulus are presented and natural gener-
alisations for n−time differentiable functions and for isotonic linear and sublinear
functionals are pointed out. A large number of applications for special means are
obtained.

Chapter 3 is completely devoted to the functionals which can naturally be
associated to the H· − H· inequality. Their properties, such as: superadditivity,
monotonicity and supermultiplicity, are studied. The monotonicity and convexity
properties of other functions, defined in terms of simple or double integrals, are also
considered.

Chapter 4 contains some sequences of mapping defined in terms of multiple
integrals which refine the H· − H· inequalities. Their convergence to f

(
a+b
2

)
is

investigated.
In Chapter 5, we present a number of H· −H· type inequalities which can be

obtained for functions that are: log-convex or r−convex, or belong to the class
of Godunova-Levin. Similar results for quasi-convex, p−functions, multiplicatively
convex, s−convex functions in the first and second sense and m−convex functions
are also derived. Generalisation for convex-dominated and Lipschitzian functions
and some applications are also presented.
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The last chapter, Chapter 6, is devoted to some recent result on Hermite-
Hadamard type inequalities for mappings of several variables, including functions
defined on a disk in a plane, functions defined on a ball in a space and a result for
convex domains in R3.

This book is intended for use in the fields of integral inequalities, approximation
theory, special means theory, optimisation theory, information theory and numerical
analysis.

The Authors,
Melbourne and Adelaide, December, 2000.



CHAPTER 1

Introduction

1. Historical Considerations

We start with the following historical considerations (see [112] and [147, p.
137]).

On November 22, 1881, Hermite (1822-1901) sent a letter to the journal Math-
esis. An extract from that letter was published in Mathesis 3 (1883, p. 82). It
reads as follows:
“Sur deux limites d’une intégrale définie. Soit f (x) une fonction qui varie
toujours dans le même sens de x = a, á x = b. On aura les relations

(1.1) (b− a) f
(
a+ b

2

)
<

∫ b

a

f (x) dx < (b− a)
f (a) + f (b)

2

ou bien

(b− a) f
(
a+ b

2

)
>

∫ b

a

f (x) dx > (b− a)
f (a) + f (b)

2

suivant que la courbe y = f (x) tourne sa convexité ou sa concavité vers l’axe des
abcisses.
En faisant dans ces formules f (x) = 1/ (1 + x), a = 0 , b = x il vient

x− x2

2 + x
< log (1 + x) < x− x2

2 (1 + x)
. ”

It is interesting to note that this short note of Hermite is nowhere mentioned in
mathematical literature, and that these important inequalities (of Hermite) are not
widely known as Hermite’s result. His note is recorded neither in the authoritative
journal Jahrbuch über die Fortschritte der Mathematik nor in Hermite’s collected
papers, which were published “sous les auspices de l’Académie des sciences de Paris
par Emile Picard (1905-1917), membre de l’Institut.” In the booklet on Hermite
by Jordan and Mansion (1901), Mansion published a bibliography of Hermite’s
writings, but this note in Mathesis was not included [112]. Beckenbach, a leading
expert on the history and theory of complex functions, wrote that the first inequality
in (1.1) was proved by Hadamard in 1893 [7, p. 441] and apparently was not aware
of Hermite’s result.

It should be mentioned that Fejér (1880-1959), while studying trigonometric
polynomials (1906), obtained inequalities which generalise that of Hermite, but
again Hermite’s work was not acknowledged. In its original form, Fejér’s result
reads [72] (see also [147, p. 138]):

Theorem 1. Consider the integral
∫ b
a
f (x) g (x) dx, where f is a convex func-

tion in the interval (a, b) and g is a positive function in the same interval such

1



2 1. INTRODUCTION

that
g (a+ t) = g (b− t) , 0 ≤ t ≤ 1

2
(a+ b) ,

i.e., y = g (x) is a symmetric curve with respect to the straight line which contains
the point

(
1
2 (a+ b) , 0

)
and is normal to the x−axis. Under those conditions the

following inequalities are valid:

(1.2) f

(
a+ b

2

)∫ b

a

g (x) dx ≤
∫ b

a

f (x) g (x) dx ≤ f (a) + f (b)
2

∫ b

a

g (x) dx.

Clearly, for g (x) ≡ 1 and x ∈ (a, b), we obtain Hermite’s inequalities. There-
fore, Hermite’s important result in (1.1), which provides a necessary and sufficient
condition for a function f to be convex in (a, b), has not been credited to him
in mathematical literature. In fact, the term “convex” also stems from a result
obtained by Hermite in 1881 and published in 1883 as a short note in Mathe-
sis, a journal of elementary mathematics. There are results of lesser importance
which have received more attention in the area of inequalities, but unfortunately
this fundamental work of Hermite has been frequently cited without the correct
identification of its original author [112].

It is obvious that (1.1), is an interpolating inequality for

(1.3) f

(
a+ b

2

)
≤ f (a) + f (b)

2
.

More than twenty years after Hermite’s work was published, J. L. W. V. Jensen
(1905, 1906) defined convex functions (i.e., J−convex functions) using inequality
(1.3) [88]. His remark, which we cite here, was shown to be justified: “Il me semble
que la notion de fonction convexe est à peu prés aussi fondamentale que celles-ci:
fonction positive, fonction croissante. Si je ne tromp pas en ceci, la notion devra
trouver sa place dans les expositions élémentaires de la théorie des fonctions réelles”
(Jensen, 1906).

Indeed, it is not easy to give a complete treatment of the literature when
studying convex functions, but the importance of Hermite’s result is obvious. Since
the inequalities in (1.1) have been known as Hadamard’s inequalities, in this work,
following [112] and [147], we shall call them the Hermite-Hadamard inequalities,
or H· −H· inequalities, for simplicity.

Remark 1. ([147, p. 140]) Note that the first inequality is stronger than the
second inequality in (1.1); i.e., the following inequality is valid for a convex function
f :

(1.4)
1

b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
≤ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx.

Indeed, (1.4) can be written as

2
b− a

∫ b

a

f (x) dx ≤ 1
2

[
f (a) + f (b) + 2f

(
a+ b

2

)]
,

which is

2
b− a

∫ a+b
2

a

f (x) dx+
2

b− a

∫ b

a+b
2

f (x) dx

≤ 1
2

[
f (a) + f

(
a+ b

2

)]
+

1
2

[
f

(
a+ b

2

)
+ f (b)

]
.
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This immediately follows by applying the second inequality in (1.1) twice (on the
interval [a, (a+ b)/2] and [(a+ b)/2, b]). By letting a = −1, b = 1, we obtain the
result due to Bullen (1978). Further on, we shall call (1.4) as Bullen’s inequality.

2. Characterisations of Convexity via H· −H· Inequalities

In the classic book of Hardy, Littlewood, and Pólya ([84, p. 98]) the following
result in characterising the convex functions is given (see also [147, p. 139]):

Theorem 2. A necessary and sufficient condition that a continuous function
f be convex in (a, b) is that

(1.5) f (x) ≤ 1
2h

∫ x+h

x−h
f (t) dt for a ≤ x− h < x+ h ≤ b.

It can be shown that this result is equivalent to the first inequality in (1.1)
when f is continuous on [a, b]. However, it remains unclear by who and when the
transition from the inequality (1.1) to the convexity criterion (1.5) was made [147,
p. 139].

For f ∈ C (I), h > 0, and x ∈ I1 (h) = {t : t− h, t+ h ∈ I}, the operator Sh
defined by

(1.6) Sh (f, x) =
1
2h

∫ x+h

x−h
f (t) dt

is often called a Steklov function , although it is an operator mapping C (I) into
C (I1). For a finite interval I = [a, b], the maximum value of h can be b−a

2 . In
this case, I1 contains a single point and Sh becomes a functional. The Hermite-
Hadamard inequality (1.5) now has the form f (x) ≤ Sh (f, x) for x ∈ I1 (h) and is
equivalent to the convexity of the function. The iterated Steklov operators (with
step h > 0) Snh (n ∈ N) are defined by (see for example [147, p. 140]):

(1.7) S0
h (f, x) = f (x) , Snh (f, h) =

1
2h

∫ x+h

x−h
Sn−1
h (f, x) dt,

where n ∈ N, x ∈ In (h) = {t : t− nh, t+ nh ∈ I}. For convenience we write Sh
instead of S1

h, and (1.5) becomes S0
h (f, x) ≤ S1

h (f, x).
The following two theorems are generalisations of Theorem 2 (see for instance

[147, p. 140]):
Theorem 3. A function f ∈ C (I) is convex iff for every h > 0 and x ∈ In (h)

the inequality

(1.8) f (x) ≤ Snh (f, x)

holds for every fixed n.
Theorem 4. A function f ∈ C (I) is convex iff for every h > 0 and x ∈ In (h)

the inequality

(1.9) Sn−1
h (f, x) ≤ Snh (f, x)

holds for every fixed n.
It is easy to see that Theorem 4 generalises the convexity criterion based on

the inequality (1.5) (we obtain (1.5) by letting h→ 0).
In Roberts and Varberg ([158, p. 15]), the following result is given (see also

[147, p. 147]).



4 1. INTRODUCTION

Theorem 5. A function f ∈ C [a, b] is convex iff for every s < t in [a, b] we
have

(1.10)
1

t− s

∫ t

s

f (x) dx ≤ f (s) + f (t)
2

.

More general results are given by Rado ([157, 1935]). In the following we
state some characterisation results given in this paper. Let f (x) be a positive and
continuous function on (a, b) and let u, v ∈ R. We define (see for example [147, p.
141])

I (f, x, h, u) =


(

1
2h

∫ h
−h f (x+ t)u dt

) 1
u

for u 6= 0

exp
(

1
2h

∫ h
−h log f (x+ t) dt

)
for u = 0;

A (f, x, h, v) =


(

1
2f (x− h)v + f (x+ h)v

) 1
v for v 6= 0

(f (x+ h) f (x− h))
1
2 for v = 0.

Further, let E denote the set of all pairs (u, v) such that

(1.11) I (f, x, h, u) ≤ A (f, x, h, v)

holds for all x and h satisfying a < x− h < x+ h < b and all positive continuous,
and convex functions f on (a, b). Similarly, let Ē be the set of points on (u, v) such
that (1.11) holds for all such x, h and all positive and continuous functions f on
(a, b). The main result in Rado’s paper [157] concerns the explicit determination
of the sets E and Ē, and the following theorems is proved (see also [147, p. 142]):

Theorem 6. (a) (u, v) belongs to E iff one of the following conditions is
satisfied:
(i) u ≤ −2 and v ≥ 0;
(ii) −2 ≤ u ≤ −1

2 and v ≥ u+2
3 ;

(iii) − 1
2 ≤ u ≤ 1 and v ≥ u log 2

log(1+u) ; and
(iv) 1 ≤ u and v ≥ u+2

3 .
(b) (u, v) belongs to Ē iff 3v − u− 2 ≤ 0.

In Theorem 5, if we replace the word “convexity” by “concavity”, the inequality
“I ≤ A” in (1.11) by “I ≥ A” and E, Ē by E∗ and Ē∗, respectively, then the
following theorems are true (see for example [147, p. 142]):

Theorem 7. (a) (u, v) belongs to E∗ iff one of the following conditions
is satisfied:
(i) u ≤ −2 and v ≤ u+2

3 ;
(ii) −2 ≤ u ≤ −1 and v ≤ 0;
(iii) −1 ≤ u ≤ −1

2 and v ≥ u log 2
log(1+u) ;

(iv) − 1
2 ≤ u ≤ 1 and v ≤ u+2

3 and
(v) 1 ≤ u and v ≤ u log 2

log(1+u) .
(b) (u, v) belongs to Ē∗ iff 3v − u− 2 ≥ 0.

As a simple consequence of Theorems 6-7, Rado (1935) proved the following
result.

Theorem 8. Let f be a positive and continuous function on (a, b). Then
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(a) the inequality in (1.11) is equivalent to the convexity of f iff (u, v) satisfies
the conditions:
(i) 3v − u− 2− 0 and
(ii) either −2 ≤ u ≤ −1

2 or 1 ≤ u <∞;
(b) the reverse inequality in (1.11) is equivalent to the convexity of f iff (u, v)

satisfies the conditions
(i) 3v − u− 2 = 0 and
(ii) either u ≤ −2 or − 1

2 ≤ u ≤ 1.
Another generalisation of the Hermite-Hadamard inequalities has been given

by Vasić and Lacković (1974, 1976) [181] and Lupaş (1976) [103] (see also [147, p.
143]):

Theorem 9. Let p, q be given positive numbers and a1 ≤ a < b ≤ b1. Then the
inequalities

(1.12) f

(
pa+ qb

p+ q

)
≤ 1

2y

∫ A+y

A−y
f (t) dt ≤ pf (a) + qf (b)

p+ q

hold for A = pa+qb
p+q , y > 0, and all continuous convex functions f : [a1, b1] → R iff

(1.13) y ≤ b− a

p+ q
min {p, q} .

Remark 2. (a) Observe that (1.12) may be regarded as a refinement of
the definition inequality for convex functions.

(b) For p = q = 1 and y = b−a
2 , (1.13) is the Hermite-Hadamard inequal-

ity. It is known that [147, p. 144] under that same conditions Hermite-
Hadamard’s inequality yields, the following refinement of (1.13):

f

(
pa+ qb

p+ q

)
≤ 1

2y

∫ A+y

A−y
f (t) dt ≤ 1

2
{f (A− y) + f (A+ y)}(1.14)

≤ pf (a) + qf (b)
p+ q

holds.

3. Some Generalisations

Generalisations of Theorem 9 for positive linear functionals were given by
Pečarić and Beesack in 1986 [142] (see also [147, p. 146]):

Theorem 10. Let f be a continuous convex function on an interval I ⊃ [m,M ],
where −∞ < m < M <∞. Suppose that g : E → R satisfies m ≤ g (t) ≤M for all
t ∈ E, g ∈ L, and f (g) ∈ L. Let A : L → R be an isotonic linear functional with
A (1) = 1, and let p = pg, q = qg be nonnegative real numbers (with p+ q > 0) for
which

(1.15) A (g) =
pm+ qM

p+ q
.

Then

(1.16) f

(
pm+ qM

p+ q

)
≤ A (f (g)) ≤ pf (m) + qf (M)

p+ q
.

Theorem 11. Suppose that L satisfies conditions L1-L3 defined by
(L1) f, g ∈ L imply af + bg ∈ L for all a, b ∈ R;
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(L2) 1 ∈ L, that is, if f (t) = 1 for t ∈ E, then f ∈ L;
(L3) f ∈ L, E1 ∈ A then fCE1 ∈ L;

on a nonempty set E and that f is a continuous convex function on an interval I,
while g, h ∈ L with f (g), f (h) ∈ L. Let A,B be isotonic linear functionals on L
for which A (1) = B (1) = 1. If A (h) = B (g), E1 ∈ A satisfies A (CE1) > 0 and
A (CE2) > 0 where E2 = E\E1, and if

(1.17)
A (hCE1)
A (CE1)

≤ g (t) ≤ A (hCE2)
A (CE2)

for all t ∈ E,

then

(1.18) f (A (h)) ≤ B ((f) (g)) ≤ A (f (h)) .

Note that again the inequality (1.18) is a refinement of Jessen’s inequality and
is also a generalisation of an inequality obtained by Vasić, Lacović, and Maksimović
in 1980 [182] (see also [147, p. 147]).

In 1982, Wang and Wang [183] proved the following generalisation of Theorem
9.

Theorem 12. Let f : [a, b] → R be a convex function, xi ∈ [a, b], and pi > 0
(i = 0, ..., n). Then the following inequalities are valid:

f

(∑n
i=0 pixi∑n
i=0 pi

)
≤

n∏
j=1

(
βj − αj

)−1
∫ β1

α1

. . .

∫ βn

αn

f
(
x0 (1− t1)(1.19)

+
n−1∑
j=1

xj (1− tj+1) t1 . . . tj + xnt1t2 . . . tn
) n∏
i=1

dti

≤
∑n
j=0 pjf (xj)∑n

j=0 pj
,

where

(1.20)
(αi + βi)

2
=

∑n
k=1 pk∑n
k=i−1 pk

for i = 1, . . . , n

and

(1.21) 0 ≤ αi < βi ≤ 1 for i = 1, . . . , n.

For other remarks related to the above results, see [147, p. 148].
Another generalisation of the first inequality in (1.1) was done by Neumann in

1986 [121].
Let x (t) =

∑v
r=u art

r (for 0 ≤ u ≤ v and ar ∈ R) be an algebraic polynomial of
degree not exceeding v and let a = min {x (t) : c ≤ t ≤ d}, b = max {x (t) : c ≤ t ≤ d}
(see also [147, p. 149]).

Theorem 13. Let f be a convex function on (a, b). Then

(1.22) f

(
v∑
r=u

arm
r

)
≤
∫ d

c

Mn (t) f

(
v∑
r=u

art
r

)
dt,

where Mn is a B−spline and mr the rth generalised symmetric mean of t0,. . . ,tn.
The following generalisation of the first inequality in (1.1) for convex functions

of several variables was given by Neuman and Pečarić in 1989, [182] (see also [147,
p. 149]).
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Theorem 14. Let f be a convex function on Rk and let vol ([x0, . . . ,xk]) > 0,
xi ∈ Rk, i = 0, 1, . . . , n. Then

(1.23) f (m`1 , . . . ,m`k) ≤
∫

Rk

f
(
x`11 , . . . , x

`k
k

)
M (x|x0, . . . ,xk) dx,

where `i = 1, 2, . . . ; i = 1, 2, . . . , k.
Another result of this type is embodied in the following theorem (see [147, p.

150]):
Theorem 15. Under the assumptions of Theorem 14, we have

(1.24) f

(
1

n+ 1

n∑
i=0

xi

)
≤
∫

Rk

f (x)M (x|x0, . . . ,xk) dx ≤
1

n+ 1

n∑
i=0

f(xi) ,

and the equality (1.24) holds iff f ∈
∏

1

(
Rk
)
, where

∏
1

(
Rk
)

is the set of all
polynomials with degree of, at most 1.

As a special case, we obtain:
Theorem 16. Let σ = [x0, . . . ,xk], where k ≥ 1 and volk (σ) > 0. If f : σ → R

is a convex function, then

(1.25) f

 1
k + 1

k∑
j=0

xj

 ≤ 1
volk (σ)

∫
σ

f (x) dx ≤ 1
k + 1

k∑
j=0

f(xj) ,

and equalities hold iff f ∈
∏

1

(
Rk
)
.

Let X = {x0, . . . ,xk} (n > k ≥ 1), and assume that any subset that consists
of k + 1 points spans a proper simplex. Let Xj = X\ {xj : 0 ≤ j ≤ n}. Then a
multivariate B−spline can be written as M (·|X) (with knot set X). Similarly, let
M (·|Xj) denote the multivariate B−spline with knot set Xj . For real numbers
λ0, . . . .λn with

∑n
j=0 λj = 1, let y =

∑n
j=0 λjxj and let z = 1

n+1

∑n
j=0 xj . The

following generalisation of Theorem 9 is a special case of a more general result of
Neuman (1990) [123] (see [147, p. 151]).

Theorem 17. Let f be a convex function on Rk. Then

(1.26)
∫

Rk

f (x)M (x|X) dx ≤
n∑
j=0

λj

∫
Rk

f (x)M
(
x|Xj

)
dx

holds iff y = z, and equality in (1.26) holds iff f ∈
∏

1

(
Rk
)
.

Note that Neuman’s general inequality is also a generalisation of Fejér’s in-
equality given in (1.2).

For other results related to the Hermite-Hadamard inequality and a compre-
hensive list of references up to 1992, see the book [147]. For recent results, see [1],
[2] – [3], [5], [73] – [77], [83], [100], [104], [108], [116] , [136] – [134], [141] –
[145], [154] and [157] – [168].





CHAPTER 2

Some Results Related to the H· −H· Inequality

1. Generalisations of the H· −H· Inequality

1.1. Integral Inequalities. The following generalization of the first inequal-
ity due to Hermite-Hadamard holds:

Theorem 18. Let f : I ⊆ R → R be a convex function on I and a, b ∈̊I with
a < b. Then for all t ∈ [a, b] and λ ∈

[
f ′− (t) , f ′+ (t)

]
one has the inequality:

(2.1) f (t) + λ

(
a+ b

2
− t

)
≤ 1
b− a

∫ b

a

f (x) dx.

Proof. Let t ∈ [a, b] . Then it is known [147, Theorem 1.6] that for all λ ∈[
f ′− (t) , f ′+ (t)

]
one has the inequality:

f (x)− f (t) ≥ λ (x− t) for all x ∈ [a, b] .

Integrating this inequality on [a, b] over x we have∫ b

a

f (x) dx− (b− a) f (t) ≥ λ (b− a)
(
a+ b

2
− t

)
and the inequality (2.1) is proved.

Remark 3. For t = a+b
2 we get the first part of the H· −H· inequality.

Corollary 1. Let f be as above and 0 ≤ a < b.

(a) If f ′+
(√

ab
)
≥ 0, then

1
b− a

∫ b

a

f (x) dx ≥ f
(√

ab
)

;

(b) If f ′+
(

2ab
a+b

)
≥ 0, then

1
b− a

∫ b

a

f (x) dx ≥ f

(
2ab
a+ b

)
;

(c) If f is differentiable in a and b then

1
b− a

∫ b

a

f (x) dx ≥ max
{
f (a) + f ′ (a)

b− a

2
, f (b) + f ′ (b)

a− b

2

}
and

0 ≤ f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx ≤ f ′ (b) + f ′ (a)
2

(b− a) ;

9
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(d) If xi ∈ [a, b] are points of differentiability for f and pi ≥ 0 are such that

Pn :=
n∑
i=1

pi > 0 and

a+ b

2

n∑
i=1

f ′ (xi) pi ≥
n∑
i=1

pif
′ (xi)xi,

then one has the inequality:

1
b− a

∫ b

a

f (x) dx ≥ 1
Pn

n∑
i=1

pif (xi) .

Remark 4. If we assume that f is differentiable on (a, b) , we recapture some
of the results from [55] and [30].

The second part of the H· −H· inequality can be extended as follows [30]:
Theorem 19. Let f and a, b be as above. Then for all t ∈ [a, b] we have the

inequality:

(2.2)
1

b− a

∫ b

a

f (x) dx ≤ f (t)
2

+
1
2
· bf (b)− af (a)− t (f (b)− f (a))

b− a
.

Proof. Taking into account that the class of differentiable convex functions
on (a, b) is dense in uniform topology in the class of all convex functions defined on
(a, b) , we can assume, without loss of generality, that f is differentiable on (a, b) .
Thus we can write the inequality:

f (t)− f (x) ≥ (t− x) f ′ (x) for all t, x ∈ (a, b) .

Integrating this inequality over x on [a, b] we get:

(2.3) (b− a) f (t)−
∫ b

a

f (x) dx ≥ t (f (b)− f (a))−
∫ b

a

xf ′ (x) dx.

As a simple computation shows us that∫ b

a

xf ′ (x) dx = bf (b)− af (a)−
∫ b

a

f (x) dx,

then (2.3) becomes

(b− a) f (t)− t (f (b)− f (a)) + bf (b)− af (a) ≥ 2
∫ b

a

f (x) dx

which is equivalent to (2.2) .

Corollary 2. With the above assumptions, and under the condition that 0 ≤
a < b, one has the inequality:

(2.4)
1

b− a

∫ b

a

f (x) dx ≤ min {Hf (a, b) , Gf (a, b) , Af (a, b)}

where:

Hf (a, b) :=
1
2

[
f

(
2ab
a+ b

)
+
bf (b) + af (a)

b+ a

]
,

Gf (a, b) :=
1
2

[
f
(√

ab
)

+

√
bf (b) +

√
af (a)√

b+
√
a

]
,
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and

Af (a, b) :=
1
2

[
f

(
a+ b

2

)
+
f (b) + f (a)

2

]
.

Remark 5. The inequality (2.4) for Af (a, b) has been proved by P. S. Bullen
in 1978, [147, p. 140] and the inequality (2.4) for Gf (a, b) has been proved by J.
Sándor in 1988, [167].

The following generalization of the above theorem has been proved by S.S.
Dragomir and E. Pearce in paper [65]:

Theorem 20. Let f : I ⊆ R → R be a convex function, a, b ∈̊I with a < b and
xi ∈ [a, b] , pi ≥ 0 with Pn > 0. Then we have the following refinement of the second
part of the H· −H· inequality:

1
b− a

∫ b

a

f (x) dx(2.5)

≤ 1
2

{
1
Pn

n∑
i=1

pif (xi) +
1

b− a
[(b− xp) f (b) + (xp − a) f (a)]

}

≤ 1
2

[f (a) + f (b)] ,

where

xp =
1
Pn

n∑
i=1

pixi.

Proof. As above, it is sufficient to prove (2.5) for convex functions which are
differentiable on (a, b) , then

f (y)− f (x) ≥ f ′ (x) (y − x) for all x, y ∈ (a, b) .

Thus, we have:

f (xi)− f (x) ≥ f ′ (x) (xi − x) for all i ∈ {1, ..., n} .

Integrating on [a, b] over x we have:

f (xi)−
1

b− a

∫ b

a

f (x) dx

≥ xi
b− a

(f (b)− f (a))− 1
b− a

∫ b

a

xf ′ (x) dx

=
xi
b− a

(f (b)− f (a))− 1
b− a

(bf (b)− af (a)) +
1

b− a

∫ b

a

xf (x) dx.

By multiplying with pi ≥ 0 and summing over i from 1 to n, we obtain:

1
Pn

n∑
i=1

pif (xi)−
1

b− a

∫ b

a

f (x) dx

≥ xp
b− a

(f (b)− f (a))− 1
b− a

(bf (b)− af (a)) +
1

b− a

∫ b

a

f (x) dx
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where xp is as above, from where we get

2
b− a

∫ b

a

f (x) dx

≤ 1
Pn

n∑
i=1

pif (xi) +
1

b− a
[(b− xp) f (b) + (xp − a) f (a)]

and the first inequality in (2.5) is proved.
Let

α =
b− xi
b− a

, β =
xi − a

b− a
, xi ∈ [a, b] , i ∈ {1, ..., n} .

Then it is clear that α+ β = 1 and by the convexity of f we have that

b− xi
b− a

f (a) +
xi − a

b− a
f (b) ≥ f (xi)

for all i ∈ {1, ..., n} . By multiplying with pi ≥ 0 and summing over i from 1 to n,
we derive:

1
b− a

[(b− xp) f (a) + (xp − a) f (b)] ≥ 1
Pn

n∑
i=1

pif (xi)

which is well known in the literature as the Lah-Ribarić inequality [114, p. 9].
Using the previous inequality, we have that:

1
Pn

n∑
i=1

pif (xi) +
1

b− a
[(b− xp) f (b) + (xp − a) f (a)]

≤ 1
b− a

[(b− xp) f (a) + (xp − a) f (b) + (b− xp) f (b) + (xp − a) f (a)]

= f (a) + f (b) .

Thus, the inequality (2.5) is proved.

Corollary 3. With the above assumptions for f, a, b and if t ∈ [a, b] , then we
have the inequality:

f (t)
2

+
1
2
· bf (b)− af (a)− t (f (b)− f (a))

b− a
≤ f (a) + f (b)

2
.

Proof. The argument follows by the above theorem if we choose xi = t, i ∈
{1, ..., n} . We shall omit the details.

Remark 6. The inequality (2.5) is also a generalization of Bullen’s result. We
recapture his result when xi = a+b

2 , i = 1, ..., n.

1.2. Applications for Special Means. Let us recall the following means for
two positive numbers.

(1) The Arithmetic mean

A = A (a, b) :=
a+ b

2
, a, b > 0;

(2) The Geometric mean

G = G (a, b) :=
√
ab, a, b > 0;
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(3) The Harmonic mean

H = H (a, b) :=
2ab
a+ b

, a, b > 0;

(4) The Logarithmic mean

L = L (a, b) :=


a if a = b

b−a
ln b−ln a if a 6= b;

, a, b > 0,

(5) The Identric mean

I = I (a, b) :=


a if a = b

1
e

(
bb

aa

) 1
b−a

if a 6= b

, a, b > 0;

(6) The p-Logarithmic mean

Lp = Lp (a, b) :=


a if a = b

[
bp+1−ap+1

(p+1)(b−a)

] 1
p

if a 6= b

, a, b > 0.

The following inequality is well known in the literature:

(2.6) H ≤ G ≤ L ≤ I ≤ A.

It is also known that Lp is monotonically increasing over p ∈ R, denoting L0 = I
and L−1 = L.

We shall start with the following proposition:
Proposition 1. Let p ∈ (−∞, 0)∪ [1,∞) \ {−1} and [a, b] ⊂ (0,∞) . Then one

has the inequality:

(2.7)
Lpp − tp

ptp−1
≥ A− t

for all t ∈ [a, b] .

Proof. If we choose in Theorem 18, f : [a, b] → [0,∞) , f (x) = xp and p as
specified above, we get

1
b− a

∫ b

a

xpdx ≥ tp + ptp−1

(
a+ b

2
− t

)
for all t ∈ [a, b] .
As

1
b− a

∫ b

a

xpdx = Lpp (a, b) = Lpp

we get the desired inequality (2.7) .

Remark 7. Using the above inequality we deduce the following particular re-
sults:

Lpp − Ip

pIp−1
≥ A− I ≥ 0,

Lpp − Lp

pLp−1
≥ A− L ≥ 0

and
Lpp −Gp

pGp−1
≥ A−G ≥ 0,

Lpp −Hp

pHp−1
≥ A−H ≥ 0
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and
Lpp − ap

pap−1
≥ A− a ≥ 0, 0 ≤

Lpp − bp

pbp−1
≤ b−A

respectively.
The following proposition also holds
Proposition 2. Let 0 < a < b. Then for all t ∈ [a, b] we have the inequality:

(2.8)
L− t

L
≤ A− t

t
.

Proof. If we choose in Theorem 18, f (x) = 1
x , x ∈ [a, b] we have:

1
b− a

∫ b

a

dx

x
≥ 1
t
− 1
t2

(
a+ b

2
− t

)
,

which is equivalent to
1
L
≥ 1
t
− 1
t2

(A− t) ,

and the inequality (2.8) is proved.

Remark 8. Using the above inequality we can state the following interesting
inequalities:

Lp − L

L
≥ Lp −A

Lp
,
A−G

G
≥ L−G

L

and
A−H

H
≥ L−H

L
,
L− a

L
≥ A− a

a
and

b− L

L
≥ b−A

b
.

Finally, we have the following additional proposition:
Proposition 3. Let 0 < a < b. Then one has the inequality

(2.9) ln I − ln t ≤ A− t

t

for all t ∈ [a, b] .

Proof. If we choose in Theorem 18, f (x) = − lnx, x ∈ [a, b] we get

− 1
b− a

∫ b

a

lnxdx ≥ − ln t− 1
t

(
a+ b

2
− t

)
which is equivalent to

− ln I ≥ − ln t− 1
t

(A− t)

which is equivalent to (2.9) .

Remark 9. Using the inequality (2.9) we get that

lnLp − ln I ≥ Lp −A

Lp
≥ 0, ln b− ln I ≥ b−A

b

and

0 ≤ ln I − lnL ≤ A− L

L
, 0 ≤ ln I − lnG ≤ A−G

G
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and
0 ≤ ln I − lnH ≤ A−H

H
, 0 ≤ ln I − ln a ≤ A− a

a
respectively.

Now, we shall give some natural applications of Theorem 19.
Proposition 4. Let p ∈ (−∞, 0)∪ [1,∞) \ {−1} and [a, b] ⊂ [0,∞) . Then one

has the inequality:

(2.10) Lpp − tp ≤ p
(
Lpp − tLp−1

p−1

)
for all t ∈ [a, b] .

Proof. If we choose in Theorem 19, f : [a, b] → [0,∞) , f (x) = xp (which is
convex) we get that:

1
b− a

∫ b

a

xpdx ≤ tp

2
+

1
2

[
bp+1 − ap+1

b− a
− t · b

p − ap

b− a

]
for all t ∈ [a, b] .
As

1
b− a

∫ b

a

xpdx = Lpp,
bp+1 − ap+1

b− a
= (p+ 1)Lpp

and
bp − ap

b− a
= pLp−1

p−1,

we get from the above inequality that

Lpp ≤ tp

2
+

1
2

[
(p+ 1)Lpp − tpLp−1

p−1

]
=

tp

2
+
Lpp
2

+
1
2
p
(
Lpp − tLp−1

p−1

)
,

which is equivalent to (2.10) .

Remark 10. We have the following particular interesting inequality for p ≥ 1 :

0 ≤ Lpp −Ap ≤ p
(
Lpp −ALp−1

p−1

)
, 0 ≤ Lpp − Lp ≤ p

(
Lpp − LLp−1

p−1

)
and

0 ≤ Lpp − Ip ≤ p
(
Lpp − ILp−1

p−1

)
, 0 ≤ Lpp −Gp ≤ p

(
Lpp −GLp−1

p−1

)
respectively.

The following proposition also holds.
Proposition 5. Let 0 < a < b. Then for all t ∈ [a, b] we have the following

inequality:

(2.11)
t− L

L
≤ 1

2
· t

2 −G2

G2
.

Proof. If we choose in Theorem 19, f (x) = 1
x , we have that

1
b− a

∫ b

a

dx

x
≤ 1

2t
− 1

2
·
t
(

1
b −

1
a

)
b− a

=
1
2t

+
t

2ab
.

That is,
1
L
≤ 1

2t
+

t

2ab
or

1
L
− 1
t
≤ t

2ab
− 1

2t
,
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which is equivalent to (2.11) .

Remark 11. The above inequality gives us the following particular interesting
results:

0 ≤ Lp − L

L
≤ 1

2
·
L2
p −G2

G2
(p ≥ 1)

and

0 ≤ A− L

L
≤ 1

2
· A

2 −G2

G2
, 0 ≤ I − L

L
≤ 1

2
· I

2 −G2

G2

and

0 ≤ 1
2
· G

2 −H2

G2
≤ L−H

L

respectively.

Finally, we have the following application of Theorem 19.

Proposition 6. Let 0 < a < b. Then one has the inequality

(2.12)
L− t

L
≤ ln I − ln t,

for all t ∈ [a, b] .

Proof. If we choose in Theorem 19, f (x) = − lnx, x ∈ [a, b] we get

− 1
b− a

∫ b

a

lnxdx ≤ − ln t
2
− 1

2
b ln b− a ln a− t (ln b− ln a)

b− a

= − ln t
2
− 1

2
ln
(
bb

aa

) 1
b−a

+
1
2
t

(
ln b− ln a
b− a

)
= − ln t

2
− 1

2
ln [eI (a, b)] +

t

2L
,

which gives us

− ln I ≤ − ln t
2
− 1

2
(1 + ln I) +

t

2L
.

That is,

−2 ln I ≤ − ln t− 1− ln I +
t

L
,

which is equivalent to

1− t

L
≤ ln I − ln t,

and the inequality is proved.

Remark 12. From the above inequality we deduce the following particular in-
equalities:

0 ≤ L−G

L
≤ ln I − lnG, 0 ≤ L−H

L
≤ ln I − lnH

and
A− L

L
≥ lnA− ln I ≥ 0.

In what follows we shall point out some natural applications of Theorem 20.
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Proposition 7. Let r ∈ (−∞, 0) ∪ [1,∞) \ {−1} and [a, b] ⊂ [0,∞) . If xi ∈
[a, b] , pi ≥ 0 with Pn :=

∑n
i=1 pi > 0

(
i = 1, n

)
, then we have the inequality:

Lrr (a, b)−
[
M [r]
n (x, p)

]r
(2.13)

≤ r
[
[Lr (a, b)]r −An (x, p) [Lr−1 (a, b)]r−1

]
≤ 2A (br, ar)− [Lr (a, b)]r −

[
M [r]
n (x; p)

]r
where

An (x, p) :=
1
Pn

n∑
i=1

pixi

is the arithmetic mean and

M [r]
n (x; p) :=

(
1
Pn

n∑
i=1

pix
r
i

) 1
r

is the r−power mean.

Proof. Choosing in Theorem 20, f (x) = xr, x ∈ [a, b] , we get that

1
b− a

∫ b

a

xrdx ≤ 1
2

[(
M [r]
n (x; p)

)r
+
br+1 − ar+1

b− a
−An (x, p) · b

r − ar

b− a

]
≤ A (br, ar) .

As
br+1 − ar+1

b− a
= (r + 1) [Lr (a, b)]r

and
br − ar

b− a
= r [Lr−1 (a, b)]r−1

,

we get:

Lrr (a, b) ≤ 1
2

[[
M [r]
n (x, p)

]r
+ (r + 1) [Lr (a, b)]r − rAn (x, p) [Lr−1 (a, b)]r−1

]
≤ A (br, ar)

from where results the desired inequality (2.13) .

Remark 13. If in (2.13) we choose xi = t, i = 1, n, then we get

(2.14) Lrr − tr ≤ r
[
Lrr − tLr−1

r−1

]
≤ 2A (br, ar)− Lrr − tr, t ∈ [a, b] ,

which counterparts the inequality (2.10) (for r = p).
The second inequality in (2.14) gives us the particular inequalities

0 ≤ r
[
Lrr −ALr−1

r−1

]
≤ 2A (br, ar)− Lrr −Ar,

0 ≤ r
[
Lrr − LLr−1

r−1

]
≤ 2A (br, ar)− Lrr − Lr,

0 ≤ r
[
Lrr − ILr−1

r−1

]
≤ 2A (br, ar)− Lrr − Ir,

and
0 ≤ r

[
Lrr −GLr−1

r−1

]
≤ 2A (br, ar)− Lrr −Gr.

The following proposition holds:
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Proposition 8. Let 0 < a < b, xi ∈ [a, b] , i = 1, n, pi > 0, i = 1, n. Then
one has the inequality:

Hn (p, x)− L (a, b)
L (a, b)

≤ 1
2
· An (p, x)Hn (p, x)−G2 (a, b)

G2 (a, b)
(2.15)

≤ A (a, b)Hn (p, x)−G2 (a, b)
G2 (a, b)

,

where Hn (p, x) is the harmonic mean. That is,

Hn (p, x) =
[
M [−1]
n (x, p)

]−1

=
Pn∑n
i=1

pi

xi

.

Proof. If we choose in Theorem 20, f (x) = 1
x , x ∈ [a, b] , we get:

1
b− a

∫ b

a

dx

x
≤ 1

2
·

[
1
Pn

n∑
i=1

pi
xi

+
b
b −

a
a

b− a
−An (x, p)

1
b −

1
a

b− a

]
≤

1
a + 1

b

2
.

That is,
1

L (a, b)
≤ 1

2
·
[

1
Hn (p, x)

+
Hn (p, x)
G2 (a, b)

]
≤ A (a, b)
G2 (a, b)

,

from where we get
1

L (a, b)
− 1
Hn (p, x)

≤ 1
2
·
[
An (x, p)
G2 (a, b)

− 1
Hn (p, x)

]
≤ A (a, b)
G2 (a, b)

− 1
Hn (p, x)

.

That is,

Hn (p, x)− L (a, b)
L (a, b)Hn (p, x)

≤ 1
2
·
[
An (x, p)Hn (p, x)−G2 (a, b)

G2 (a, b)Hn (p, x)

]
≤ A (a, b)Hn (p, x)−G2 (a, b)

G2 (a, b)Hn (p, x)
and the inequality (2.15) is obtained.

Remark 14. If in (2.15) we choose xi = t, i = 1, n, then we get

(2.16)
t− L

L
≤ 1

2
· t

2 −G2

G2
≤ tA−G2

G2
, t ∈ [a, b] ,

which counterparts the inequality (2.11) .
The second inequality (2.16) gives us the following particular results:

0 ≤ 1
2
· I

2 −G2

G2
≤ IA−G2

G2
, 0 ≤ 1

2
· L

2 −G2

G2
≤ LA−G2

G2
.

Finally, we also have the following proposition:
Proposition 9. Let 0 < a < b and xi ∈ [a, b] , pi ≥ 0

(
i = 1, n

)
with Pn > 0.

Then we have the inequality:

ln I (a, b)− lnGn (p, x) ≥ L (a, b)−An (x, p)
L (a, b)

(2.17)

≥ lnG2 (a, b)− ln I (a, b)− lnGn (p, x) ,

where Gn (p, x) is the geometric mean. That is:

Gn (p, x) :=

(
n∏
i=1

xpi

i

) 1
Pn

.
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Proof. If we choose in Theorem 20, f (x) = − lnx, x ∈ [a, b] we obtain:

1
b− a

∫ b

a

(− lnx) dx

≤ −1
2
·

[
1
Pn

n∑
i=1

pi lnxi +
b ln b− a ln a

b− a
−An (x, p)

ln b− ln a
b− a

]

≤ − ln b− ln a
2

.

That is,

1
b− a

∫ b

a

lnxdx ≥ 1
2

[
lnGn (p, x) + ln [e · I (a, b)]− An (x, p)

L (a, b)

]
≥ lnG (a, b)

or

ln I (a, b) ≥ 1
2

lnGn (p, x) +
1
2

+
1
2

ln I (a, b)− An (x, p)
2L (a, b)

≥ lnG (a, b) .

That is,

1
2

ln I (a, b) ≥ 1
2

[
lnGn (p, x) + 1− An (x, p)

L (a, b)

]
≥ lnG (a, b)− 1

2
ln I (a, b)

or, additionally,

1
2

[ln I (a, b)− lnGn (p, x)] ≥ 1
2

[
L (a, b)−An (x, p)

L (a, b)

]
≥ lnG (a, b)− 1

2
ln I (a, b)− 1

2
lnGn (p, x)

and the inequality (2.17) is obtained.

Remark 15. If in (2.17) we put xi = t, i = 1, n, then we get

(2.18) ln I − ln t ≥ L− t

L
≥ lnG2 − ln I − ln t, t ∈ [a, b] ,

which counterparts the inequality (2.12) .
This last inequality also gives us the following particular inequalities

0 ≤ A− L

L
≤ ln

(
IA

G2

)
and 0 ≤ I − L

L
≤ ln

(
I2

G2

)
.

Furthermore,

1 ≤ exp
(
A

L
− 1
)
≤ IA

G2
and 1 ≤ exp

(
1
L
− 1
)
≤ I2

G2
.

2. Hadamard’s Inferior and Superior Sums

2.1. Some Inequalities. Let [a, b] be a compact interval of real numbers,
d :=

{
xi|i = 0, n

}
⊂ [a, b] , a division of the interval [a, b] , given by

d : a = x0 < x1 < x2 < ... < xn−1 < xn = b (n ≥ 1)

and f a bounded mapping on [a, b] . We consider the following sums [42]:

hd (f) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
(xi+1 − xi)
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which is called Hadamard’s inferior sum, and

Hd (f) :=
n−1∑
i=0

f (xi) + f (xi+1)
2

(xi+1 − xi)

which is called Hadamard’s superior sum. We also consider Darboux’s sums

sd (f) :=
n−1∑
i=0

mi (xi+1 − xi) , Sd (f) :=
n−1∑
i=0

Mi (xi+1 − xi)

where
mi = inf

x∈[xi,xi+1]
f (x) , Mi = sup

x∈[xi,xi+1]

f (x) , i = 0, ..., n− 1.

It is well-known that f is Riemann integrable on [a, b] iff

sup
d
sd (f) = inf

d
Sd (f) = I ∈ R.

In this case,

I =
∫ b

a

f (x) dx.

The following theorem was proved by S. S. Dragomir in the paper [42].
Theorem 21. Let f : [a, b] → R be a convex function on [a, b] . Then
(i) hd (f) increases monotonically over d. That is, for d1 ⊆ d2 one has

hd1 (f) ≤ hd2 (f) ;
(ii) Hd (f) is decreasing over d;

(iii) We have the bounds

(2.19)
1

b− a
inf
d
hd (f) = f

(
a+ b

2

)
, sup

d
hd (f) =

∫ b

a

f (x) dx

and

(2.20) inf
d
Hd (f) =

∫ b

a

f (x) dx,
1

b− a
sup
d
Hd (f) =

f (a) + f (b)
2

.

Proof. The proof is as follows.
(i) Without loss of generality, we can assume that d1 ⊆ d2 with d1 = {x0, ..., xn}

and d2 = {x0, ..., xk, y, xk+1, ..., xn} where y ∈ [xk, xk+1] (0 ≤ k ≤ n− 1) .
Then

hd2 (f)− hd1 (f)

= f

(
xk + y

2

)
(y − xk) + f

(
y + xk+1

2

)
(xk+1 − y)

−f
(
y + xk+1

2

)
(xk+1 − xk) .

Let us put

α =
y − xk

xk+1 − xk
, β =

xk+1 − y

xk+1 − xk
and

x =
xk + y

2
, z =

y + xk+1

2
.

Then
α+ β = 1, αx+ βy =

xk + xk+1

2
,
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and, by the convexity of f we deduce that αf (x)+βf (z) ≥ f (αx+ βz) .
That is, hd2 (f) ≥ hd1 (f) .

(ii) For d1, d2 as above, we have

Hd2 (f)−Hd1 (f)

=
f (xk) + f (y)

2
(y − xk) +

f (y) + f (xk+1)
2

(xk+1 − y)

+
f (xk) + f (xk+1)

2
(xk+1 − xk)

=
f (y) (xk+1 − xk)

2
− f (xk) (xk+1 − y) + f (xk+1) (y − xk)

2
.

Now, let α, β be as above and u = xk, v = xk+1. Then αu + βv = y
and by the convexity of f we have αf (u) + βf (v) ≥ f (y) . That is,
Hd2 (f) ≤ Hd1 (f) and the statement is proved.

(iii) Let d = {x0, ..., xn} with a = x0 < x1 < ... < xn = b. Put pi := xi+1−xi,
ui = (xi+xi+1)

2 , i = 0, ..., n − 1. Then, by Jensen’s discrete inequality we
have

f


n∑
i=0

piui

n∑
i=0

pi

 ≤

n∑
i=0

pif (ui)

n∑
i=0

pi

.

Since
n∑
i=0

pi = b− a,
n∑
i=0

piui =
b2 − a2

2
,

we can deduce the inequality

f

(
a+ b

2

)
≤ 1
b− a

hd (f) .

If d = d0 = {a, b} , we obtain

hd0 (f) = (b− a) f
(
a+ b

2

)
,

which proves the first bound in (2.19) .
By the first inequality in the Hermite-Hadamard result, we have

f

(
xi + xi+1

2

)
≤ 1
xi+1 − xi

∫ xi+1

xi

f (x) dx, i = 0, ..., n− 1,

which gives, by addition,

hd (f) =
n∑
i=0

f

(
xi + xi+1

2

)
(xi+1 − xi)

≤
n∑
i=0

∫ xi+1

xi

f (x) dx =
∫ b

a

f (x) dx,

for all d a division of [a, b] .
Since

sd (f) ≤ hd (f) ≤
∫ b

a

f (x) dx,
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d is a division of [a, b] , and f is Riemann integrable on [a, b] , that is,

sup
d
sd (f) =

∫ b

a

f (x) dx,

it follows that

sup
d
hd (f) =

∫ b

a

f (x) dx,

which proves the second relation in (2.19) .
To prove the relation (2.20) , we observe, by the second inequality in the
Hermite-Hadamard result, that∫ b

a

f (x) dx =
n∑
i=0

∫ xi+1

xi

f (x) dx

≤
n−1∑
i=0

f (xi) + f (xi+1)
2

(xi+1 − xi) = Hd (f) ,

where d is a division of [a, b] .
Since

Hd (f) ≤ Sd (f)
for all d as above, and f is integrable on [a, b] , we conclude that

inf
d
Hd (f) =

∫ b

a

f (x) dx.

Finally, as for all d a division of [a, b] we have d k d0 = {a, b} , thus

1
b− a

sup
d
Hd (f) =

f (a) + f (b)
2

and the theorem is proved.

The following corollary gives an improvement of the classical Hermite-Hadamard
inequality [42]:

Corollary 4. Let f : [a, b] → R be a convex mapping on [a, b] . Then for all
a = x0 < x1 < ... < xn = b we have

f

(
a+ b

2

)
≤ 1

b− a

n−1∑
i=0

f

(
xi + xi+1

2

)
(xi+1 − xi)(2.21)

≤ 1
b− a

∫ b

a

f (x) dx

≤ 1
b− a

n−1∑
i=0

f (xi) + f (xi+1)
2

(xi+1 − xi)

≤ f (a) + f (b)
2

.

Define the sequences:

hn (f) :=
1
n

n−1∑
i=0

f

(
a+

2i+ 1
2n

(b− a)
)
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and

Hn (f) :=
1
2n

n−1∑
i=0

[
f

(
a+

i

n
(b− a)

)
+ f

(
a+

i+ 1
n

(b− a)
)]

for n ≥ 1.
The following corollary also holds [42].
Corollary 5. With the above assumptions, one has the inequality:

f

(
a+ b

2

)
≤ hn (f) ≤ 1

b− a

∫ b

a

f (x) dx(2.22)

≤ Hn (f) ≤ f (a) + f (b)
2

.

Moreover, one has the limits

(2.23) lim
n→∞

hn (f) = lim
n→∞

Hn (f) =
1

b− a

∫ b

a

f (x) dx.

Proof. The inequality (2.22) follows by (2.21) for the division

d :=
{
xi = a+

i

n
(b− a) |i = 0, n

}
.

The relation (2.23) is obvious by the integrability of f. We shall omit the details.

Now, let us define the sequences:

tn (f) :=
1
2n

n−1∑
i=0

f

(
a+

2i

2n+1
(b− a)

)
2i

and

Tn (f) :=
1

2n+1

n−1∑
i=0

[
f

(
a+

2i

2n
(b− a)

)
+ f

(
a+

2i+1

2n
(b− a)

)]
2i

for n ≥ 1.
Corollary 6. Let f : [a, b] → R be a convex mapping on [a, b] . Then we have:
(i) tn (f) is monotonic increasing;

(ii) Tn (f) is monotonic decreasing;
(iii) The following bounds hold:

lim
n→∞

tn (f) = sup
n≥1

tn (f) =
1

b− a

∫ b

a

f (x) dx

and

lim
n→∞

Tn (f) = inf
n≥1

Tn (f) =
1

b− a

∫ b

a

f (x) dx.

Proof. (i) and (ii) are obvious by (i) and (ii) of Theorem 21 for

dn :=
{
xi = a+

2i

2n
(b− a) |i = 0, n

}
⊆ dn+1, n ∈ N.

(iii) It follows from the bounds (2.19) and (2.20) and from the fact that f is
Riemann integrable on [a, b] .
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Remark 16. The above result was proved in the paper [42].

2.2. Applications for Special Means. Let [a, b] be a compact interval of
real numbers and d ∈ Div [a, b] . That is, d :=

{
xi|i = 0, n

}
⊂ [a, b] is a division of

the interval [a, b] given by d : a = x0 < x1 < ... < xn−1 < xn = b.
Define the sums

h
[p]
d :=

n−1∑
i=0

Ap (xi, xi+1) (xi+1 − xi)

and

H
[p]
d :=

n−1∑
i=0

A
(
xpi , x

p
i+1

)
(xi+1 − xi)

where p ∈ (−∞, 0) ∪ [1,∞) \ {−1} .
For every d ∈ Div [a, b], we have the inequality:

Ap (a, b) ≤ 1
b− a

n−1∑
i=0

Ap (xi, xi+1) (xi+1 − xi)

≤ Lpp (a, b)

≤ 1
b− a

n−1∑
i=0

A
(
xpi , x

p
i+1

)
(xi+1 − xi)

≤ A (ap, bp)

and the bounds
1

b− a
sup
d
h

[p]
d = Lpp (a, b)

and
1

b− a
inf
d
H

[p]
d = Lpp (a, b) .

Now, let us define the sums; for 0 < a < b :

h
[−1]
d = 2

n−1∑
i=0

xi+1 − xi
xi+1 + xi

, H
[−1]
d =

1
2

n−1∑
i=0

x2
i+1 − x2

i

xixi+1
.

We have the inequality

A−1 (a, b) ≤ 2
b− a

n−1∑
i=0

xi+1 − xi
xi+1 + xi

≤ L−1 (a, b)

≤ 1
2 (b− a)

n−1∑
i=0

x2
i+1 − x2

i

xixi+1
≤ H−1 (a, b)

for all d ∈ Div [a, b] and the bounds

1
b− a

sup
d
h

[−1]
d = L−1 (a, b)

and
1

b− a
inf
d
H

[−1]
d = L−1 (a, b) .
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Also, we can define the sequences

H
[0]
d :=

n−1∏
i=0

[A (xi, xi+1)]
(xi+1−xi) , h

[0]
d :=

n−1∏
i=0

[G (xi, xi+1)]
(xi+1−xi)

for a division d of the interval [a, b] ⊂ (0,∞) .
Using the above results we have the inequality:

A (a, b) ≥
n−1∏
i=0

[A (xi, xi+1)]
xi+1−xi

b−a ≥ I (a, b)

≥
n−1∏
i=0

[G (xi, xi+1)]
xi+1−xi

b−a ≥ G (a, b) ,

which follows by the inequality (2.21) applied to the convex mapping f : [a, b] → R,
f (x) = − lnx.

By Theorem 21 we also deduce the bounds

inf
d

{
n−1∏
i=0

[A (xi, xi+1)]
xi+1−xi

b−a

}
= I (a, b)

and

sup
d

{
n−1∏
i=0

[G (xi, xi+1)]
xi+1−xi

b−a

}
= I (a, b) .

3. A Refinement of the H· −H· Inequality for Modulus

3.1. Some Inequalities for Modulus. We shall start with the following
result containing a refinement of the second part of the H·−H· inequality obtained
by S. S. Dragomir [38]:

Theorem 22. Let f : I ⊆ R → R be a convex function on the interval of real
numbers I and let a, b ∈ I with a < b. Then we have the following refinement of the
right part of the H· −H· inequality:

f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx(2.24)

≥


∣∣∣f (a)− 1

b−a
∫ b
a
|f (x)| dx

∣∣∣ if f (a) = f (b)∣∣∣ 1
f(b)−f(a)

∫ f(b)

f(a)
|x| dx− 1

b−a
∫ b
a
|f (x)| dx

∣∣∣ if f (a) 6= f (b)
.

Proof. By the convexity of f on I and the continuity property of modulus we
have:

tf (a) + (1− t) f (b)− f (ta+ (1− t) b)
= |tf (a) + (1− t) f (b)− f (ta+ (1− t) b)|
≥ ||tf (a) + (1− t) f (b)| − |f (ta+ (1− t) b)|| ≥ 0
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for all a, b ∈ I and t ∈ [0, 1] .
Integrating this inequality on [0, 1] over t we get the inequality:

f (a)
∫ 1

0

tdt+ f (b)
∫ 1

0

(1− t) dt−
∫ 1

0

f (ta+ (1− t) b) dt

≥
∣∣∣∣∫ 1

0

|tf (a) + (1− t) f (b)| dt−
∫ 1

0

|f (ta+ (1− t) b)| dt
∣∣∣∣ .

As it is easy to see that: ∫ 1

0

tdt =
∫ 1

0

(1− t) dt =
1
2
,∫ 1

0

f (ta+ (1− t) b) dt =
1

b− a

∫ b

a

f (x) dx

and ∫ 1

0

|tf (a) + (1− t) f (b)| dt =


f (a) if f (b) = f (a)

1
f(b)−f(a)

∫ f(b)

f(a)
|x| dx if f (a) 6= f (b)

and ∫ 1

0

|f (ta+ (1− t) b)| dt =
1

b− a

∫ b

a

|f (x)| dx

respectively, then the inequality (2.24) is proved.

The following corollary holds [38].
Corollary 7. With the above assumptions, and the condition that f (a+ b− x) =

f (x) for all x ∈ [a, b] , we have the inequality:

f (a)− 1
b− a

∫ b

a

f (x) dx ≥

∣∣∣∣∣|f (a)| − 1
b− a

∫ b

a

|f (x)| dx

∣∣∣∣∣ ≥ 0.

A refinement of the left hand side of the Hermite-Hadamard inequality is em-
bodied in the following theorem by S. S. Dragomir [38].

Theorem 23. With the assumptions of Theorem 22, we have the inequality:

1
b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
(2.25)

≥

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣∣f (x) + f (a+ b− x)
2

∣∣∣∣ dx− ∣∣∣∣f (a+ b

2

)∣∣∣∣
∣∣∣∣∣ ≥ 0.

Proof. By the convexity of f we have that

f (x) + f (y)
2

− f

(
x+ y

2

)
≥
∣∣∣∣∣∣∣∣f (x) + f (y)

2

∣∣∣∣− ∣∣∣∣f (x+ y

2

)∣∣∣∣∣∣∣∣
for all x, y ∈ I.
Let us put x = ta+ (1− t) b, y = (1− t) a+ tb with t ∈ [0, 1] . Then we get

f (ta+ (1− t) b) + f ((1− t) a+ tb)
2

− f

(
a+ b

2

)
≥

∣∣∣∣∣∣∣∣f (ta+ (1− t) b) + f ((1− t) a+ tb)
2

∣∣∣∣− ∣∣∣∣f (a+ b

2

)∣∣∣∣∣∣∣∣
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for all t ∈ [0, 1] .
Integrating on [0, 1] we get that:∫ 1

0
f (ta+ (1− t) b) dt+

∫ 1

0
f ((1− t) a+ tb) dt

2
− f

(
a+ b

2

)
≥

∣∣∣∣∫ 1

0

∣∣∣∣f (ta+ (1− t) b) + f ((1− t) a+ tb)
2

∣∣∣∣ dt− ∣∣∣∣f (a+ b

2

)∣∣∣∣∣∣∣∣ .
However,∫ 1

0

f (ta+ (1− t) b) dt =
∫ 1

0

f ((1− t) a+ tb) dt =
1

b− a

∫ b

a

f (x) dx,

and denoting x := ta+ (1− t) b, t ∈ [0, 1] , we also get that:∫ 1

0

∣∣∣∣f (ta+ (1− t) b) + f ((1− t) a+ tb)
2

∣∣∣∣ dt
=

1
b− a

∫ b

a

∣∣∣∣f (x) + f (a+ b− x)
2

∣∣∣∣ dx.
Thus, the inequality (2.25) is proved.

The following corollary also holds [38].
Corollary 8. With the above assumptions and if the condition that f (a+ b− x) =

f (x) is satisfied for all x ∈ [a, b] , then we have the inequality:

1
b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
≥

∣∣∣∣∣ 1
b− a

∫ b

a

|f (x)| dx−
∣∣∣∣f (a+ b

2

)∣∣∣∣
∣∣∣∣∣ ≥ 0.

3.2. Applications for Special Means. It is well-known that the following
inequality holds

(G− I −A) G (a, b) ≤ I (a, b) ≤ A (a, b)

where, we recall that
G (a, b) :=

√
ab

is the geometric mean,

I (a, b) :=
1
e
·
(
bb

aa

) 1
b−a

is the identric mean, and

A (a, b) :=
a+ b

2
is the arithmetic mean of the nonnegative real numbers a < b.

The following proposition holds [38].
Proposition 10. If a ∈ (0, 1] , b ∈ [1,∞) with a 6= b; then one has the inequal-

ity:

(2.26)
I (a, b)
G (a, b)

≥ exp

[∣∣∣∣∣ (ln b)2 + (ln a)2

ln
(
b
a

)2 − ln
[(
bbaae2−(a+b)

) 1
b−a

]∣∣∣∣∣
]
≥ 1

which improves the first inequality (G− I −A) .
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Proof. Let us assume that a ∈ (0, 1] , b ∈ [1,∞) and a 6= b. Then we have for
the convex mapping f (x) = − lnx, x > 0 :

A : =
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx = − ln a+ ln b
2

+
1

b− a

∫ b

a

lnxdx

=
1

b− a
[b ln b− a ln a− (b− a)]− lnG (a, b) = ln

[
I (a, b)
G (a, b)

]
.

Denote

B :=

∣∣∣∣∣ 1
f (b)− f (a)

∫ f(a)

f(b)

|x| dx− 1
b− a

∫ b

a

|lnx| dx

∣∣∣∣∣ .
We have ∫ ln a

ln b

|x| dx =
(ln b)2 + (ln a)2

2

and ∫ b

a

|lnx| dx = ln
[
aabbe−2−(a+b)

]
and thus

B =

∣∣∣∣∣ (ln b)2 + (ln a)2

ln
(
b
a

)2 − ln
[(
bbaae2−(a+b)

) 1
b−a

]∣∣∣∣∣ .
Using the inequality (2.24) we can state that A ≥ B ≥ 0, and thus the proposition
is proved.

Finally, we have the following proposition [38].

Proposition 11. Let a, b ∈ (0,∞) with a 6= b. Then one has the inequality:

(2.27)
A (a, b)
I (a, b)

≥ exp

[∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣ln(√x (a+ b− x)
)∣∣∣ dx− ∣∣∣∣ln(a+ b

2

)∣∣∣∣
∣∣∣∣∣
]
≥ 1,

which improves the second inequality (G− I −A) .

Proof. Denote for f (x) = − lnx, x > 0, that

C : =
1

b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
= ln

(
a+ b

2

)
− ln I (a, b)

= ln
[
A (a, b)
I (a, b)

]
and

D : =

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣∣f (x) + f (a+ b− x)
2

∣∣∣∣ dx− ∣∣∣∣f (a+ b

2

)∣∣∣∣
∣∣∣∣∣

=

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣ln√x (a+ b− x)
∣∣∣ dx− ∣∣∣∣ln(a+ b

2

)∣∣∣∣
∣∣∣∣∣ .

By the inequality (2.25) we have that C ≥ D ≥ 0 and the proposition is proved.
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4. Further Inequalities for Differentiable Convex Functions

4.1. Integral Inequalities. Let us assume that I ⊆ R → R is a differentiable
mapping on I̊, and let a, b ∈̊I with a < b. If f ′ ∈ L1 [a, b] , then we have the equality

(2.28)
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx =
1

b− a

∫ b

a

(
x− a+ b

2

)
f ′ (x) dx.

Indeed, by integrating by parts we obtain∫ b

a

(
x− a+ b

2

)
f ′ (x) dx =

(
x− a+ b

2

)
f (x)

∣∣∣∣b
a

−
∫ b

a

f (x) dx

= (b− a)
f (a) + f (b)

2
−
∫ b

a

f (x) dx,

and the identity (2.28) is proved.
The following theorem holds [34]:

Theorem 24. If the mapping f is differentiable on I̊ and the new mapping

ϕ (x) :=
(
x− a+ b

2

)
f ′ (x)

is convex on [a, b] , then we have the inequality:

(2.29)
b− a

8
(f ′ (a)− f ′ (b)) ≥ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx ≥ 0.

Proof. Applying Hadamard’s and Bullen’s inequalities for the mapping ϕ,
i.e.,

1
2

[
ϕ

(
a+ b

2

)
+
ϕ (a) + ϕ (b)

2

]
≥ 1
b− a

∫ b

a

ϕ (x) dx ≥ ϕ

(
a+ b

2

)
,

we get

1
2

[
b−a
2 · (ϕ′ (b)− ϕ′ (a))

2

]
≥ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx ≥ 0,

and the inequality (2.29) is proved.

Remark 17. The above theorem contains a sufficient condition for the differ-
entiable mapping f such that the second inequality in the H· − H· result remains
true.

In what follows, we need a lemma which is interesting in itself as it provides a
refinement of the celebrated Chebychev’s integral inequality (see also [66]).

Lemma 1. Let f, g : [a, b] → R be two integrable mappings which are synchro-
nous, i.e., (f (x)− f (y)) (g (x)− g (y)) ≥ 0 for all x, y ∈ [a, b]. We then have:

(2.30) C (f, g) ≥ max {|C (|f | , |g|)| , |C (|f | , g)| , |C (f, |g|)|} ≥ 0,

where

C (f, g) := (b− a)
∫ b

a

f (x) g (x) dx−
∫ b

a

f (x) dx
∫ b

a

g (x) dx.
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Proof. As the mappings f, g are synchronous, we have that

0 ≤ (f (x)− f (y)) (g (x)− g (y)) = |(f (x)− f (y)) (g (x)− g (y))| .

On the other hand, by the continuity property of modulus, we have

|(f (x)− f (y)) (g (x)− g (y))| ≥ |(|f (x)| − |f (y)|) (|g (x)| − |g (y)|)|

and
|(f (x)− f (y)) (g (x)− g (y))| ≥ |(|f (x)| − |f (y)|) (g (x)− g (y))|

and
|(f (x)− f (y)) (g (x)− g (y))| ≥ |(f (x)− f (y)) (|g (x)| − |g (y)|)|

for all x, y ∈ [a, b] .
Let us prove only the first inequality in (2.30).
Integrating on [a, b]2 over (x, y) , we get

1
(b− a)2

∫ b

a

∫ b

a

(f (x)− f (y)) (g (x)− g (y)) dxdy

≥ 1
(b− a)2

∫ b

a

∫ b

a

|(|f (x)| − |f (y)|) (|g (x)| − |g (y)|)| dxdy

≥

∣∣∣∣∣ 1
(b− a)2

∫ b

a

∫ b

a

(|f (x)| − |f (y)|) (|g (x)| − |g (y)|) dxdy

∣∣∣∣∣ .
As a simple calculation shows us that

C (f, g) =
1
2
· 1
(b− a)2

∫ b

a

∫ b

a

(f (x)− f (y)) (g (x)− g (y)) dxdy

and

C (|f | , |g|) =
1
2
· 1
(b− a)2

∫ b

a

∫ b

a

(|f (x)| − |f (y)|) (|g (x)| − |g (y)|) dxdy,

we deduce the first part of (2.30) .

The following refinement of the H· −H· inequality holds [34].

Theorem 25. Let f : I ⊆ R → R be a differentiable convex mapping on I̊ and
a, b ∈̊I with a < b. Then, one has the inequality

(2.31)
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx ≥ max {|A| , |B| , |C|} > 0

where

A :=
1

b− a

∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ |f ′ (x)| dx− 1
4

∫ b

a

|f ′ (x)| dx;

B :=
f (b)− f (a)

4
+

1
b− a

[∫ a+b
2

a

f (x) dx−
∫ b

a+b
2

f (x) dx

]
and

C :=
1

b− a

∫ b

a

(
x− a+ b

2

)
|f ′ (x)| dx.
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Proof. As f is convex on I, the mappings f ′ and
(
x− a+b

2

)
are synchronous

on [a, b] and we can apply Lemma 1. Thus, we have:

(b− a)
∫ b

a

(
x− a+ b

2

)
f ′ (x) dx−

∫ b

a

(
x− a+ b

2

)
dx

∫ b

a

f ′ (x) dx(2.32)

≥ max
{∣∣Ā∣∣ , ∣∣B̄∣∣ , ∣∣C̄∣∣} ≥ 0

where

Ā := (b− a)
∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ |f ′ (x)| dx− ∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ dx∫ b

a

|f ′ (x)| dx,

B̄ := (b− a)
∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ f ′ (x) dx− ∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ dx∫ b

a

f ′ (x) dx

and

C̄ := (b− a)
∫ b

a

(
x− a+ b

2

)
|f ′ (x)| dx−

∫ b

a

(
x− a+ b

2

)
dx

∫ b

a

|f ′ (x)| dx.

However, ∫ b

a

(
x− a+ b

2

)
dx = 0 and

∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ dx =
(b− a)2

4
.

Thus,

Ā := (b− a)
∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ |f ′ (x)| dx− (b− a)2

4

∫ b

a

|f ′ (x)| dx,

B̄ : = (b− a)

[∫ a+b
2

a

(
a+ b

2
− x

)
f ′ (x) dx+

∫ b

a+b
2

(
x− a+ b

2

)
f ′ (x) dx

]

− (b− a)2

4
(f (b)− f (a))

=
(b− a)2

4
(f (b)− f (a)) + (b− a)

[∫ a+b
2

a

f (x) dx−
∫ b

a+b
2

f (x) dx

]
and

C̄ := (b− a)
∫ b

a

(
x− a+ b

2

)
|f ′ (x)| dx.

Using the inequality (2.32) we get

1
b− a

∫ b

a

(
x− a+ b

2

)
f ′ (x) dx ≥ max {|A| , |B| , |C|} ≥ 0

where A,B,C are as given above. By the identity (2.28) we get (2.31) .
Hence, the proof is completed.

Remark 18. Taking into account that the class of differentiable convex func-
tions defined on I̊ is dense in the class of all convex mappings defined on I̊, we can
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state that

f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

≥

∣∣∣∣∣f (a) + f (b)
4

− 1
b− a

[∫ a+b
2

a

f (x) dx−
∫ b

a+b
2

f (x) dx

]∣∣∣∣∣ ≥ 0

for every f : I → R a convex function on I̊.
The following theorem is interesting as well [34].

Theorem 26. Let f : R → R be a differentiable mapping on I̊, a, b ∈̊I, with
a < b and p > 1. If |f ′| is q−integrable on [a, b] where q = p

p−1 , then we have the
inequality:

(2.33)

∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ 1
2
· (b− a)

1
p

(p+ 1)
1
p

(∫ b

a

|f ′ (x)|q dx

) 1
q

.

Proof. Using Hölder’s integral inequality for p > 1 and q > 1 with 1
p + 1

q = 1,
we can state that:∣∣∣∣∣ 1

b− a

∫ b

a

(
x− a+ b

2

)
f ′ (x) dx

∣∣∣∣∣
≤

(
1

b− a

∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣p dx
) 1

p

×

(
1

b− a

∫ b

a

|f ′ (x)|q dx

) 1
q

.

However, ∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣p dx = 2
∫ b

a+b
2

(
x− a+ b

2

)p
dx

=
(b− a)p+1

(p+ 1) 2p
.

Thus, (
1

b− a

∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣p dx
) 1

p
(

1
b− a

∫ b

a

|f ′ (x)|q dx

) 1
q

=
(

(b− a)p

(p+ 1) 2p

) 1
p

(
1

b− a

∫ b

a

|f ′ (x)|q dx

) 1
q

=
1
2

(b− a)
1
p

(p+ 1)
1
p

(∫ b

a

|f ′ (x)|q dx

) 1
q

,

and the inequality (2.33) is obtained by the utilization of the identity (2.28) .

Corollary 9. With the above assumptions, and provided that f is convex on
I̊, we have the following reverse inequality:

(2.34) 0 ≤ f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx ≤ 1
2

(b− a)
1
p

(p+ 1)
1
p

(∫ b

a

|f ′ (x)|q dx

) 1
q

.
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The following result is well-known in the literature as Grüss’ integral inequality:
Lemma 2. Let f, g : [a, b] → R be two integrable functions such that ϕ ≤ f (x) ≤

φ, γ ≤ g (x) ≤ Γ for all x ∈ [a, b] . Then we have the inequality:∣∣∣∣∣ 1
b− a

∫ b

a

f (x) g (x) dx− 1
b− a

∫ b

a

f (x) dx
1

b− a

∫ b

a

g (x) dx

∣∣∣∣∣ ≤ 1
4

(φ− ϕ) (Γ− γ) .

For the proof of this classical result see the monograph [114, p. 296] where
further details are given.

The following theorem holds [34]:

Theorem 27. Let f : I ⊆ R → R be a differentiable mapping on I̊, a, b ∈̊I,
with a < b and m ≤ f ′ (x) ≤M for all x ∈ [a, b] . If f ′ ∈ L1 [a, b] , then we have the
inequality

(2.35)

∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ (M −m) (b− a)
4

.

Proof. Define the mapping g (x) = x− a+b
2 , x ∈ [a, b] . Then,

−
(
b− a

2

)
≤ g (x) ≤ b− a

2

for all x ∈ [a, b] . Therefore, by Grüss’ inequality, we have that∣∣∣∣∣ 1
b− a

∫ b

a

(
x− a+ b

2

)
f ′ (x) dx

− 1
b− a

∫ b

a

(
x− a+ b

2

)
dx · 1

b− a

∫ b

a

f ′ (x) dx

∣∣∣∣∣
≤ (M −m) (b− a)

2
.

Using the fact that ∫ b

a

(
x− a+ b

2

)
dx = 0,

and the identity (2.28) , we deduce the desired result (2.35) .

Corollary 10. With the above assumptions, provided f is convex on I̊, we
have

(2.36) 0 ≤ f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx ≤ (f ′ (b)− f ′ (a)) (b− a)
4

.

Remark 19. For a comprehensive list of results on the trapezoid inequality,
see the expository work by Cerone and Dragomir [15]. Most of those results can be
stated in the particular case of convex functions, but they will not be considered in
this book.

Now, we shall point out another identity which will allow us to establish some
new inequalities connected with the first part of the celebrated Hermite-Hadamard
integral inequality.

The following lemma is interesting [34].
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Lemma 3. Let f : I ⊆ R → R be a differentiable mapping on I̊, a, b ∈̊I, with
a < b and f ′ ∈ L1 [a, b] . Then, one has the identity:

(2.37) f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx =
1

b− a

∫ b

a

p (x) f ′ (x) dx,

where

p (x) =

 x− a, x ∈
[
a, a+b2

)
x− b, x ∈

[
a+b
2 , b

] .

Proof. Using the formula for integration by parts, we have successively:∫ a+b
2

a

(x− a) f ′ (x) dx =
b− a

2
f

(
a+ b

2

)
−
∫ a+b

2

a

f (x) dx

and ∫ b

a+b
2

(x− b) f ′ (x) dx =
b− a

2
f

(
a+ b

2

)
−
∫ b

a+b
2

f (x) dx.

Adding the above two identities, we deduce∫ a+b
2

a

(x− a) f ′ (x) dx+
∫ b

a+b
2

(x− b) f ′ (x) dx = (b− a) f
(
a+ b

2

)
−
∫ b

a

f (x) dx.

As it is clear that∫ b

a

p (x) f ′ (x) dx =
∫ a+b

2

a

(x− a) f ′ (x) dx+
∫ b

a+b
2

(x− b) f ′ (x) dx,

the required identity is proved.

Remark 20. It is obvious that we also have the representation:

(2.38)
1

b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
=

1
b− a

∫ b

a

q (x) f ′ (x) dx

where

q (x) :=

 a− x, x ∈
[
a, a+b2

)
b− x, x ∈

[
a+b
2 , b

]
which will be more appropriate, later, for our purposes.

Remark 21. We obtain similar results if we choose

p̄ (x) :=

 x− a, x ∈
[
a, a+b2

]
x− b, x ∈

(
a+b
2 , b

]
and

q̄ (x) :=

 a− x, x ∈
[
a, a+b2

)
b− x, x ∈

[
a+b
2 , b

]
respectively.

The following theorem also holds [34]:
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Theorem 28. Let f : I ⊆ R → R be a differentiable mapping on I̊, a, b ∈̊I,
with a < b and p > 1. If |f ′| is q−integrable on [a, b] where q = p

p−1 , then we have
the inequality:

(2.39)

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ 1
2

(b− a)
1
p

(p+ 1)
1
p

(∫ b

a

|f ′ (x)|q dx

) 1
q

.

Proof. Using Hölder’s inequality we have that:∣∣∣∣∣ 1
b− a

∫ b

a

p (x) f ′ (x) dx

∣∣∣∣∣
≤

(
1

b− a

∫ b

a

|p (x)|p dx

) 1
p

×

(
1

b− a

∫ b

a

|f ′ (x)|q dx

) 1
q

.

However, ∫ b

a

|p (x)|p dx =
∫ a+b

2

a

|x− a|p dx+
∫ b

a+b
2

|x− b|p dx

=
(b− a)p+1

2p (p+ 1)
.

Thus, the inequality (2.39) is proved.

Corollary 11. With the above assumptions and provided that f is convex on
I̊, we have the reverse inequality

0 ≤ 1
b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
≤ 1

2
(b− a)

1
p

(p+ 1)
1
p

(∫ b

a

|f ′ (x)|q dx

) 1
q

.

Finally, the following theorem also holds [34]:
Theorem 29. Let f : I ⊆ R → R be a differentiable mapping on I̊, a, b ∈̊I,

with a < b and m ≤ f ′ (x) ≤M for all x ∈ [a, b] . It f ′ ∈ L1 [a, b] , then we have the
inequality: ∣∣∣∣∣f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ (M −m) (b− a)
4

.

The proof is similar to the proof of Theorem 27 via Grüss’ identity (2.36) . We
shall omit the details.

Remark 22. For a comprehensive list of results on the mid-point inequality,
see the expository work by Cerone and Dragomir [16]. Most of those results can be
stated in the particular case of convex functions, but they will not be considered in
this book.

4.2. Applications for Special Means. We shall start with the following
proposition:

Proposition 12. Let p > 1 and [a, b] ⊂ [0,∞) . Then we have the inequality:

(2.40) 0 ≤ A (ap, bp)− Lpp (a, b) ≤ p (b− a)

2 (p+ 1)
1
p

[Lp (a, b)]
p
q ,

where q := p
p−1 .
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Proof. By Theorem 26 applied to the convex mapping f (x) = xp we have:

ap + bp

2
− 1
b− a

∫ b

a

xpdx ≤ 1
2

(b− a)
1
p

(p+ 1)
1
p

(∫ b

a

∣∣pxp−1
∣∣q dx) 1

q

=
1
2

(b− a)
1
p

(p+ 1)
1
p

p

(∫ b

a

x(p−1)qdx

) 1
q

.

However,∫ b

a

x(p−1)qdx =
bpq−q+1 − apq−q+1

pq − q + 1
=
bp+1 − ap+1

p+ 1
= Lpp (a, b) (b− a) ,

and thus we have:

A (ap, bp)− Lpp (a, b) ≤ p (b− a)
1
p

2 (p+ 1)
1
p

(b− a)
1
q [Lp (a, b)]

p
q

=
p (b− a) [Lp (a, b)]

p
q

2 (p+ 1)
1
p

,

and the inequality (2.40) is proved.

Another result which is connected with the logarithmic mean L (a, b) is the
following one:

Proposition 13. Let p > 1 and 0 < a < b. Then one has the inequality:

(2.41) 0 ≤ H−1 (a, b)− L−1 (a, b) ≤ (b− a)

2 (p+ 1)
1
p

[
L p+1

1−p
(a, b)

] p+1
p

.

Proof. By Theorem 26 applied for the convex mapping f (x) := 1
x we have:

0 ≤
1
a + 1

b

2
− ln b− ln a

b− a
≤ (b− a)

1
p

(p+ 1)
1
p

(∫ b

a

dx

x2q

) 1
q

.

However, ∫ b

a

x−2qdx = (b− a)L1−2q
1−2q (a, b) ,

and as

1− 2q =
p+ 1
1− p

,

we deduce that

0 ≤ H−1 (a, b)− L−1 (a, b)

≤ 1
2

(b− a)
1
p (b− a)

1
q

(p+ 1)
1
p

[
L1−2q

1−2q (a, b)
] 1

q

=
(b− a)

2 (p+ 1)
1
p

[
L p+1

1−p
(a, b)

] p+1
p

,

and the proposition is thus proved.

The next proposition contains an inequality for the identric mean I (a, b) .
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Proposition 14. Let p > 1 and 0 < a < b. Then one has the inequality:

(2.42) 1 ≤ I (a, b)
G (a, b)

≤ exp

[
(b− a)

2 (p+ 1)
1
p

[L−p (a, b)](1−p)
]
.

Proof. If we apply Theorem 26 for the convex mapping f (x) = − lnx, x > 0,
we have that

0 ≤ 1
b− a

∫ b

a

lnxdx− ln a+ ln b
2

≤ 1
2

(b− a)
1
p

(p+ 1)
1
p

(∫ b

a

dx

xq

) 1
q

=
1
2

(b− a)
1
p (b− a)

1
q

(p+ 1)
1
p

[
L−p−p (a, b)

] 1
q

=
1
2

(b− a)

(p+ 1)
1
p

[L−p (a, b)](1−p) ,

from where results the inequality (2.42) .

Further on, we shall point out some natural applications of Theorem 27.
The following proposition holds.
Proposition 15. Let p > 1 and 0 ≤ a < b. Then one has the inequality:

(2.43) 0 ≤ A (ap, bp)− Lpp (a, b) ≤ p (p− 1)
4

(b− a)2 Lp−2
p−2 (a, b) .

Proof. If we choose in Theorem 27, f (x) = xp, p > 1, we have that pap−1 ≤
f ′ (x) ≤ pbp−1 for all x ∈ [a, b] . Thus, by the inequality (2.35) we obtain:

0 ≤ A (ap, bp)− Lpp (a, b) ≤
p
(
bp−1 − ap−1

)
(b− a)

4

=
p (p− 1)

4
(b− a)2 Lp−2

p−2 (a, b) ,

and the proposition is proved.

For the logarithmic mean, we have the following result.
Proposition 16. Let 0 < a < b. The we have the inequality

(2.44) 0 ≤ H−1 (a, b)− L−1 (a, b) ≤
(
b2 − a2

)
(b− a)

4a2b2
.

Proof. Indeed, if we choose in Theorem 27, f (x) = 1
x , then we have

− 1
a2
≤ f ′ (x) = − 1

x2
≤ − 1

b2

and thus

M −m = − 1
b2

+
1
a2

=
b2 − a2

4a2b2
.

Using inequality (2.35) the proof is completed.

For the identric mean we have:
Proposition 17. If 0 < a < b, one has the inequality:

(2.45) 1 ≤ I (a, b)
G (a, b)

≤ exp

[
(b− a)2

4ab

]
.
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Proof. Follows by Theorem 27.

Now, if we use Theorem 28 we can state the following inequalities:

0 ≤ A (ap, bp)− Lpp (a, b) ≤ p (b− a)L
p
q
p (a, b)

2 (p+ 1)
1
p

,

and

0 ≤ H−1 (a, b)− L−1 (a, b) ≤ (b− a)

2 (p+ 1)
1
p

[
L (p+1)

1−p
(a, b)

] p+1
p

,

and

1 ≤ I (a, b)
G (a, b)

≤ exp

[
(b− a)

2 (p+ 1)
1
p

[
L1−p
−p (a, b)

]]
,

respectively, where p > 1 and q := p
p−1 .

On the other hand, if we apply Theorem 29, we have the following inequalities:

0 ≤ A (ap, bp)− Lpp (a, b) ≤ p (p− 1)
4

(b− a)2 Lp−2
p−2 (a, b) ,

and

0 ≤ H−1 (a, b)− L−1 (a, b) ≤
(
b2 − a2

)
(b− a)

4a2b2
,

and

1 ≤ I (a, b)
G (a, b)

≤ exp

[
(b− a)2

4ab

]
,

respectively, where p > 1.

5. Further Inequalities for Twice Differentiable Convex Functions

5.1. Integral Inequalities for Twice Differentiable Convex Functions.
We shall start with the following well known lemma which is interesting in itself.

Lemma 4. Let f : I ⊆ R → R be twice differentiable on I̊ with f ′′ integrable on
[a, b] ⊂̊I. Then we have the identity:

(2.46)
1
2

∫ b

a

(x− a) (b− x) f ′′ (x) dx =
b− a

2
(f (a) + f (b))−

∫ b

a

f (x) dx.

Proof. Indeed, by an integration by parts, we have that

1
2

∫ b

a

(x− a) (b− x) f ′′ (x) dx

=
1
2

(x− a) (b− x) f ′ (x)
∣∣∣∣b
a

−
∫ b

a

[−2x+ (a+ b)] f ′ (x) dx

=
1
2

∫ b

a

[2x− (a+ b)] f ′ (x) dx

=
1
2

[
(2x− (a+ b)) f (x)|ba − 2

∫ b

a

f (x) dx

]

=
b− a

2
(f (a) + f (b))−

∫ b

a

f (x) dx,

and the identity (2.46) is proved.
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The following estimation result holds [50].
Theorem 30. With the above assumptions, given that k ≤ f ′′ (x) ≤ K on

[a, b] , we have the inequality

(2.47) k · (b− a)2

12
≤ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx ≤ K · (b− a)2

12
.

Proof. We have

k (x− a) (b− x) ≤ (x− a) (b− x) f ′′ (x) ≤ K (x− a) (b− x)

for all x ∈ [a, b] . Thus,

k

2
·
∫ b

a

(x− a) (b− x) dx ≤ 1
2

∫ b

a

(x− a) (b− x) f ′′ (x) dx

≤ K

2
·
∫ b

a

(x− a) (b− x) dx.

However, by (2.46)

1
2

∫ b

a

(x− a) (b− x) f ′′ (x) dx =
(b− a)

2
(f (a) + f (b))−

∫ b

a

f (x) dx

and ∫ b

a

(x− a) (b− x) dx =
(b− a)3

6
.

Hence, the inequality (2.47) is proved.

Corollary 12. With the above assumption, given that ‖f ′′‖∞ := supx∈[a,b] |f ′′ (x)| ≤
∞, then we have the known inequality:

(2.48)

∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ ‖f ′′‖∞
(b− a)2

12
.

The following result also holds.
Theorem 31. Let f : I ⊆ R → R be as above. If we assume that the new

mapping ϕ : [a, b] → R, ϕ (x) = (x− a) (b− x) f ′′ (x) is convex on [a, b] , then we
have the inequality:

(b− a)2

16
f ′′
(
a+ b

2

)
≥ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx(2.49)

≥ (b− a)2

8
f ′′
(
a+ b

2

)
.

Proof. Applying the first inequality of Hermite-Hadamard for the mapping
ϕ we can state:

1
b− a

∫ b

a

ϕ (x) dx ≥ ϕ

(
a+ b

2

)
=

(b− a)2

4
f ′′
(
a+ b

2

)
,

and, by Bullen’s inequality:

1
b− a

∫ b

a

ϕ (x) dx ≤ 1
2

[
ϕ

(
a+ b

2

)
+
ϕ (a) + ϕ (b)

2

]
=

(b− a)2

8
f ′′
(
a+ b

2

)
,
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and the inequality (2.49) is proved.

Another estimation result containing q−norms also holds [50].
Theorem 32. With the above assumption, assuming that p > 1, q := p

p−1 and
|f ′′| is q−Lebesque integrable on [a, b] , then we have the inequality:∣∣∣∣∣f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(2.50)

≤ 1
2

(b− a)
p+1

p [B (p+ 1, p+ 1)]
1
p ‖f ′′‖q ,

where B is Euler’s Beta-function.

Proof. By (2.46) we have that:∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(2.51)

=
1
2

∣∣∣∣∣ 1
b− a

∫ b

a

(x− a) (b− x) f ′′ (x) dx

∣∣∣∣∣
≤ 1

2 (b− a)

(∫ b

a

(x− a)p (b− x)p dx

) 1
p
(∫ b

a

|f ′′ (x)|q dx

) 1
q

.

Note that for the last inequality we have used Hölder’s inequality.
Denote x = (1− t) a+ tb. We have dx = (b− a) dt and then∫ b

a

(x− a)p (b− x)p dx

= (b− a)
∫ 1

0

((1− t) a+ tb− a)p (b− (1− t) a− tb)p dt

= (b− a)2p+1
∫ 1

0

tp (1− t)p dt

= (b− a)2p+1
B (p+ 1, p+ 1) ,

where

B (p, q) :=
∫ 1

0

tp−1 (1− t)q−1
dt, p, q > 0

is Euler’s Beta function.
Using the inequality (2.51) we deduce∣∣∣∣∣f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣
≤ (b− a)

2p+1
p

2 (b− a)
[B (p+ 1, p+ 1)]

1
p ‖f ′′‖q

=
1
2

(b− a)
p+1

p [B (p+ 1, p+ 1)]
1
p ‖f ′′‖q ,

and the theorem is proved.
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Remark 23. If p > 1, p ∈ N, as

B (p+ 1, p+ 1) =
p!

(p+ 1) ... (2p+ 1)
=

[p!]2

(2p+ 1)!
,

we deduce the estimation∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ 1
2

(b− a)
p+1

p

[
[p!]2

(2p+ 1)!

] 1
p

‖f ′′‖q ,

which gives for p = 2 that∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ (b− a)
3
2 ‖f ′′‖2

√
30

60
.

The following result also holds [50]:

Theorem 33. Let f : I ⊆ R → R be twice differentiable mapping on I̊ with f ′′

being integrable and γ ≤ f ′′ (x) ≤ Γ on [a, b] ⊂̊I. Then one has the inequality∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx− b− a

12
(f ′ (b)− f ′ (a))

∣∣∣∣∣(2.52)

≤ (b− a)2

32
(Γ− γ) .

Proof. By Grüss inequality, we have that∣∣∣∣∣ 1
b− a

∫ b

a

(x− a) (b− x) f ′′ (x) dx

− 1
b− a

∫ b

a

(x− a) (b− x) dx · 1
b− a

∫ b

a

f ′′ (x) dx

∣∣∣∣∣
≤ 1

4
(L− l) (Γ− γ) ,

where

L = sup
x∈[a,b]

{(x− a) (b− x)} =
(b− a)2

4

and
l = inf

x∈[a,b]
{(x− a) (b− x)} = 0,

where Γ, γ are as above.
As a simple calculation shows us that∫ b

a

(x− a) (b− x) dx =
(b− a)3

6
,

and by Lemma 4 we have that

I : =
1

2 (b− a)

∫ b

a

(x− a) (b− x) f ′′ (x) dx

=
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx,
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we obtain ∣∣∣∣∣I − 1
2 (b− a)

· (b− a)3

6
· 1
b− a

(f ′ (b)− f ′ (a))

∣∣∣∣∣
≤ 1

8
· (b− a)2

4
· (Γ− γ) .

That is, ∣∣∣∣I − b− a

12
· (f ′ (b)− f ′ (a))

∣∣∣∣ ≤ (b− a)2

32
(Γ− γ) ,

and the theorem is thus proved.

The following lemma is itself interesting [40]
Lemma 5. Let f, g : [a, b] → R be continuous on [a, b] and differentiable on

(a, b) . If g′ (x) 6= 0 on (a, b) and

l ≤ f ′ (x)
g′ (x)

≤ L on (a, b) ,

then one has the inequality:

l

(b− a)
∫ b

a

g2 (x) dx−

(∫ b

a

g (x) dx

)2
(2.53)

≤ (b− a)
∫ b

a

f (x) g (x) dx−
∫ b

a

f (x) dx
∫ b

a

g (x) dx

≤ L

(b− a)
∫ b

a

g2 (x) dx−

(∫ b

a

g (x) dx

)2
 .

Proof. First of all, we will show that for all x, y ∈ [a, b] we have the inequality

(2.54) l (g (x)− g (y))2 ≤ (f (x)− f (y)) (g (x)− g (y)) ≤ L (g (x)− g (y))2 .

If g (x) = g (y) , then the above inequality becomes an identity.
If g (x) 6= g (y) , and (assume) x < y, then by Cauchy’s theorem , there exists an
ξ ∈ (x, y) such that

f (x)− f (y)
g (x)− g (y)

=
f ′ (ξ)
g′ (ξ)

∈ [l, L] ,

and thus

l ≤ f (x)− f (y)
g (x)− g (y)

≤ L.

If we multiply by (g (x)− g (y))2 > 0 we get (2.54) .
Now, if we integrate (2.54) on [a, b]2 we can state that

l

∫ b

a

∫ b

a

(g (x)− g (y))2 dxdy ≤
∫ b

a

∫ b

a

(f (x)− f (y)) (g (x)− g (y)) dxdy

≤ L

∫ b

a

∫ b

a

(g (x)− g (y))2 dxdy.
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As a simple calculation shows us that

1
2

∫ b

a

∫ b

a

(g (x)− g (y))2 dxdy

= (b− a)
∫ b

a

g2 (x) dx−

(∫ b

a

g (x) dx

)2

and

1
2

∫ b

a

∫ b

a

(f (x)− f (y)) (g (x)− g (y)) dxdy

= (b− a)
∫ b

a

f (x) g (x) dx−
∫ b

a

f (x) dx
∫ b

a

g (x) dx,

the desired inequality (2.53) is obtained.

Remark 24. We shall show that the inequality (2.47) can also be proved by the
use of the above lemma. Indeed, we can state that:

k

(b− a)
∫ b

a

(
x− a+ b

2

)2

dx−

[∫ b

a

(
x− a+ b

2

)
dx

]2


≤ (b− a)
∫ b

a

(
x− a+ b

2

)
f ′ (x) dx−

∫ b

a

(
x− a+ b

2

)
dx

∫ b

a

f ′ (x) dx

≤ K

(b− a)
∫ b

a

(
x− a+ b

2

)2

dx−

[∫ b

a

(
x− a+ b

2

)
dx

]2
 .

As a simple calculation shows us that∫ b

a

(
x− a+ b

2

)
dx = 0

and ∫ b

a

(
x− a+ b

2

)2

dx =
(b− a)3

12
,

we get the inequality

k · (b− a)4

12
≤ (b− a)

∫ b

a

(
x− a+ b

2

)
f ′ (x) dx ≤ K · (b− a)4

12
.

Now, if we use the identity

f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx =
∫ b

a

(
x− a+ b

2

)
f ′ (x) dx

we get the desired result.

The following theorem also holds [40].
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Theorem 34. Let f : I ⊆ R → R be a twice differentiable mapping on I̊ such
that k ≤ f ′′ (x) ≤ K on [a, b] ⊂̊I. Then one has the double inequality:

k · (b− a)4

48
(2.55)

≤ 1
2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
− 1
b− a

∫ b

a

f (x) dx

≤ K · (b− a)4

48
.

Proof. Recall the identity (proved in Lemma 3):

f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx(2.56)

=
1

b− a

∫ a+b
2

a

(x− a) f ′ (x) dx+
1

b− a

∫ b

a+b
2

(x− b) f ′ (x) dx.

If we now apply Lemma 5 we obtain:

k

(a+ b

2
− a

)∫ a+b
2

a

(x− a)2 dx−

(∫ a+b
2

a

(x− a) dx

)2


≤
(
a+ b

2
− a

)∫ a+b
2

a

(x− a) f ′ (x) dx−
∫ a+b

2

a

(x− a) dx
∫ a+b

2

a

f ′ (x) dx

≤ K

(a+ b

2
− a

)∫ a+b
2

a

(x− a)2 dx−

(∫ a+b
2

a

(x− a) dx

)2
 .

As a simple computation gives us:∫ a+b
2

a

(x− a)2 dx =
(b− a)3

24

and ∫ a+b
2

a

(x− a) dx =
(b− a)2

8

and

I1 :=
b− a

2
· (b− a)3

24
− (b− a)4

64
=

(b− a)4

192
,

thus we get that

k · (b− a)4

192

≤ b− a

2

∫ a+b
2

a

(x− a) f ′ (x) dx− (b− a)2

8

[
f

(
a+ b

2

)
− f (a)

]
≤ K · (b− a)4

192
,
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from where we derive

k · (b− a)2

96
(2.57)

≤ 1
b− a

∫ a+b
2

a

(x− a) f ′ (x) dx− 1
4

[
f

(
a+ b

2

)
− f (a)

]
≤ K · (b− a)2

96
,

Similarly, the above lemma gives us that

k

(b− a+ b

2

)∫ b

a+b
2

(x− b)2 dx−

(∫ b

a+b
2

(x− b) dx

)2


≤
(
b− a+ b

2

)∫ b

a+b
2

(x− b) f ′ (x) dx−
∫ b

a+b
2

(x− b) dx
∫ b

a+b
2

f ′ (x) dx

≤ K

(b− a+ b

2

)∫ b

a+b
2

(x− b)2 dx−

(∫ b

a+b
2

(x− b) dx

)2
 .

As we have ∫ b

a+b
2

(x− b)2 dx =
(b− a)3

24

and ∫ b

a+b
2

(x− b) dx = − (b− a)2

8
,

then, by the above inequality we can state that

k · (b− a)4

192

≤ b− a

2

∫ b

a+b
2

(x− b) f ′ (x) dx− (b− a)2

8

[
f (b)− f

(
a+ b

2

)]
≤ K · (b− a)2

192
,

which is equivalent with

k · (b− a)2

96
(2.58)

≤ 1
b− a

∫ b

a+b
2

(x− b) f ′ (x) dx− 1
4

[
f (b)− f

(
a+ b

2

)]
≤ K · (b− a)4

96
.
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If we now add the inequalities (2.57) and (2.58) , taking into account the identity
(2.56) , we obtain:

k · (b− a)2

48

≤ f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx− 1
4

[
2f
(
a+ b

2

)
− (f (a) + f (b))

]
≤ K · (b− a)2

48
,

which is equivalent with the desired inequality (2.55) .

The following two corollaries also hold.
Corollary 13. With the above assumptions, with the condition that ‖f ′′‖∞ <

∞, we have the inequality∣∣∣∣∣12
[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ ‖f ′′‖∞ · (b− a)2

48
.

Corollary 14. If f is twice differentiable on I̊ and convex on this interval,
then we have the following converse of Bullen’s inequality:

0 ≤ 1
2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
− 1
b− a

∫ b

a

f (x) dx ≤ ‖f ′′‖∞ · (b− a)2

48
,

where [a, b] ⊂̊I.
The following result also holds [40]:

Theorem 35. Let f : I ⊆ R → R be twice differentiable mapping on I̊ and
k ≤ f ′′ (x) ≤ K for all x ∈ [a, b] ⊂̊I. Then we have the inequality:

B +K · (b− a)2

12
≤ (b− a) · f (a) + f (b)

2
−
∫ b

a

f (x) dx(2.59)

≤ A+ k · (b− a)2

12
,

where

A : =
1
2

{
(b− a)

[
f ′ (b)− k

(
b− a

2

)]
− (f (b)− f (a))

}
×
{
f (b)− f (a)− (b− a)

[
f ′ (a)− k

(
b−a
2

)]}
f ′ (b)− f ′ (a)− k (b− a)

and

B : =
1
2

{
(b− a)

[
K

(
b− a

2

)
− f ′ (b)

]
+ (f (b)− f (a))

}
×
{
f (b)− f (a)− (b− a)

[
K
(
b−a
2

)
+ f ′ (a)

]}
K (b− a)− f ′ (b) + f ′ (a)

,

provided that:

f ′ (b)− f ′ (a) 6= k (b− a) and f ′ (b)− f ′ (a) 6= K (b− a) .
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Proof. Let us denote

I :=
1
2

∫ b

a

(x− a) (b− x) f ′′ (x) dx =
b− a

2
(f (a) + f (b))−

∫ b

a

f (x) dx.

For the last inequality we used Lemma 4.
It is easy to see that

1
2

∫ b

a

(x− a) (b− x) (f ′′ (x)− k) dx = I − k · 1
2

∫ b

a

(x− a) (b− x) dx

= I − k · (b− a)2

12
,

and, similarly,

1
2

∫ b

a

(x− a) (b− x) (K − f ′′ (x)) dx = K · (b− a)2

12
− I.

By the classical Chebychev integral inequality for asynchronous mappings we have
that:

1
2

∫ b

a

(x− a) (b− x) (f ′′ (x)− k) dx(2.60)

≤ 1
2

∫ b
a

(x− a) (f ′′ (x)− k) dx
∫ b
a

(b− x) (f ′′ (x)− k) dx∫ b
a

(f ′′ (x)− k) dx

and

1
2

∫ b

a

(x− a) (b− x) (K − f ′′ (x)) dx(2.61)

≤ 1
2

∫ b
a

(x− a) (K − f ′′ (x)) dx
∫ b
a

(b− x) (K − f ′′ (x)) dx∫ b
a

(K − f ′′ (x)) dx
.

By a simple calculation we get that:∫ b

a

(x− a) (f ′′ (x)− k) dx

= (f ′ (x)− kx) (x− a)|ba −
∫ b

a

(f ′ (x)− k) dx

= (f ′ (b)− kb) (b− a)−

[
f (b)− f (a)− k · x

2

2

∣∣∣∣b
a

]

= (f ′ (b)− kb) (b− a)−
[
f (b)− f (a)− k

(
b2 − a2

2

)]
= (b− a)

[
f ′ (b)− kb+ k · a+ b

2

]
− f (b) + f (a)

= (b− a)
[
f ′ (b)− k

(
b− a

2

)]
− (f (b)− f (a))
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and ∫ b

a

(b− x) (f ′′ (x)− k) dx

= (f ′ (x)− kx) (b− x)|ba −
∫ b

a

(f ′ (x)− k) dx

= − (f ′ (a)− ka) (b− a) + f (b)− f (a)− k · b
2 − a2

2

= (b− a)
[
−f ′ (a) + ka− k · a+ b

2

]
+ f (b)− f (a)

= (b− a)
[
−f ′ (a)− k · b− a

2

]
+ f (b)− f (a)

= f (b)− f (a)− (b− a)
[
f ′ (a) + k · b− a

2

]
.

Using the inequality (2.60) we obtain:

I − k (b− a)2

12

≤ 1
2

{
(b− a)

[
f ′ (b)− k

(
b− a

2

)]
− (f (b)− f (a))

}
×
{
f (b)− f (a)− (b− a)

[
f ′ (a) + k b−a2

]}
f ′ (b)− f ′ (a)− k (b− a)

.

That is,

I ≤ k (b− a)2

12
+A,

and the right inequality in (2.59) is proved.
Similarly, we have that:∫ b

a

(x− a) (K − f ′′ (x)) dx

= (Kb− f ′ (b)) (b− a)−K ·
(
b2 − a2

)
2

+ f (b)− f (a)

= (b− a)
[
Kb− f ′ (b) +K · a+ b

2

]
+ f (b)− f (a)

= (b− a)
[
K · b− a

2
− f ′ (b)

]
+ f (b)− f (a)

and ∫ b

a

(b− x) (K − f ′′ (x)) dx

= − (b− a) (K · a− f ′ (a)) +K ·
(
b2 − a2

)
2

− f (b) + f (a)

= (b− a)
[
K ·

(
b− a

2

)
+ f ′ (a)

]
− f (b) + f (a) .
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Using the inequality (2.61) , we get that

K · (b− a)2

12
− I

≤ 1
2

{
(b− a)

[
K ·

(
b− a

2

)
− f ′ (b)

]
+ f (b)− f (a)

}
×
{
(b− a)

[
K ·

(
b−a
2

)
+ f ′ (a)

]
− f (b) + f (a)

}
K · (b− a)− f ′ (b) + f ′ (a)

,

from where we get

I ≥ K · (b− a)2

12
+B,

and the theorem is proved.

The following corollary for convex mappings holds [40].

Corollary 15. If f is a twice differentiable convex mapping on I̊, and [a, b] ⊂̊I,
then we have the inequality

0 ≤ f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

≤ 1
2

[(b− a) f ′ (b)− (f (b)− f (a))] [f (b)− f (a)− (b− a) f ′ (a)]
(b− a) (f ′ (b)− f ′ (a))

,

provided that f ′ (b) 6= f ′ (a) .

5.2. Applications for Special Means. We shall start with the following
proposition:

Proposition 18. Let p > 1 and 0 ≤ a < b. Then we have the inequality:

0 ≤ A (ap, bp)− Lpp (a, b)(2.62)

≤ 1
2

(b− a)2 p (p− 1) [B (p+ 1, p+ 1)]
1
p Lp−2

p(p−2)
(p−1)

(a, b) ,

where B is Euler’s Beta function.

Proof. If we apply Theorem 32 for f (x) := xp on [a, b] we get that:

0 ≤ A (ap, bp)− Lpp (a, b)(2.63)

≤ 1
2

(b− a)
p+1

p [B (p+ 1, p+ 1)]
1
p

(∫ b

a

[
p (p− 1)xp−2

]q
dx

) 1
q

,

where B is Euler’s Beta function.
As ∫ b

a

xpq−2qdx =
bpq−2q+1 − apq−2q+1

pq − 2q + 1
=
bp−q+1 − ap−q+1

p− q + 1
,

and
bp−q+1 − ap−q+1

p− q + 1
= Lp−qp−q (a, b) (b− a) ,
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we deduce, by (2.63) , that

0 ≤ A (ap, bp)− Lpp (a, b)

≤ 1
2

(b− a)
p+1

p [B (p+ 1, p+ 1)]
1
p p (p− 1)L

p−q
q

p−q (a, b) (b− a)
1
q

=
1
2

(b− a)2 p (p− 1) [B (p+ 1, p+ 1)]
1
p Lp−2

p(p−2)
(p−1)

(a, b) ,

as
p− q

q
= p− 2

and

p− q =
p (p− 2)
p− 1

;

and the proposition is proved.

The following proposition also holds.

Proposition 19. Let p > 1 and 0 < a < b. Then one has the inequality:

(2.64) 0 ≤ L (a, b)−H (a, b) ≤ (b− a)2
L (a, b)H (a, b) [B (p+ 1, p+ 1)]

1
p

L3
− 3p

p+1
(a, b)

.

Proof. If we apply Theorem 32 for the function f (x) = 1
x , we obtain:

0 ≤ H−1 (a, b)− L−1 (a, b)(2.65)

≤ 1
2

(b− a)
p+1

p [B (p+ 1, p+ 1)]
1
p

(∫ b

a

2q

x3q
dx

) 1
q

.

However, ∫ b

a

dx

x3q
=

x−3q+1

−3q + 1

∣∣∣∣b
a

=
b−3q+1 − a−3q+1

−3q + 1
= L−3q

−3q (a, b) (b− a) .

Then, by (2.65) we get that

0 ≤ H−1 (a, b)− L−1 (a, b)

≤ 1
2

(b− a)
p+1

p (b− a)
1
q [B (p+ 1, p+ 1)]

1
p L−3

−3q (a, b)

= (b− a)2
[B (p+ 1, p+ 1)]

1
p

L3
− 3p

p+1
(a, b)

,

and the inequality (2.64) is obtained.

The following inequality for the geometric and identric mean also holds:

Proposition 20. Let p > 1 and 0 < a < b. Then we have the inequality:

(2.66) 1 ≤ I (a, b)
G (a, b)

≤ exp

1
2

(b− a)2
[B (p+ 1, p+ 1)]

1
p

L2
− 2p

p+1
(a, b)

 .
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Proof. If we apply Theorem 32 for the convex mapping f (x) = − lnx, we
obtain:

0 ≤ ln I (a, b)− lnG (a, b)

≤ 1
2

(b− a)
p+1

p [B (p+ 1, p+ 1)]
1
p

(∫ b

a

dx

x2q

) 1
q

=
1
2

(b− a)2
[B (p+ 1, p+ 1)]

1
p

L2
− 2p

p+1
(a, b)

,

from where results the desired inequality (2.66) .

We shall now point out some applications of Theorem 33 for special means.
Proposition 21. Let p ≥ 2 and 0 ≤ a < b. Then we have the inequality:∣∣∣∣A (ap, bp)− Lpp (a, b)− p (p− 1)

12
(b− a)2 Lp−2

p−2 (a, b)
∣∣∣∣(2.67)

≤ p (p− 1) (b− a)3

32
Lp−3
p−3 (a, b) .

Proof. If we choose in Theorem 33, f (x) = xp, p ≥ 2, then

k = p (p− 1) ap−2 ≤ f (x) ≤ p (p− 1) bp−2 = K, x ∈ [a, b] .

Applying inequality (2.52) we get∣∣∣∣A (ap, bp)− Lpp (a, b)− p (b− a)
12

(
bp−1 − ap−1

)∣∣∣∣(2.68)

≤ p (p− 1)
32

(b− a)2
(
bp−2 − ap−2

)
.

As
bp−1 − ap−1 = (p− 1)Lp−2

p−2 (a, b) (b− a)
and

bp−2 − ap−2 = (p− 2)Lp−3
p−3 (a, b) (b− a) ,

then, by (2.68) we can conclude that the desired inequality (2.67) holds true.

The following proposition also holds.
Proposition 22. Let 0 < a < b. Then we have the inequality:∣∣∣∣∣L (a, b)−H (a, b)− (b− a)2

6
· A (a, b)L (a, b)H (a, b)

G4 (a, b)

∣∣∣∣∣(2.69)

≤ (b− a)3

16
·
L (a, b)H (a, b)

[
4A2 (a, b)−G2 (a, b)

]
G6 (a, b)

.

Proof. If we choose in Theorem 33, f (x) = 1
x , then it is clear that f ′′ (x) ∈[

2
b3 ,

2
a3

]
. That is, we can choose in the inequality (2.52) , k = 2

b3 and K = 2
a3 , to

obtain: ∣∣∣∣L−1 (a, b)−H−1 (a, b)− b− a

12

(
1
a2
− 1
b2

)∣∣∣∣
≤ (b− a)3

32

(
2
a3
− 2
b3

)
,
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That is, ∣∣∣∣∣L−1 (a, b)−H−1 (a, b)− (b− a)2

6
· a+ b

2
· 1
a2b2

∣∣∣∣∣(2.70)

≤ (b− a)2

16

(
(b− a)

(
a2 + ab+ b2

)
a3b3

)

=
(b− a)3

16

(
a2 + ab+ b2

)
a3b3

.

However,

a2 + b2 + ab = (a+ b)2 − ab = 4A2 (a, b)−G2 (a, b) ,

and thus (2.70) becomes∣∣∣∣∣L−1 (a, b)−H−1 (a, b)− (b− a)2

6
· A (a, b)
G4 (a, b)

∣∣∣∣∣
≤ (b− a)3

16

(
4A2 (a, b)−G2 (a, b)

)
G6 (a, b)

.

which is equivalent with∣∣∣∣∣L (a, b)−H (a, b)− (b− a)2

6
· A (a, b)L (a, b)H (a, b)

G4 (a, b)

∣∣∣∣∣
≤ (b− a)3

16
·
(
4A2 (a, b)−G2 (a, b)

)
L (a, b)H (a, b)

G6 (a, b)
.

As a final application of Theorem 33 we have the following proposition:

Proposition 23. Let 0 < a < b. Then

(2.71)

∣∣∣∣∣ln I (a, b)− lnG (a, b)− (b− a)2

12G2 (a, b)

∣∣∣∣∣ ≤ (b− a)3

12
A (a, b) .

Proof. If we choose in Theorem 33, f (x) = − lnx, then f ′′ (x) = 1
x2 ∈[

1
b2 ,

1
a2

]
. That is, k = 1

b2 , K = 1
a2 , and by inequality (2.52) we obtain:∣∣∣∣ln I (a, b)− lnG (a, b) +
b− a

12

(
1
b
− 1
a

)∣∣∣∣ ≤ (b− a)2

32

(
1
b2
− 1
a2

)
.

That is, ∣∣∣∣∣ln I (a, b)− lnG (a, b) +
(b− a)2

12ab

∣∣∣∣∣ ≤ (b− a)3

16
b+ a

2
,

which is equivalent with the desired inequality (2.71) .

Finally, we shall point out some natural applications of Theorem 34 for special
means.

The following proposition holds:
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Proposition 24. Let p ≥ 2 and a, b ∈ [0,∞) with a < b. Then we have the
inequality:

p (p− 1) ap−2 (b− a)2

48
≤ 1

2
[Ap (a, b) +A (ap, bp)]− Lpp (a, b)

≤ p (p− 1) bp−2 (b− a)2

48
.

The argument follows by Theorem 34 applied for the mapping f (x) = xp, p ≥ 2
on [a, b] .

Another inequality for the harmonic and logarithmic means is embodied in the
following proposition.

Proposition 25. If 0 < a < b, then:

(b− a)2

24b2
≤ 1

2
[
A−1 (a, b) +H−1 (a, b)

]
− L−1 (a, b) ≤ (b− a)2

24a2
.

The proof is obvious by Theorem 34 applied for the mapping f (x) := 1
x , x ∈

[a, b] .
Finally, we have:
Proposition 26. If 0 < a < b, then:

exp

[
(b− a)2

48b2

]
≤ I (a, b)
G (A (a, b) , G (a, b))

≤ exp

[
(b− a)2

48a2

]
.

The proof goes by Theorem 34 applied for the mapping f (x) = − lnx, we shall
omit the details.

Remark 25. Similar results can be obtained from Theorem 35, but we omit the
details.

6. A Best Possible H· −H· Inequality in Fink’s Sense

6.1. Introduction. The H· −H· inequality is

(2.72) f

(
a+ b

2

)
≤ 1
b− a

∫ b

a

f (x) dx ≤ f (a) + f (b)
2

,

which holds for f convex. This inequality is a special case of a result of Fejer [72]

(2.73) f

(
a+ b

2

)∫ b

a

p (t) dt ≤
∫ b

a

f (t) p (t) dt ≤ f (a) + f (b)
2

∫ b

a

p (t) dt,

which holds when f is convex and p is a nonnegative function whose graph is
symmetric with respect to the center a+b

2 . As Fink noted in [73], one wonders
what the symmetry has to do with this result and if such an inequality holds for
other functions. In particular, one would like to have a result which cannot be
generalised by being a ‘best possible inequality’, see [76], [78] and [73]. Here it
would mean being able to prove the two statements.

(A) The inequality (2.73) holds for all functions p ∈ M if and only if f is
convex; and

(B) The inequality (2.73) holds for all convex f if and only if p ∈M .
The problem is to find the correct class of functions or measures M . It turns

out that the class M will not be a subset of the positive measures.
To answer these questions, we will consider the following (see [73]).
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6.2. The Lower Bound. For convenience, we will take the interval to be
[−1, 1] and concentrate on the left hand inequality of (2.73) first. To see that
symmetry is not essential in Fejer’s result, we first see how one might establish a
result in this direction. To do this, we will replace p (x) dx by a nonnegative regular
Borel measure µ with the requirement that

∫ 1

−1
dµ (x) > 0.

Since f is convex, its graph lies above its tangent lines. Let y be an arbitrary
number in [−1, 1] and write down this condition

(2.74) f (x) ≥ f (y) + f ′ (y) (x− y) .

Let the moments of the measure be defined by Pk =
∫ 1

−1
xkdµ (x). If we integrate

the inequality (2.74) we arrive at

(2.75)
∫ 1

−1

f (x) dµ (x) ≥ f (y)P0 + f ′ (y) (P1 − yP0) .

This inequality holds for any y in [−1, 1] so we may choose any y we please. But
we get the best one by maximizing the right hand side of this inequality. As-
suming that f has two derivatives, one gets the derivative of this quantity to be
f ′′ (y) (P1 − yP0). Since P1−P0 ≤ 0 and P1 +P0 > 0, the maximum is at y0 = P1

P0
.

So we arrive at

(2.76)
∫ 1

−1

f (x) dµ (x) ≥ P0f

(
P1

P0

)
.

Of course, if µ is an even measure we have P1 = 0 and Fejer’s result. At this
stage we are able to prove statement (A) (with (2.73) replaced by (2.76)) if we take
M to be the nonnegative regular Borel measures. For the sufficiency is the above
argument and the necessity is obtained by taking the measure

(2.77) dµ = αδx + (1− α) δy
for δz the unit mass at z and 0 ≤ α ≤ 1. Then (2.76) becomes the convexity of f .
Of course the sufficiency in the statement (B) also is also obtained from the above
argument. It is the necessity that fails. That is, we cannot prove that if (2.76)
holds for all convex f , then the measure must be nonnegative. This turns out to
be false. If we allow µ to be a signed measure, the above proof fails since we may
not integrate an inequality. However, here is what we can prove. Let (EP for end
positive)

(EP)
∫ t

−1

(t− x) dµ (x) ≥ 0 and
∫ 1

t

(x− t)µ (x) ≥ 0 for t ∈ [−1, 1] .

This condition will be revisited in the section on upper bounds (see [73]).
Theorem 36. ([73]) Let f be continuous on [−1, 1] and µ a regular Borel

measure such that µ [−1, 1] > 0. Then
i) the inequality (2.76) holds for all measures µ satisfying (EP) if and only

if F is convex; and
ii) the inequality (2.76) holds for all convex f if and only if µ satisfies (EP).

Equality holds in (2.76) for linear f .

Proof. We first argue the sufficiency. For f convex, we can write

(2.78) f (x) = a+ b (x− y) +
∫ x

y

(x− t) dσ (t) .
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The nonnegative measure σ, a and b depend on the choice of y. The reader may
take dσ to be f ′′ (t) dt for first understanding. For the general case, a bounded
convex function f has a derivative f ′ a.e. and f ′ is an increasing function. So f ′

can be written as b+
∫ x
y
dσ where dσ may contain point masses and b is the slope

of some supporting line at y. Then

(2.79)
∫ 1

−1

f (x) dµ (x) = (a− yb)P0 + bP1 +R

where R =
∫ 1

−1

∫ x
y

(x− t) dσ (t) dµ (x) which can be written as∫ y

−1

(∫ t

−1

(t− x) dµ (x)
)
dσ (t) +

∫ 1

y

(∫ 1

t

(x− t) dµ (x)
)
dσ (t) .

It is now obvious that σ ≥ 0 and µ ∈(EP) make R ≥ 0, and again we may choose
y = y0 = P1

P0
to get (2.76) (since a = f (y0)). To prove the converse in i) we

observe that the measure defined in (2.77) is in (EP). To prove that if (2.76) holds
for all convex f then µ ∈(EP) we take for f (x) the function f (x) = (x− t)+ for
t ∈ [−1, 1]. Then

(2.80)
∫ 1

t

(x− t) dµ (x) ≥
∫ 1

−1

dµ

(
P1

P0
− t

)
+

.

Since the right hand side is nonnegative, we get the second condition in (EP). Note
that for t = −1, (2.80) reads P1 + P0 ≥ 0 so that y0 = P1

P0
≥ −1. If t ≤ y0 then

(2.80) becomes ∫ 1

t

(x− t) dµ (x) ≥
∫ 1

−1

xdµ (x)− t

∫ 1

−1

dµ (x) ,

which becomes
∫ t
−1

(t− x) dµ (x) ≥ 0, the first of (EP) for t ≤ y0. If t > y0 we have
tP0 > P1. The identity∫ t

−1

(t− x) dµ (x) = (tP0 − P1) +
∫ 1

t

(x− t) dµ (x)

gives the first term in (EP) as the sum of two positive terms. Note that at t = 1
this condition gives P0 − P1 ≥ 0 or y0 ≤ 1.

Example 1. ([73])Let dµa (x) =
(
x2 − a

)
dx, 0 < a < 1

3 . Then∫ t

−1

(t− x) dµ (x) =
∫ 1

t

(x− t) dµ (x) =
1
12
(
t2 − 1

)2
and P0 = P1 = 0.

Thus, for 0 < a < 1
3 dµ is not a nonnegative measure and

(2.81)
∫ 1

−1

(
x2 − a

)
f (x) dx ≥ 2

(
1
3
− a

)
f (0)

for any convex f . For a = 1
3 we have (2.82).

(2.82)
∫ 1

−1

x2f (x) dx ≥ 1
3

∫ 1

−1

f (x) dx

for any convex f .
Remark 26. If f is concave, all of the above inequalities are reversed.



56 2. SOME RESULTS RELATED TO THE H· −H· INEQUALITY

6.3. The nth Order Case. One can obtain inequalities with f ′′ ≥ 0 replaced
by f (n+1) ≥ 0. For then, we look at the simple case when µ ≥ 0.

(2.83) f (x) ≥
n∑
k=0

f (k) (y)
k!

(x− y)k .

If µ ≥ 0 we have

(2.84)
∫ 1

−1

f (x) dµ (x) ≥
n∑
k=0

f (k) (y)
k!

∫ 1

−1

(x− y)k dµ (x) ≡ g (y) .

If follows that

g′ (y) =
f (n+1) (y)

n!

∫ 1

−1

(x− y)n dµ (x) .

Theorem 37. ([73]) If n is even, f (n+1) ≥ 0 on [−1, 1] and µ ≥ 0, then

(2.85)
∫ 1

−1

f (x) dµ (x) ≥
n∑
k=0

f (k) (1)
k!

∫ 1

−1

(x− 1)k dµ (x)

with equality if f is a polynomial of degree n.

Proof. If n is even, then g′ ≥ 0 and thus we get the best inequality by taking
g (1).

Theorem 38. ([73]) If n is odd, f (n+1) ≥ 0 on [−1, 1] and µ ≥ 0 then

(2.86)
∫ 1

−1

f (x) dµ (x) ≥
n−1∑
k=0

f (k) (y0)
k!

∫ 1

−1

(x− y0)
k
dµ (x) ,

where
∫ 1

−1
(x− y0)

n
dµ (x) = 0.

Proof. If n is odd then g′ has a factor
∫ 1

−1
(x− y)n dµ (x) which has opposite

signs at ±1 and this factor has a derivative which is less than zero, so it has a
unique zero. This zero maximizes g (y).

This result is reversed if f (n+1) ≤ 0. Moreover, if µ is even, then
∫ 1

−1
xndµ (x) =

0 if n is odd, so that µ0 = 0.
Remark 27. ([73]) If n = 1 then (2.86) becomes (2.76) since y0 = P1

P0
in this

case.
Example 2. ([73]) If n is odd, µ an even measure and f (n+1) ≥ 0 then∫ 1

−1

f (x) dµ (x) ≥

n−1
2∑

k=0

f (2k) (0)
(2k)!

∫ 1

−1

x2kdµ (x) .

Having disposed of the easy case we look at the replacement of nonnegative
measures by signed measures. Here (2.83) is replaced by

(2.87) f (x) =
n∑
k=0

f (k) (y)
k!

(x− y)k +R1,

where

R1 =
∫ x

y

(x− t)n

n!
f (n+1) (t) dt.

Theorem 39. ([73]) Let f ∈ Cn+1 [−1, 1] and µ a regular Borel measure. Then
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(i) The inequality (2.84) holds for all y ∈ [−1, 1] and all f with f (n+1) ≥ 0 if
and only if µ satisfies (EP)n.

(ii) The inequality (2.84) holds for all y ∈ [−1, 1] and measures µ satisfying
(EP)n if and only if f (n+1) ≥ 0.

Proof. Proceeding as in the proof of Theorem 36, we arrive at

R =
∫ y

−1

f (n+1) (t)
n!

∫ t

−1

(−1) (x− t)n dµ (x) dt(2.88)

+
∫ 1

y

f (n+1) (t)
n!

∫ 1

t

(x− t)n dµ (x) dt.

So the sufficiency of (2.84) is that

(EPn)
∫ 1

t

(x− t)n dµ (x) ≥ 0 and
∫ t

−1

(x− t)n dµ (x) ≥ 0; t ∈ [−1, 1] .

The necessity is achieved by taking f (n+1) (t) = δt0, i.e., f (t) =
(t−t0)n

+
n! . For then

R ≥ 0 gives (EP)n.
To show that (2.84) holding implies that f (n+1) ≥ 0, one needs to assume the

existence of f (n+1). The (n+ 1)st divided difference g [x1, . . . , xn+2] at distinct
points of a function g is a linear combination of the values of g at these points.
That is,

g [x1, . . . , xn+2] =
n+2∑

1

αixi

the coefficients being determined by the (n+ 2) points x1, . . . , xn+2. Consequently,
the measure dµ =

∑n+2
1 αiδxi has the property that

g [x1, . . . , xn+2] =
∫ 1

−1

g (x) dµ (x) .

We take this measure in (2.84). Now

g [x1, . . . , xn+2] =
g(n+1) (s)
(n+ 1)!

by a generalised mean value theorem. Consequently
∫ 1

−1
(x− y)k dµ (x) = 0 for

k = 0, . . . , n and (2.84) becomes

f [x1, . . . , xn+2] =
∫ 1

−1

f (x) dµ (x) ≥ 0.

Now, it is known that

lim f [x1, . . . , xn+2] =
f (n+1) (x)
(n+ 1)!

where the limit has all the xi → x. To complete the proof we must argue that this
measure µ satisfies (EP)n. Since we are assuming (2.84) for all y ∈ [−1, 1], we may
take y = 1 so that (EP)n reduces to the simple condition

∫ 1

−1
(x− t)nt dµ (x) ≥ 0,

see (2.88).
Now

∫ 1

−1
(x− t)nt dµ (x) is the (n+ 1)st divided difference of the function (x− t)nt

as a function of x. This is the classical B−spline M (t, x0, . . . , xn+2) which is known
to be nonnegative. See [169, page 2]. This completes the proof.
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6.4. Upper Bounds. One could begin a study of the upper bound by using
(2.78) to compute

f (x)− f (1)
1 + x

2
− f (−1)

1− x

2
= h (x)

and then
∫ 1

−1
hdµ (x) as a linear combination of f (y), f ′ (y) as in formula (2.79)

and an integral which is generally like R in (2.79). When one does this, the integral
terms turns out to be independent of y, and the coefficients of f (y) and f ′ (y) are
zero. If R ≤ 0, one gets∫ 1

−1

f (x) dµ (x)− f (1)
2

(P0 + P1)− f (−1)
(
P0 − P1

2

)
≤ 0

which replicates Fejer’s upper bound if µ is nonnegative and even. The general
condition on µ obtained in this way suggests a much easier proof and statement of
the theorem.

Theorem 40. ([73]) Let f be a twice differentiable convex function and let
µ be a measure such that the solution to the boundary value problem y′′ = dµ;
y (−1) = y (1) = 0, is less than or equal to zero on [−1, 1], then∫ 1

−1

fdµ ≤ P0
f (−1) + f (1)

2
+ P1

f (1)− f (−1)
2

.

Remark 28. ([73]) The meaning of the boundary value problem is this. Let
G (x, t) be the Green’s function for the problem Ly = y′′, y (1) = y (−1) = 0 (note
the change in sign in L) then y (x) =

∫ 1

−1
G (x, t) dµ (t) is a C ′ function satisfying

the boundary conditions and if dµ (t) = p (t) dt, y′′ = p a.e.. The boundary value
problem is self adjoint so G (x, y) = G (y, x).

Proof of the theorem. Let y (x) =
∫ 1

−1
G (x, t) dµ (t), then∫ 1

−1

f ′′ (x) y (x) dx =
∫ 1

−1

f ′′ (x)
∫ 1

−1

G (x, t) dµ (t) dx

=
∫ 1

−1

∫ 1

−1

G (x, t) f ′′ (x) dxdµ (t) =
∫ 1

−1

(∫ 1

−1

G (t, x) f ′′ (x) dx
)
dµ (t) .

Now,
∫ 1

−1
G (t, x) f ′′ (x) dx is a function whose second derivative is f ′′ and whose

values at ±1 are zero since G is the Green’s function. This function is

f (x)− f (−1)
1− x

2
− f (1)

1 + x

2
,

a.e.. Thus we have∫ 1

−1

f (x) dµ (x)− f (−1)
2

(P0 − P1)−
f (1)

2
(P0 + P1) =

∫ 1

−1

f ′′ (x) y (x) dx.

Now f ′′ ≥ 0 and y ≤ 0 by hypothesis. This completes the proof.

Note that it can be verified that G ≤ 0 so that if µ ≥ 0, then y ≤ 0.
At this point it is instructive to look at the condition (EP). The functions in

(EP)
∫ t
−1

(t− x) dµ (x) and
∫ 1

t
(x− t) dµ (x) are solutions of initial value problems

(respectively)

y′′ = dµ; y (−1) = y′ (−1) = 0; y (1) = y′ (1) = 0.
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For (EP)n the initial value problem is

y(n+1) =
(−1)n+1

n!
dµ

and y(k) (−1) = 0; k = 0, . . . , n; y(k) (1) = 0, k = 0, . . . , n respectively.
Example 3. ([73]) Let p (x) = x2 − 1

6 . Then y in Theorem 40 is

y (x) =
x2

12
(
x2 − 1

)
≤ 0.

Moreover, P0 = 1
3 and P1 = 0 so we get∫ 1

−1

f (x)
(
x2 − 1

6

)
dx ≤ f (1) + f (−1)

6

for f convex. For a non-symmetric example, let p (x) = x2−x so that P0 = −P1 =
2
3 . Then

y (x) =
1
12
(
x2 − 1

)
(x− 1)2 ≤ 0

and we have ∫ 1

−1

f (x)
(
x2 − x

)
dx ≤ 2

3
f (1) for f convex.

We cannot expect the result in Theorem 40 to be best possible. Convexity from
an inequality which is an upper bound on f seems impossible.

7. Generalised Weighted Mean Values of Convex Functions

7.1. Introduction. Let f(x) be a positive integrable function on the interval
[a, b], then the power mean of f(x) is defined as follows [83]

(2.89) Mα(f) =



(∫ b
a
fα(x)dx
b− a

) 1
α

, α 6= 0,

exp

(∫ b
a

ln f(x)dx
b− a

)
, α = 0.

The generalized logarithmic mean (or Stolarsky’s mean) on the interval [a, b] is
defined for x > 0, y > 0 by

(2.90) Sα(x, y) =



(
xα − yα

α(x− y)

) 1
(α−1)

, α 6= 0, 1 x− y 6= 0;

y − x

ln y − lnx
, α = 0, x− y 6= 0;

1
e

(
xx

yy

) 1
(x−y)

, α = 1, x− y 6= 0;

x, x− y = 0.

In [114, p. 12] and [190], Zhen-Hang Yang has given the following generaliza-
tions of the Hermite-Hadamard’s inequality (2.72):
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If f(x) > 0 has derivative of second order and f ′′(x) > 0, for
λ > 1, we have

(i) fλ
(a+ b

2

)
<

1
b− a

∫ b

a

fλ(x)dx <
fλ(a) + fλ(b)

2
;

(ii) f
(a+ b

2

)
< Mλ(f) < Nλ(f(a), f(b)), where

Nλ(x, y) =


xλ + yλ

2
, λ 6= 0,

√
xy, λ = 0;

(iii) For all real number α, Mα(f) < Sα+1

(
f(a), f(b)

)
;

(iv) For α ≥ 1, f
(a+ b

2

)
< Mα(f) < Sα+1

(
f(a), f(b)

)
.

(v) If f ′′(x) < 0 for x ∈ (a, b), the above inequalities are all reversed.

In [173], two-parameter mean is defined as

(2.91) Mp,q(f) =



(∫ b
a
fp(x)dx∫ b

a
fq(x)dx

)1/(p−q)

, p 6= q,

exp
(∫ b

a
fp(x) ln f(x)dx∫ b
a
fp(x)dx

)
, p = q.

When q = 0, Mp,0(f) = Mp(f); when f(x) = x, the two-parameter mean is
reduced to the extended mean values E(r, s;x, y) for positive x and y:

E(r, s;x, y) =
[
r

s
· y

s − xs

yr − xr

]1/(s−r)
, rs(r − s)(x− y) 6= 0;(2.92)

E(r, 0;x, y) =
[
1
r
· yr − xr

ln y − lnx

]1/r
, r(x− y) 6= 0;(2.93)

E(r, r;x, y) =−1/r

(
xx

r

yyr

)1/(xr−yr)

, r(x− y) 6= 0;(2.94)

E(0, 0;x, y) =
√
xy, x 6= y;

E(r, s;x, x) = x, x = y.

In 1997, Ming-Bao Sun [173] generalized Hermite-Hadamard’s inequality (2.72)
and the results derived by Yang in [114, 190] to obtain that, if the positive function
f(x) has derivative of second order and f ′′(x) > 0, then, for all real numbers p and
q,

(2.95) Mp,q(f) < E
(
p+ 1, q + 1; f(a), f(b)

)
.

If f ′′(x) < 0, then inequality (2.95) is reversed.
Recently Feng Qi introduced in [152, 153] the generalized weighted mean

values Mp,f (r, s;x, y) of a positive function f defined on the interval between x and
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y with two parameters r, s ∈ R and nonnegative weight p 6≡ 0 by

(2.96)

Mp,f (r, s;x, y) =
(∫ y

x
p(u)fs(u)du∫ y

x
p(u)fr(u)du

)1/(s−r)

, (r − s)(x− y) 6= 0;

Mp,f (r, r;x, y) = exp
(∫ y

x
p(u)fr(u) ln f(u)du∫ y
x
p(u)fr(u)du

)
, x− y 6= 0;

Mp,f (r, s;x, x) = f(x), x = y.

It is well-known that the concepts of means and their inequalities not only
are basic and important concepts in mathematics (for example, some definitions of
norms are often special means) and have explicit geometric meanings [155], but
also have applications in electrostatics [149], heat conduction and chemistry [175].
Moreover, some applications to medicine are given in [21].

In this section, using the Chebychev integral inequality, suitable properties of
double integral and the Cauchy’s mean value theorem in integral form, the following
result is obtained (see [83]):

Theorem 41. Suppose f(x) is a positive differentiable function and p(x) 6≡ 0
an integrable nonnegative weight on the interval [a, b], if f ′(x) and f ′(x)/p(x) are
both increasing or both decreasing and integrable, then for all real numbers r and s,
we have

(∗) Mp,f (r, s; a, b) < E
(
r + 1, s+ 1; f(a), f(b)

)
;

if one of the functions f ′(x) or f ′(x)/p(x) is nondecreasing and the other nonin-
creasing, then the inequality (∗) reverses.

7.2. Main Results. In order to verify Theorem 41, the following lemmas are
necessary [83].

Lemma 6. Let G,H : [a, b] → R be integrable functions, both increasing or both
decreasing. Furthermore, let Q : [a, b] → [0,+∞) be an integrable function. Then

(2.97) (b− a)
∫ b

a

Q(u)G(u)du ≥
∫ b

a

Q(u)du
∫ b

a

G(u)du

with equality if and only if one of the functions G and H reduces to a constant.
If one of the functions of G or H is nonincreasing and the other nondecreasing,

then the inequality (2.97) reverses.

Inequality (2.97) is called the Chebychev integral inequality [95, 114], [83].

Lemma 7 ([156]). Suppose that f(t) and g(t) ≥ 0 are integrable on [a, b] and
the ratio f(t)/g(t) has finitely many removable discontinuity points. Then there
exists at least one point θ ∈ (a, b) such that

(2.98)

∫ b
a
f(t)dt∫ b

a
g(t)dt

= lim
t→θ

f(t)
g(t)

.

We call Lemma 7 the revised Cauchy’s mean value theorem in integral form.

Proof. Since f(t)/g(t) has finitely many removable discontinuity points, with-
out loss of generality, suppose it is continuous on [a, b]. Furthermore, using g(t) ≥ 0,
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from the mean value theorem for integrals in standard textbook of mathematical
analysis or calculus, there exists at least one point θ ∈ (a, b) satisfying

(2.99)
∫ b

a

f(t)dt =
∫ b

a

(f(t)
g(t)

)
g(t)dt =

f(θ)
g(θ)

∫ b

a

g(t)dt.

Lemma 7 follows.

Proof of Theorem 41. It is sufficient to prove Theorem 41 only for s > r

and for f ′(x) and f ′(x)
p(x) both being increasing. The remaining cases can be done

similarly.

Case 1. When s > r and f(a) 6= f(b), inequality (∗) is equivalent to

(2.100)
∫ b

a

p(x)fs(x)dx
∣∣∣∣∫ b

a

fr(x)f ′(x)dx
∣∣∣∣ < ∫ b

a

p(x)fr(x)dx
∣∣∣∣∫ b

a

fs(x)f ′(x)dx
∣∣∣∣.

Take G(x) = fs−r(x),H(x) = f ′(x)/p(x) (being increasing) and Q(x) = p(x)fr(x) ≥
0 in inequality (2.97). If f ′(x) > 0, then fs−r(x) is increasing, inequality (2.100)
holds. If f ′(x) < 0, then fs−r(x) decreases, inequality (2.100) is still valid.

If f ′(x) does not keep the same sign on (a, b), then there exists an unique
point θ ∈ (a, b) such that f ′(x) > 0 on (θ, b) and f ′(x) < 0 on (a, θ). Further, if
f(a) < f(b), then there exists an unique point ξ ∈ (θ, b) such that f(ξ) = f(a).
Therefore, inequality (2.100) is also equivalent to

(2.101)
∫ b

a

p(x)fs(x)dx
∫ b

ξ

fr(x)f ′(x)dx <
∫ b

a

p(x)fr(x)dx
∫ b

ξ

fs(x)f ′(x)dx.

Using inequality (2.97) again produces

(2.102)
∫ b

ξ

p(x)fs(x)dx
∫ b

ξ

fr(x)f ′(x)dx <
∫ b

ξ

p(x)fr(x)dx
∫ b

ξ

fs(x)f ′(x)dx.

For x ∈ (a, ξ), y ∈ (ξ, b), we have f ′(y) > 0, f(x) < f(a) = f(ξ) < f(y) and
fs−r(x) < fs−r(y), therefore, suitable properties of double integral leads to∫ ξ

a

p(x)fs(x)dx
∫ b

ξ

fr(x)f ′(x)dx−
∫ ξ

a

p(x)fr(x)dx
∫ b

ξ

fs(x)f ′(x)dx

=
∫∫

[a,ξ]×[ξ,b]

p(x)fr(x)fr(y)f ′(y)
[
fs−r(x)− fs−r(y)

]
dxdy < 0.

(2.103)

From this, we conclude that inequality (2.101) is valid, namely, inequality (2.100)
holds.

If f ′(x) does not keep the same sign on (a, b) and f(b) < f(a), from the same
arguments as the case of f(b) > f(a), inequality ( (2.100)) follows.

Case 2. When s > r and f(a) = f(b), since f ′(x) increases, we have f(x) <
f(a) = f(b), x ∈ (a, b). From the definition of E(r, s;x, y), inequality (∗) is equiva-
lent to

(2.104) Mp,f (r, s; a, b) < f(a) = f(b),

that is

(2.105)

∫ b
a
p(x)fs(x)dx∫ b

a
p(x)fr(x)dx

< fs−r(a) = fs−r(b).
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This follows from Lemma 7.

The proof of Theorem 41 is completed.

7.3. Applications. It is well-known that mean S0 is called the logarithmic
mean denoted by L, and S1 the identric mean or the exponential mean by I.

The logarithmic mean L(x, y) can be generalized to the one-parameter means:

(2.106)

Jp(x, y) =
p(yp+1 − xp+1)
(p+ 1)(yp − xp)

, x 6= y, p 6= 0,−1;

J0(x, y) = L(x, y), J−1(x, y) =
G2

L
;

Jp(x, x) = x.

Here, J1/2(x, y) = h(x, y) is called the Heron’s mean and J2(x, y) = c(x, y) the
centroidal mean. Moreover, J−2(x, y) = H(x, y), J1(x, y) = A(x, y), J−1/2(x, y) =
G(x, y).

The extended Heron’s means hn(x, y) is defined by

(2.107) hn(x, y) =
1

n+ 1
· x

1+1/n − y1+1/n

x1/n − y1/n
.

Let f and p be defined and integrable functions on the closed interval [a, b].
The weighted mean M [r](f ; p;x, y) of order r of the function f on [a, b] with the
weight p is defined [111, pp. 75–76] by
(2.108)

M [r](f ; p;x, y) =
(∫ y

x
p(t)fr(t)dt∫ y
x
p(t)dt

)1/r

, r 6= 0; exp
(∫ y

x
p(t) ln f(t)dt∫ y
x
p(t)dt

)
, r = 0.

It is clear that M [r](f ; p;x, y) = Mp,f (r, 0;x, y), E(r, s;x, y) = M1,x(r − 1, s−
1;x, y), E(r, r+1;x, y) = Jr(x, y). From these definitions of mean values and some
relationships between them, we can easily get the following inequalities [83]:

Corollary 16. Let f(x) be a positive differentiable function and p(x) 6≡ 0
an integrable nonnegative weight on the interval [a, b]. If f ′(x) and f ′(x)/p(x) are
integrable and both increasing or both decreasing, then for all real numbers r, s, we
have
(2.109)

M [r](f ; p; a, b) < Sr+1

(
f(a), f(b)

)
, Mp,f (0,−1; a, b) < L

(
f(a), f(b)

)
,

Mp,f (0, 0; a, b) < I
(
f(a), f(b)

)
, Mp,f (0, 1; a, b) < A

(
f(a), f(b)

)
,

Mp,f (−1,−1; a, b) < G
(
f(a), f(b)

)
, Mp,f (−3,−2; a, b) < H

(
f(a), f(b)

)
,

Mp,f

(1
2
,−1

2
; a, b

)
< h

(
f(a), f(b)

)
, Mp,f

( 1
n
,
1
n
− 1; a, b

)
< hn

(
f(a), f(b)

)
,

Mp,f (2, 1; a, b) < c
(
f(a), f(b)

)
, Mp,f (−1,−2; a, b) <

G2
(
f(a), f(b)

)
L
(
f(a), f(b)

) ,
Mp,f (r, r + 1; a, b) < Jr

(
f(a), f(b)

)
.

If one of the functions f ′(x) or f ′(x)/p(x) is nondecreasing and the other nonin-
creasing, then all of the inequalities from (??) to (2.109) reverse.
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Remark 29. ([83]) If we take p(x) ≡ 1 and special values of r and s in Theorem
41 or Corollary 16, we can derive the Hermite-Hadamard’s inequality (2.72) and
all of the related inequalities in [114, 173, 190], and the like.

Remark 30. ([83]) The mean Mp,f (0, 1; a, b) is called the weighted arithmetic
mean, Mp,f (−1,−1; a, b) the weighted geometric mean, Mp,f (−3,−2; a, b) the weighted
harmonic mean of the function f(x) on the interval [a, b] with weight p(x), respec-
tively. So, we can seemingly call M [r](f ; p; a, b), Mp,f (0,−1; a, b), Mp,f (0, 0; a, b),
Mp,f ( 1

n ,
1
n − 1; a, b) and Mp,f (1, 2; a, b) the weighted Stolarsky’s (or generalized log-

arithmic) mean, the weighted logarithmic mean, the weighted exponential mean, the
weighted Heron’s mean and the weighted centroidal mean of the function f(x) on
the interval [a, b] with weight p(x), respectively.

8. Generalisations for n−Time Differentiable Functions

8.1. A Generalisation for Positive Functionals. Let f : [a, b] → R be a
(continuous) convex function and L : C [a, b] → R a positive, linear functional on
C [a, b] – the space of all continuous functions defined on [a, b]. Let us denote by
ek (x) = xk, x ∈ [a, b], k ∈ N.

Theorem 42. ([166]) If the above conditions are satisfied, with L (e0) = 1,
then:

(2.110) f (L (e1)) ≤ L (f) ≤ L (e1)
[
f (b)− f (a)

b− a

]
+
bf (a)− af (b)

b− a
.

Proof. Since f is convex, it is well known that

f (x)− f (y) ≥ f ′+ (y) (x− y) , x, y ∈ [a, b] .

By setting y = L (e1) and applying the positive linear functional L we get L (f) ≥
f (L (e1)) · L (e0) + f ′+ (L (e1)) · (L (e1)− L (e1)) = f (L (e1)) by L (e0) = 1. This
gives the left side of (2.110), where clearly, from a ≤ e1 (x) ≤ b we have aL (e0) ≤
L (e1) ≤ bL (e0), i.e., L (e1) ∈ [a, b] .

For the right side of (2.110) let us consider the inequality

f (x) ≤ (x− a)
f (b)
b− a

+ (b− x)
f (a)
b− a

,

which means intuitively that the graph of f on [a, b] is below the line segment joining
(a, f (a)) and (b, f (b)). From e1 (x) = x, e0 (x) = 1, x ∈ [a, b] by application of L,
after simple calculations we get the desired result.

Remark 31. [166] 1) For L (f) = 1
b−a

∫ b
a
f (t) dt we have L (e0) = 1 and

L is positive linear functional. For this L, relation (2.110) exactly gives inequality
(2.72).

2) Let wi ≥ 0 (i = 1, . . . , n) with
∑n
i=1 wi = 1, and let ai ∈ [a, b], i = 1, . . . , n.

Let us define L (f) =
∑n
i=1 wif (ai). Then clearly L is positive linear functional,

so by (2.110) we get:

f

(
n∑
i=1

wiai

)
≤

n∑
i=1

wif (ai)(2.111)

≤

(
n∑
i=1

wiai

)[
f (b)− f (a)

b− a

]
+
bf (a)− af (b)

b− a
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for a convex function f : [a, b] → R. The left side of this relation is the well known
Jensen inequality for n numbers.

8.2. On an Inequality of Sándor and Alzer. In this subsection, following
[166], we shall present a unified method to prove certain generalisations of (2.72)
discovered by J. Sándor [167] and H. Alzer [2]. First we state two lemmas.

Lemma 8. ([166]) For x ∈ [a, b] one has

(2.112)
(b− a)n

2n−1
≤ (x− a)n + (b− x)n ≤ (b− a)n , n ≥ 1.

Proof. We consider the functions h : [a, b] → R defined by h (x) = (x− a)n+
(b− x)n. Here h (a) = h (b) = (b− a)n and h

(
a+b
2

)
= (b−a)n

2n−1 . Obviously, h′ (x) =
n [2x− (a+ b)] · q (x), with

q (x) = (x− a)n−2 + (x− a)n−3 (b− x) + · · ·+ (b− x)n−2
> 0,

so h′ (x) ≤ 0 for x ≤ (a+b)
2 ; and h′ (x) ≥ 0 for x ≥ (a+b)

2 . We get h (x) ≤ h (a) for
x ∈

[
a, a+b2

]
and h (x) ≤ h (b) for x ∈

[
a+b
2 , b

]
. In all cases h (x) ≤ (b− a)n and

h (x) ≥ (b−a)n

2n−1 .

Lemma 9. ([166]) For f ∈ Cn [a, b] and t ∈ [a, b] one has

(−1)n
∫ b

a

f (x) dx(2.113)

=
n∑
i=1

[
(t− a)i − (t− b)i

i!

]
f (i−1) (t) · (−1)n−i+1

+
1
n!

[∫ t

a

(x− a)n f (n) (x) dx+
∫ b

t

(x− b)n f (n) (x) dx

]
.

Proof. Applying the generalised partial integration formula (also called the
“Green-Lagrange identity”) we can write:∫ t

a

(x− a)n f (n) (x) dx

= (t− a)n f (n−1) (t)− n (t− a)n−1
f (n−2) (t) + n (n− 1) · (t− a)n−2

f (n−3) (t)

− · · ·+ (−1)k n (n− 1) · · · (n− k + 1) (t− a)n−k · f (n−k+1) (t)

+ · · ·+ (−1)n n! (t− a) f (t) + (−1)n
∫ t

a

n!f (x) dx

and likewise∫ b

t

(x− b)n f (n) (x) dx

= (t− b)n f (n−1) (t)− n (t− b)n−1
f (n−2) (t) + n (n− 1) · (t− b)n−2

f (n−3) (t)

− · · ·+ (−1)k n (n− 1) · · · (n− k + 1) (t− b)n−k · f (n−k+1) (t)

+ · · ·+ (−1)n n! (t− b) f (t) + (−1)n
∫ b

t

n!f (x) dx.

Adding these two relations and dividing with n! we obtain (2.113).
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We now prove the following.

Theorem 43. ([166]). Let f ∈ C2k [a, b] with f (2k) (x) ≥ 0 for x ∈ (a, b)
(k ≥ 1, positive integer) and let t ∈ [a, b] be arbitrary. Then:∫ b

a

f (x) dx(2.114)

≥
2k∑
i=1

[
(t− a)i − (t− b)i

i!

]
(−1)i−1

f (i−1) (t)

+
1

(2k)!

{
(b− a)2k

22k−1
·
[
f (2k−1) (t)− f (2k−1) (a)

]
+ Sk,a,b (t)

}
and ∫ b

a

f (x) dx(2.115)

≤
2k∑
i=1

[
(t− a)i − (t− b)i

i!

]
(−1)i−1

f (i−1) (t)

+
1

(2k)!

{
(b− a)2k ·

[
f (2k−1) (t)− f (2k−1) (a)

]
+ Sk,a,b (t)

}
,

where

Sk,a,b (t) =
∫ b

a

(b− x)2k f (2k) (x) dx− 2
∫ b

a

(b− x)2k f (2k) (x) dx.

If f (2k) (x) > 0, the inequalities are strict.

Proof. We apply Lemma 9 for n = 2k and first the right side of (2.112), then
the left side of (2.112). Since

∫ b
t

=
∫ b
a
−
∫ a
t

, the theorem follows by simple compu-
tations. From the proofs of (2.112) and (2.113), we can see that for f (2k) (x) > 0,
x ∈ (a, b), the inequalities in (2.114) and (2.115) are strict.

Theorem 44. ([166]) Under the same conditions,

k−1∑
j=0

(b− a)2j+1

22j (2j + 1)!
f (2j)

(
a+ b

2

)
(2.116)

≤
∫ b

a

f (x) dx ≤
k−1∑
j=0

(b− a)2j+1

22j (2j + 1)!
f (2j)

(
a+ b

2

)
+

1
(2k)!22k

(b− a)2k
[
f (2k−1) (b)− f (2k−1) (a)

]
.

Proof. Let us apply Lemma 9 with t = a+b
2 . Since(

b− a

2

)i
−
(
a− b

2

)i
= 2

(
b− a

2

)i
for i odd; and equals zero for i even; with the notation i = 2j + 1 we can easily
find the left side of (2.116). In order to prove the right-hand side inequality, we
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can remark that (x− a)2k ≤
(
b−a
2

)2k
, if x ∈

[
a, a+b2

]
, and (b− x)2k ≤

(
b−a
2

)2k
, for

x ∈
[
a+b
2 , b

]
. So, in all cases the second term is less than

1
(2k)!

· (b− a)2k

22k

∫ b

a

f (2k) (x) dx =
1

(2k)!
· (b− a)2k

22k

[
f (2k−1) (b)− f (2k−1) (a)

]
.

Remark 32. The left hand side of Theorem 44 is due to J. Sándor [167].

Theorem 45. ([166]) With the same conditions,

1
2

2k∑
i=1

(b− a)i

i!

[
f (i−1) (a) + (−1)i−1

f (i−1) (b)
]

(2.117)

+
(b− a)2k

22k−2 (2k)!

[
f (2k−1) (b)− f (2k−1) (a)

]
≤

∫ b

a

f (x) dx

≤ 1
2

2k∑
i=1

(b− a)i

i!

[
f (i−1) (a) + (−1)i−1

f (i−1) (b)
]
.

If f (2k) (x) > 0, the inequalities are strict.

Proof. Setting t = a and t = b in (2.114), after addition we get the left side
inequality. By doing the same thing with (2.115) we get the right hand side of
(2.117).

Remark 33. The right side of (2.117) is due to H. Alzer [2].

8.3. Some Related Inequalities. Finally, we will proved two related results
(see [166]).

Theorem 46. If f ∈ Cn [a, b], then:∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(2.118)

≤
[n−1

2 ]∑
j=1

(b− a)2j+1

22j

∣∣∣∣f (2j)

(
a+ b

2

)∣∣∣∣+ 1
2n · n!

∫ b

a

∣∣∣f (n) (x)
∣∣∣ dx.

Proof. We apply Lemma 9 with t = a+b
2 . The modulus inequality for sums

and integrals applies at once the result if we observe that
(
b−a
2

)i − (a−b2

)i
= 0, for

i even, and
(
b−a
2

)i − (a−b2

)i
= 2

(
b−a
2

)i
otherwise. Note that i = 2j + 1 ≤ n⇔ j ≤[

n−1
2

]
, where [x] denotes the integer part of x.

Remark 34. For n = 1 we obtain the inequality

(2.119)

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ 1
2

∫ b

a

|f ′ (x)| dx
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for f ∈ C1 [a, b]. This improves the relation

(2.120)
∣∣∣∣f (a+ b

2

)∣∣∣∣ ≤ 1
b− a

∫ b

a

f (x) dx+
1
2

∫ b

a

|f ′ (x)| dx

which is known as the “Gallagher-Sobolev inequality” ([118]).

Theorem 47. ([166]) If f ∈ Cn [a, b] and
∣∣f (n) (t)

∣∣ ≤M for all t ∈ [a, b], then

(2.121)

∣∣∣∣∣
∫ b

a

f (x) dx+
n∑
i=1

[
(t− a)i − (t− b)i

i!

]
(−1)i f (i−1) (t)

∣∣∣∣∣ ≤ M (b− a)n+1

n!
.

Proof. The result follows by an application of Lemma 9 and the remark that∫ t

a

(x− a)n dx+
∫ b

t

(b− x)n dx ≤
∫ b

a

[(x− a)n + (b− x)n] dx

≤ (b− a)n+1

by Lemma 8.

Corollary 17. ([166]) Under the same conditions,

2
∫ b

a

f (x) dx+
n∑
i=1

(b− a)i

i!

[
(−1)i f (i−1) (b)− f (i−1) (a)

]
(2.122)

≤ 2M (b− a)n+1

n!
.

Proof. Using (2.121) for t = a and t = b respectively, from the modulus
inequality we get relation (2.122).

9. The Euler Formulae and Convex functions

9.1. Introduction. Recently, Dragomir and Agarwal [47] considered the trape-

zoid formula for numerical integration for functions such that
∣∣∣f ′
∣∣∣q is a convex

function for some (q ≥ 1). Their approach was based on estimating the difference
between the two sides of the right–hand inequality in the H·−H· inequality (2.72).
Improvements of their results were obtained in [135]. In particular, the following
tool was established.

Theorem 48. Suppose f :̊I⊆ R → R is differentiable on I̊ and that
∣∣∣f ′
∣∣∣q is

convex on [a, b] for some q ≥ 1, where a, b ∈̊I (a < b). Then

(2.123)

∣∣∣∣∣f(a) + f(b)
2

− 1
b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ b− a

4


∣∣∣f ′

(a)
∣∣∣q +

∣∣∣f ′
(b)
∣∣∣q

2

1/q

.

Some generalizations to higher–order convexity and applications of these results
are given in [19].
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In this section we consider further related results. The most natural nexus for
these developments would appear to be the well–known Euler formula

f(x) =
1

b− a

∫ b

a

f(t)dt+
n−1∑
k=1

(b− a)k−1

k!
(2.124)

×Bk
(
x− a

b− a

)[
f (k−1)(b)− f (k−1)(a)

]
− (b− a)n−1

n!

∫ b

a

f (n)(t)
[
B∗
n

(
x− t

b− a

)
−B∗

n

(
x− a

b− a

)]
dt

(see [94, p. 17]), which holds for every x ∈ [a, b] and every function f : [a, b] → R
with n ≥ 2 continuous derivatives. Here Bk(·) k ≥ 0 is the kth Bernoulli polynomial
and Bk = Bk(0) = Bk(1) (k ≥ 0) the kth Bernoulli number. We denote by B∗

k(·)
(k ≥ 0) the function of period one with B∗

k(x) = Bk(x) for 0 ≤ x ≤ 1.
For x = b and n = 2r, (2.124) becomes

f(b) =
1

b− a

∫ b

a

f(t)dt+ [f(b)− f(a)]B1

+
2r−1∑
k=2

(b− a)k−1Bk
k!

[
f (k−1)(b)− f (k−1)(a)

]
− (b− a)2r−1

(2r)!

∫ b

a

f (2r)(t)
[
B∗

2r

(
b− t

b− a

)
−B2r

]
dt.

Since B1 = 1
2 and B2j+1 = 0 for j ≥ 1, this may be rearranged, after a change of

variable to s = (t−a)
(b−a) in the final term, as

f(a) + f(b)
2

=
1

b− a

∫ b

a

f(t)dt+
r−1∑
j=1

(b− a)2j−1B2j

(2j)!

[
f (2j−1)(b)− f (2j−1)(a)

]
− (b− a)2r

(2r)!

∫ 1

0

f (2r)(a+ s(b− a)) [B2r (1− s)−B2r] ds.

Here as subsequently an empty sum (in this case for r = 1) is interpreted as zero.
Further, B2r(1 − s) = B2r(s), so we may write this as the Euler trapezoidal

formula∫ b

a

f(x)dx =
b− a

2
[f(a) + f(b)]−

r−1∑
k=1

(b− a)2kB2k

(2k)!

[
f (2k−1)(b)− f (2k−1)(a)

]
+(b− a)2r+1

∫ 1

0

P2r (s) f
(2r)

(a+ s (b− a)) ds,

where Pk(s) := [Bk(s)−Bk] /k! (k ≥ 1) (see [8, p. 274]).
This has many applications and was the starting point of the analysis in [19],

where it was used to prove some integral inequalities germane to numerical inte-
gration. Analysis based on the trapezoidal formula devolves eventually on finding
a method for handling the uncompromising–looking final term.
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A natural quantity in the analysis in [19] is

Ir : = (−1)r
{∫ b

a

f(x)dx− b− a

2
[f(a) + f(b)]

+
r−1∑
k=1

(b− a)2kB2k

(2k)!

[
f (2k−1)(b)− f (2k−1)(a)

]}
.

The results of [19] include in particular the following.

Theorem 49. Suppose f : [a, b] → R is (2r + 2)–convex. Then

(b− a)2r+1 |B2r|
(2r)!

f (2r)

(
a+ b

2

)
(2.125)

≤ Ir ≤ (b− a)2r+1 |B2r|
(2r)!

f (2r)(b) + f (2r)(a)
2

.

If f is (2r + 2)–concave, the inequality is reversed.

Theorem 50. Suppose f : [a, b] → R is (2r)–times differentiable. If
∣∣f (2r)

∣∣q is
convex for some q ≥ 1, then

|Ir| ≤ (b− a)2r+1 |B2r|
(2r)!

[∣∣f (2r)(a)
∣∣q +

∣∣f (2r)(b)
∣∣q

2

]1/q

.

If
∣∣f (2r)

∣∣ is concave, then

|Ir| ≤ (b− a)2r+1 |B2r|
(2r)!

∣∣∣∣f (2r)

(
a+ b

2

)∣∣∣∣ .
The displayed inequalities are manifestly higher–order cousins of (2.123)
In the next section we take a different path from (2.124), one leading to the

Euler midpoint formula instead of the Euler trapezoidal formula. In place of the
function P2r of the trapezoidal formula, it turns out that we shall have recourse to

p2r(t) = B∗
2r

(
a+ b− 2t
2(b− a)

)
−B2r

(
1
2

)
.

We note that this does not change sign on the interval [a, b] and that it is symmetric
about t = (a+b)

2 . Further

(−1)r−1p2r(t) ≥ 0 for t ∈ [a, b].

In Subsection 9.3 we explore briefly a third path, one that is associated with
the Euler–Simpson formula.

The reader will have noted an asymmetry between the conditions applying in
the convex and concave cases of Theorem 50. The reason is that if |f (2r)|q is concave
for some q ≥ 1, then |f (2r)| must also be concave (see [19]). The omission of the
index q in the concave case thus allows a weaker assumption to be made. This
motif occurs also in the present section.
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9.2. The Euler Midpoint Formula. Put x = (a+b)
2 and n = 2r in (2.124).

Since B2j+1

(
1
2

)
= 0 for j ≥ 0, we obtain the Euler midpoint formula

f

(
a+ b

2

)
=

1
b− a

∫ b

a

f(t)dt+
r−1∑
k=1

(b− a)k−1

(2k)!
(2.126)

×B2k

(
1
2

)[
f (2k−1)(b)− f (2k−1)(a)

]
− (b− a)2r−1

(2r)!

∫ b

a

f (2r)(t)p2r(t)dt.

Note that B2k

(
1
2

)
=
(
1− 21−2k

)
B2k.

For the sequel we shall utilise

I∗r (a, b) := (−1)r−1

{∫ b

a

f(x)dx− (b− a)f
(
a+ b

2

)

−
r−1∑
k=1

B2k(b− a)2k

(2k)!

(
1− 1

22k−1

)[
f (2k−1)(b)− f (2k−1)(a)

]}
,

which serves the role assumed by Ir in [19]. Where a fixed interval is understood,
we drop the argument from I∗r .

Theorem 51. ([20]) Suppose f : [a, b] → R is (2r + 2)–convex. Then

(b− a)2r+1 |B2r|
(2r)!

(
1− 1

22r−1

)
f (2r)

(
a+ b

2

)
(2.127)

≤ I∗r ≤ (b− a)2r+1 |B2r|
(2r)!

(
1− 1

22r−1

)
f (2r)(b) + f (2r)(a)

2
.

If f is (2r + 2)–concave, the inequality is reversed.

Proof. We have from (2.126) that

I∗r = (−1)r−1 (b− a)2r

(2r)!

∫ b

a

f (2r)(t)p2r(t)dt(2.128)

=
(b− a)2r

(2r)!

∫ b

a

f (2r)(t) |p2r(t)| dt

=
(b− a)2r

(2r)!

∫ b

a

f (2r)

(
b− t

b− a
a+

t− a

b− a
b

)
|p2r(t)| dt.

Using the discrete Jensen inequality for the convex function f (2r), we have∫ b

a

f (2r)

(
b− t

b− a
· a+

t− a

b− a
· b
)
|p2r(t)| dt(2.129)

≤ f (2r)(a)
∫ b

a

b− t

b− a
|p2r(t)| dt+ f (2r)(b)

∫ b

a

t− a

b− a
|p2r(t)| dt.

= f (2r)(a)K1 + f (2r)(b)K2, say.
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Since p2r(t) is symmetric about t = (a+b)
2 and has constant sign on [a, b], we

have K1 = K2. On the other hand

K1 +K2 =
∫ b

a

|p2r(t)| dt = (−1)r−1

∫ b

a

p2r(t)dt

= (−1)r−1
(
1− 21−2r

)
(b− a)B2r

=
(
1− 21−2r

)
|B2r| (b− a),

so that

(2.130) K1 = K2 =
1
2
(
1− 21−2r

)
|B2r| (b− a).

The second inequality in (2.127) follows at once from (2.128)–(2.130).
By Jensen’s integral inequality∫ b

a

f (2k)

(
b− t

b− a
· a+

t− a

b− a
· b
)
|p2r(t)| dt(2.131)

≥

(∫ b

a

|p2r(t)| dt

)
f (2k)

∫ ba
(
b−t
b−a · a+ t−a

b−a · b
)
|p2r(t)| dt∫ b

a
|p2r(t)| dt


=

(
1− 1

22r−1

)
|B2r| (b− a)f (2k)

(
a+ b

2

)
.

The first inequality in (2.127) now derives from (2.128), (2.130) and (2.131).

The proof of the following theorem is similar to that of the theorem above and
to that of [19, Theorem 2].

Theorem 52. ([20]) Suppose f : [a, b] → R is (2r)-times differentiable.

(a) If |f (2r)|q is convex for some q ≥ 1, then

|I∗r | ≤ (b− a)2r+1 |B2r|
(2r)!

(
1− 1

22r−1

)[∣∣f (2r)(a)
∣∣q +

∣∣f (2r)(b)
∣∣q

2

]1/q

.

(b) If
∣∣f (2r)

∣∣ is concave, then

|I∗r | ≤ (b− a)2r+1 |B2r|
(2r)!

(
1− 1

22r−1

) ∣∣∣∣f (2r)

(
a+ b

2

)∣∣∣∣ .
To obtain appropriate results for numerical integration from the Euler midpoint

formula, we apply the results above to each interval of the subdivision

[a, a+ h], [a+ h, a+ 2h], ..., [a+ (n− 1)h, a+ nh].

Let us denote

T (f ;h) := h

[
1
2
f(a) +

n−1∑
k=1

f(a+ kh) +
1
2
f(a+ nh)

]
,

M(f ;h) := h
n∑
k=1

f

(
a+ kh− h

2

)
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and

Hr := (−1)r−1

{∫ a+nh

a

f(x)dx−M(f ;h)

−
r−1∑
k=1

B2kh
2k

(2k)!

(
1− 1

22k−1

)[
f (2k−1)(a+ nh)− f (2k−1)(a)

]}
.

Theorem 53. (a) ([20])If f : [a, a+ nh] → R is (2r + 2)–convex, then

h2r |B2r|
(2r)!

(
1− 1

22r−1

)
M
(
f (2r);h

)
≤ Hr ≤ h2r |B2r|

(2r)!

(
1− 1

22r−1

)
T
(
f (2r);h

)
.

(b) If f is (2r + 2)–concave, the inequalities are reversed.

Proof. The result is immediate from Theorem 51, since

Hr =
n∑

m=1

I∗r (a+ (m− 1)h, a+mh).

Theorem 54. ([20]) Suppose f : [a, a+ nh] → R is (2r)–times differentiable.

(a) If
∣∣f (2r)

∣∣q is convex for some q ≥ 1, then

|Hr| ≤ nh2r+1 |B2r|
(2r)!

(
1− 1

22r−1

)
max

{∣∣∣f (2r)(a)
∣∣∣ , ∣∣∣f (2r)(a+ nh)

∣∣∣} .
(b) If

∣∣f (2r)
∣∣ is concave, then

|Hr| ≤ h2r |B2r|
(2r)!

(
1− 1

22r−1

)
M
(∣∣∣f (2r)

∣∣∣ ;h) .
Proof. The proof is as follows.

|Hr| =

∣∣∣∣∣
n∑

m=1

I∗r (a+ (m− 1)h, a+mh)

∣∣∣∣∣
≤

n∑
m=1

|I∗r (a+ (m− 1)h, a+mh)|

≤
n∑

m=1

h2r+1 |B2r|
(2r)!

(1− 21−2r)

[∣∣f (2r)(a+mh)
∣∣q +

∣∣f (2r)(a+ (m− 1)h)
∣∣q

2

]1/q

by Theorem 52 applied to each interval [a+ (m− 1)h, a+mh]. Hence

|Hr| ≤ h2r+1 |B2r|
(2r)!

(1− 21−2r)

×
n∑

m=1

max
{∣∣∣f (2r)(a+mh)

∣∣∣ , ∣∣∣f (2r)(a+ (m− 1)h)
∣∣∣} .

The result of (a) now follows from the convexity of
∣∣f (2r)

∣∣q.
The proof (b) is similar.
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9.3. The Euler–Simpson Formula. If f is defined on an arbitrary finite
segment [a, b] and has 2r continuous derivatives there, then the Euler–Simpson
formula (see, for example, [94, p. 221]) states that∫ b

a

f(x)dx =
b− a

6

[
f(b) + 4f

(
a+ b

2

)
+ f(a)

]
+
r−1∑
k=1

(b− a)2kB2k

3(2k)!
(
1− 22−2k

) [
f (2k−1)(b)− f (2k−1)(a)

]
+

(b− a)2r+1

3(2r)!

∫ 1

0

f (2r)(a+ u(b− a))F (u)du,

where

F (u) = y2r(u) + 2
[
y∗2r

(
1
2
− u

)
− y2r

(
1
2

)]
,

y2r(u) = B2r(u)−B2r and y∗2r(u) = B∗
2r(u)−B2r.

It was proved in [94, p. 224] that F (1− u) = F (u) and that (−1)r−1F (u) ≥ 0.
Also,∫ 1

0

|F (u)|du = (−1)r−1

∫ 1

0

F (u)du

= (−1)r−1

{∫ 1

0

y2r(u)du+ 2
∫ 1

0

y∗2r

(
1
2
− u

)
du− 2y2r

(
1
2

)}
= (−1)r−1

{
3
∫ 1

0

y2r(u)du− 2y2r

(
1
2

)}
= (−1)r−1

{
−3B2r + 4

(
1− 2−2r

)
B2r

}
= (−1)r−1

(
1− 22−2r

)
B2r =

(
1− 22−2r

)
|B2r|

and ∫ 1

0

u|F (u)|du =
∫ 1

0

(1− u) |F (u)| du =
1
2
(
1− 22−2r

)
|B2r| .

We can parallel the development of the previous subsection with the following
two theorems. Define

Lr : = (−1)r−1

{∫ b

a

f(x)dx− b− a

6

[
f(a) + 4f

(
a+ b

2

)
+ f(b)

]

−
r−1∑
k=2

(b− a)2k

3(2k)!
(
1− 22−2k

)
B2k

[
f (2k−1)(b)− f (2k−1)(a)

]}
.

Theorem 55. ([20]) If f : [a, b] → R is (2r + 2)–convex, then

(b− a)2r+1

(
1− 22−2r

)
|B2r|

3(2r)!
f (2r)

(
a+ b

2

)
≤ Lr ≤ (b− a)2r+1

(
1− 22−2r

)
|B2r|

3(2r)!
· f

(2r)(a) + f (2r)(b)
2

.

If f is (2r + 2)–concave, the inequalities are reversed.
Theorem 56. ([20]) Suppose f : [a, b] → R is (2r)–times differentiable.
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(a) If
∣∣f (2r)

∣∣q is convex for some q ≥ 1, then

|Lr| ≤ (b− a)2r+1

(
1− 22−2r

)
|B2r|

3(2r)!

[∣∣f (2r)(a)
∣∣q +

∣∣f (2r)(b)
∣∣q

2

]1/q

.

(b) If
∣∣f (2r)

∣∣ is concave, then

|Lr| ≤ (b− a)2r+1 1− 22−2r

3(2r)!

∣∣∣∣f (2r)

(
a+ b

2

)∣∣∣∣ .
To obtain appropriate results for integration via the Simpson formula we apply

the above results to each interval of the subdivision

[a, a+ 2h], [a+ 2h, a+ 4h], ..., [a+ 2(n− 1)h, a+ 2nh].

First we introduce

S(f ;h) :=
h

3

[
f(a) + f(a+ 2nh) + 2

n−1∑
i=1

f(a+ 2ih) + 4
n−1∑
i=1

f(a+ (2i− 1)h)

]
,

Xr : = (−1)r−1

{∫ a+2nh

a

f(x)dx− S(f ;h)−
r−1∑
k=2

(2h)2k

3(2k)!
(
1− 22−2k

)
×B2k

[
f (2k−1)(a+ 2nh)− f (2k−1)(a)

]}
.

The following theorems apply.
Theorem 57. ([20]) If f : [a, a+ 2nh] → R is (2r + 2)–convex, then

(2h)2r |B2r|
(
1− 22−2r

)
|B2r|

3(2r)!
M
(
f (2r); 2h

)
≤ Xr ≤ (2h)2r

(
1− 22−2r

)
3(2r)!

T (f (2r); 2h).

If f is (2r + 2)–concave, the reverse inequalities hold.
Theorem 58. ([20]) Suppose f : [a, a+ 2nh] → R is (2r)–times differentiable.

(a) If
∣∣f (2r)

∣∣q is convex for some q ≥ 1, then

|Xr| ≤ (2h)2r+1|B2r|
(
1− 22−2r

)
3(2r)!

×
n∑

m=1

[∣∣f (2r)(a+ 2mh)
∣∣q +

∣∣f (2r)(a+ 2(m− 1)h)
∣∣q

2

]1/q

≤ n(2h)2r+1|B2r|
(
1− 22−2r

)
3(2r)!

max
{∣∣∣f (2r)(a)

∣∣∣ , ∣∣∣f (2r)(a+ 2nh)
∣∣∣} .

(b) If
∣∣f (2r)

∣∣ is concave, then

|Xr| ≤ (2h)2r+1|B2r|
(
1− 22−2r

)
3(2r)!

M
(∣∣∣f (2r)

∣∣∣ ; 2h) .
The resultant formulæ in Theorems 55–58 when r = 2 and the sums in Lr and

Xr are empty are of special interest and we isolate them as corollaries.
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Corollary 18. ([20]) If f : [a, b] → R is 6–convex, then

(b− a)5

2880
f (4)

(
a+ b

2

)
≤ b− a

6

[
f(a) + 4f

(
a+ b

2

)
+ f(b)

]
−
∫ b

a

f(x)dx

≤ (b− a)5

2880
f (4)(a) + f (4)(b)

2
.

If f is 6–concave, the reversed inequalities apply.

Corollary 19. ([20]) Suppose f : [a, b] → R is 4–times differentiable.

(a) If
∣∣f (4)

∣∣q is convex for some q ≥ 1, then∣∣∣∣∣
∫ b

a

f(x)dx− b− a

6

[
f(a) + 4f

(
a+ b

2

)
+ f(b)

]∣∣∣∣∣
≤ (b− a)5

2880

[∣∣f (4)(a)
∣∣q +

∣∣f (4)(b)
∣∣q

2

]1/q

.

(b) If
∣∣f (4)

∣∣ is concave, then∣∣∣∣∣
∫ b

a

f(x)dx− b− a

6

[
f(a) + 4f

(
a+ b

2

)
+ f(b)

]∣∣∣∣∣
≤ (b− a)5

2880

∣∣∣∣f (4)

(
a+ b

2

)∣∣∣∣ .
Corollary 20. ([20]) If f : [a, a+ 2nh] → R is 6–convex, then

(2h)4

2880
M
(
f (4); 2h

)
≤ S(f, h)−

∫ a+2nh

a

f(x)dx ≤ (2h)4

2880
T
(
f (4); 2h

)
.

If f is 6–concave, the inequalities are reversed.

Corollary 21. ([20]) Suppose f : [a, a+ 2nh] → R is 4–times differentiable.

(a) If
∣∣f (4)

∣∣q is convex for some q ≥ 1, then∣∣∣∣∣
∫ a+2nh

a

f(x)dx− S(f ;h)

∣∣∣∣∣
≤ (2h)5

2880

n∑
m=1

[∣∣f (4)(a+ 2nh)
∣∣q +

∣∣f (4)(a+ 2(m− 1)h)
∣∣q

2

]1/q

≤ n(2h)5

2880
max

{∣∣∣f (4)(a)
∣∣∣ , ∣∣∣f (4)(a+ 2nh)

∣∣∣} .
(b) If

∣∣f (4)
∣∣ is concave, then∣∣∣∣∣
∫ a+2nh

a

f(x)dx− S(f ;h)

∣∣∣∣∣ ≤ n(2h)5

2880
M
(∣∣∣f (2r)

∣∣∣ ; 2h) .
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10. H· −H· Inequality for Isotonic Linear Functionals

10.1. Inequalities for Isotonic Linear Functionals. In this section we
shall give some generalizations of the Hermite-Hadamard inequality for isotonic
linear functionals.

Let E be a non-empty set and let L be a linear class of real valued functions
g : E → R having the properties:

L1: f, g ∈ L implies (af + bg) ∈ L for all a, b ∈ R;
L2: 1∈L, that is, if f (t) = 1 (t ∈ E) then f ∈ L.

We also consider isotonic linear functionals A : L→ R. That is, we suppose:
A1: A (af + bg) = aA (f) + bA (g) for f, g ∈ L, a, b ∈ R;
A2: f ∈ L, f (t) ≥ 0 on E implies A (f) ≥ 0.
We note that common examples of such isotonic linear functionals A are given

by

A (g) =
∫
E

gdµ or A (g) =
∑
k∈E

pkgk,

where µ is a positive measure on E in the first case and E is a subset of the natural
numbers N, in the second (pk ≥ 0, k ∈ E).

We shall use the following result which is well-known in the literature as Jessen’s
Inequality (see for example [146] or [114, p. 47] and [23]):

Theorem 59. Let L satisfy properties L1 and L2 on a non-empty set E and
suppose φ is a convex function on an interval I ⊆ R. If A is any isotonic functional;
with A (1) = 1, then, for all g ∈ L such that φ (g) ∈ L, we have A (g) ∈ I and

(2.132) φ (A (g)) ≤ A (φ (g)) .

The following lemma holds [146]:
Lemma 10. Let X be a real linear space and C its convex subset. Then the

following statements are equivalent for a mapping f : X → R :
(i) f is convex on C;

(ii) for all x, y ∈ C the mapping gx,y : [0, 1] → R, gx,y (t) := f (tx+ (1− t) y)
is convex on [0, 1] .

Proof. “(i) ⇒ (ii) ”. Suppose x, y ∈ C and let t1, t2 ∈ [0, 1] , λ1, λ2 ≥ 0 with
λ1 + λ2 = 1. Then

gx,y (λ1t1 + λ2t2) = f [(λ1t1 + λ2t2)x+ (1− λ1t1 − λ2t2) y]
= f [(λ1t1 + λ2t2)x+ [λ1 (1− t1) + λ2 (1− t2)] y]
≤ λ1f (t1x+ (1− t1) y) + λ2f (t2x+ (1− t2) y) .

That is, gx,y is convex on [0, 1] .
“(ii) ⇒ (i) ”. Now, let x, y ∈ C and λ1, λ2 ≥ 0 with λ1 + λ2 = 1. Then we have:

f (λ1x+ λ2y) = f (λ1x+ (1− λ1) y) = gx,y (λ1 · 1 + λ2 · 0)
≤ λ1gx,y (1) + λ2gx,y (0) = λ1f (x) + λ2f (y) .

That is, f is convex on C and the statement is proved.

The following generalization of Hermite-Hadamard’s inequality for isotonic lin-
ear functionals holds [146]:
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Theorem 60. Let f : C ⊆ X → R be a convex function on C, L and A satisfy
conditions L1, L2 and A1, A2, and h : E → R, 0 ≤ h (t) ≤ 1, h ∈ L is such that
gx,y ◦ h ∈ L for x, y given in C. If A (1) = 1, then we have the inequality

f (A (h)x+ (1−A (h)) y) ≤ A [f (hx+ (1− h) y)](2.133)
≤ A (h) f (x) + (1−A (h)) f (y) .

Proof. Consider the mapping gx,y : [0, 1] → R, gx,y (s) := f (sx+ (1− s) y) .
Then, by the above lemma, we have that gx,y is convex on [0, 1] . For all t ∈ E we
have:

gx,y (h (t) · 1 + (1− h (t)) · 0) ≤ h (t) gx,y (1) + (1− h (t)) gx,y (0) ,

which implies that

A (gx,y (h)) ≤ A (h) gx,y (1) + (1−A (h)) gx,y (0) .

That is,
A [f (hx+ (1− h) y)] ≤ A (h) f (x) + (1−A (h)) f (y) .

On the other hand, by Jessen’s inequality, applied for gx,y we have:

gx,y (A (h)) ≤ A (gx,y (h)) ,

which gives:

f (A (h)x+ (1−A (h)) y) ≤ A [f (hx+ (1− h) y)]

and the proof is completed.

Remark 35. If h : E → [0, 1] is such that A (h) = 1
2 , we get from the inequality

(2.133) that

(2.134) f

(
x+ y

2

)
≤ A [f (hx+ (1− h) y)] ≤ f (x) + f (y)

2
,

for all x, y in C.

Consequences

a) If A =
∫ 1

0
, E = [0, 1] , h (t) = t, C = [x, y] ⊂ R, then we recapture from

(2.133) the classical inequality of Hermite and Hadamard, because∫ 1

0

f (tx+ (1− t) y) dt =
1

y − x

∫ y

x

f (t) dt.

b) If A = 2
π

∫ π
2

0
, E =

[
0, π2

]
, h (t) = sin2 t, C ⊆ R, then, from (2.134) we get

f

(
x+ y

2

)
≤ 2
π

∫ π
2

0

f
(
x sin2 t+ y cos2 t

)
dt ≤ f (x) + f (y)

2
,

x, y ∈ C, which is a new inequality of Hadamard’s type. This is as
2
π

∫ π
2

0
sin2 tdt = 1

2 .

c) If A =
∫ 1

0
, E = [0, 1] , h (t) = t and X is a normed linear space, then

(2.134) implies that for f (x) = ‖x‖p , x ∈ X, p ≥ 1 :∥∥∥∥x+ y

2

∥∥∥∥p ≤ ∫ 1

0

‖tx+ (1− t) y‖p dt ≤ ‖x‖p + ‖y‖p

2

for all x, y ∈ X.
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d) If A = 1
n

n∑
i=1

, E = {1, ..., n} ,
n∑
i=1

ti = n
2 , C ⊆ R, n ≥ 1, then from (2.134)

we also have

f

(
x+ y

2

)
≤ 1
n

n∑
i=1

f (tix+ (1− ti) y) ≤
f (x) + f (y)

2

for all x, y ∈ C, which is a discrete variant of the Hermite-Hadamard
inequality.

To give a symmetric generalization of the Hermite-Hadamard inequality, we
present the following lemma which is interesting in itself [23].

Lemma 11. Let X be a real linear space and C be its convex subset. If f : C →
R is convex on C, then for all x, y in C the mapping gx,y : [0, 1] → R given by

gx,y (t) :=
1
2

[f (tx+ (1− t) y) + f ((1− t)x+ ty)]

is also convex on [0, 1] . In addition, we have the inequality

(2.135) f

(
x+ y

2

)
≤ gx,y (t) ≤ f (x) + f (y)

2

for all x, y ∈ C and t ∈ [0, 1] .

Proof. Suppose x, y ∈ C and let t1, t2 ∈ [0, 1], α, β ≥ 0 and α+ β = 1. Then

gx,y (αt1 + βt2)

=
1
2

[f ((αt1 + βt2)x+ (1− αt1 − βt2) y)

+ f ((1− αt1 − βt2)x+ (αt1 + βt2) y)]

=
1
2

(f [α (t1x+ (1− t1) y) + β (t2x+ (1− t2) y)]

+ f [α ((1− t1) + t1xy) + β ((1− t2)x+ t2y)])

≤ 1
2

(αf [t1x+ (1− t1) y] + βf [t2x+ (1− t2) y]

+ αf [(1− t1) + t1xy] + βf [(1− t2)x+ t2y])
= αgx,y (t1) + βgx,y (t2) ,

which shows that gx,y is convex on [0, 1] .
By the convexity of f we can state that

gx,y (t) ≥ f

[
1
2

(tx+ (1− t) y + (1− t)x+ ty)
]

= f

(
x+ y

2

)
.

In addition,

gx,y (t) ≤ 1
2

[tf (x) + (1− t) f (y) + (1− t) f (x) + tf (y)] ≤ f (x) + f (y)
2

for all t in [0, 1] , which completes the proof.

Remark 36. By the inequality (2.135) we deduce the bounds

sup
t∈[0,1]

gx,y (t) =
f (x) + f (y)

2
and inf

t∈[0,1]
gx,y (t) = f

(
x+ y

2

)
for all x, y in C.
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The following symmetric generalization of the Hermite-Hadamard inequality
holds [23]:

Theorem 61. Let f : C ⊆ X → R be a convex function on the convex set
C, where L and A satisfy the conditions L1, L2 and A1,A2. Also, h : E → R,
0 ≤ h (t) ≤ 1 (t ∈ E) , and h ∈ L is such that f (hx+ (1− h) y) , f ((1− h)x+ hy)
belong to L for x, y fixed in C. If A (1) = 1, then we have the inequality:

f

(
x+ y

2

)
(2.136)

≤ 1
2

[f (A (h)x+ (1−A (h)) y) + f ((1−A (h))x+A (h) y)]

≤ 1
2

(A [f (hx+ (1− h) y)] +A [f ((1− h)x+ hy)])

≤ f (x) + f (y)
2

Proof. Let us consider the mapping gx,y : [0, 1] → R given above. Then, by
the above Lemma we know that gx,y is convex on [0, 1] .
Applying Jessen’s inequality to the mapping gx,y we get:

gx,y (A (h)) ≤ A (gx,y (h)) .

However,

gx,y (A (h)) =
1
2

[f (A (h)x+ (1−A (h)) y) + f ((1−A (h))x+A (h) y)]

and

A (gx,y (h)) =
1
2

(A [f (hx+ (1− h) y)] +A [f ((1− h)x+ hy)])

and the second inequality in (2.136) is proved.
To prove the first inequality in (2.136) we observe, by (2.135) , that

f

(
x+ y

2

)
≤ gx,y (A (h)) as 0 ≤ A (h) ≤ 1,

which is exactly the desired outcome.
Finally, by the convexity of f, we observe that

1
2

[f (hx+ (1− h) y) + f ((1− h)x+ hy)] ≤ f (x) + f (y)
2

on E.
By applying the functional A, since A (1) = 1, we obtain the last part of (2.136) .

Remark 37. The above theorem can also be proved by the use of Theorem 60
and by Lemma 11. We shall omit the details.

Note that, if we choose A =
∫ 1

0
, E = [0, 1] , h (t) = t, C = [x, y] ⊂ R, we recap-

ture, by (2.136) , the Hermite-Hadamard inequality for integrals. This is because∫ 1

0

f (tx+ (1− t) y) dt =
∫ 1

0

f ((1− t)x+ ty) dt =
1

y − x

∫ y

x

f (t) dt.

Consequences
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a) Let h : [0, 1] → [0, 1] be a Riemann integrable function on [0, 1] and
p ≥ 1. Then, for all x, y vectors in the normed space (X; ‖·‖) we have the
inequality:

∥∥∥∥x+ y

2

∥∥∥∥p
≤ 1

2

[∥∥∥∥(1−
∫ 1

0

h (t) dt
)
x+

(∫ 1

0

h (t) dt
)
y

∥∥∥∥p
+
∥∥∥∥(∫ 1

0

h (t) dt
)
x+

(
1−

∫ 1

0

h (t) dt
)
y

∥∥∥∥p
]

≤ 1
2

[∫ 1

0

‖(h (t))x+ (1− h (t)) y‖p dt+
∫ 1

0

‖(1− h (t))x+ (h (t)) y‖p dt
]

≤ ‖x‖p + ‖y‖p

2
.

If we choose h (t) = t, we get the inequality obtained above

∥∥∥∥x+ y

2

∥∥∥∥p ≤ ∫ 1

0

‖tx+ (1− t) y‖p dt ≤ ‖x‖p + ‖y‖p

2

for all x, y ∈ X.
b) Let f : C ⊆ X → R be a convex function on the convex set C of a linear

space X, ti ∈ [0, 1]
(
i = 1, n

)
. Then we have the inequality:

f

(
x+ y

2

)
≤ 1

2

[
f

(
1
n

n∑
i=1

tix+
1
n

n∑
i=1

(1− ti) y

)
+ f

(
1
n

n∑
i=1

(1− ti)x+
1
n

n∑
i=1

tiy

)]

≤ 1
2n

[
n∑
i=1

f (tix+ (1− ti) y) +
n∑
i=1

f ((1− ti)x+ tiy)

]

≤ f (x) + f (y)
2

.
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If we put in the above inequality ti = sin2 αi, αi ∈ R
(
i = 1, n

)
, then we

have:

f

(
x+ y

2

)
≤ 1

2

(
f

[(
1
n

n∑
i=1

sin2 αi

)
x+

(
1
n

n∑
i=1

cos2 αi

)
y

]

+ f

[(
1
n

n∑
i=1

cos2 αi

)
x+

(
1
n

n∑
i=1

sin2 αi

)
y

])

≤ 1
2n

n∑
i=1

(
f
[(

sin2 αi
)
x+

(
cos2 αi

)
y
]

+ f
[(

cos2 αi
)
x+

(
sin2 αi

)
y
])

≤ f (x) + f (y)
2

.

10.2. Applications for Special Means.

(1) For x, y ≥ 0, let us consider the weighted means:

Aα (x, y) := αx+ (1− α) y

and

Gα (x, y) := xαy1−α

where α ∈ [0, 1] .
If h : [0, 1] → [0, 1] is an integrable mapping on [0, 1] , then, by Theorem
60 we have the inequality:

(2.137) A∫ 1
0 h(t)dt

(x, y) ≥ exp
[∫ 1

0

ln
[
Ah(t) (x, y)

]
dt

]
≥ G∫ 1

0 h(t)dt
(x, y) .

If
∫ 1

0
h (t) dt = 1

2 , we get

(2.138) A (x, y) ≥ exp
[∫ 1

0

ln
[
Ah(t) (x, y)

]
dt

]
≥ G (x, y)

which is a refinement of the classic A· −G· inequality.
In particular, if in this inequality we choose h (t) = t, t ∈ [0, 1] , we
recapture the well-known result for the identric mean:

A (x, y) ≥ I (x, y) ≥ G (x, y) .

Now, if we use Theorem 61, we can state the following weighted refinement
of the classical A· −G· inequality:

A (x, y) ≥ G
(
A∫ 1

0 h(t)dt
(x, y) , A∫ 1

0 h(t)dt
(x, y)

)
(2.139)

≥ exp
[∫ 1

0

ln
[
G
(
Ah(t) (x, y) , Ah(t) (y, x)

)]
dt

]
≥ G (x, y) .
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If
∫ 1

0
h (t) dt = 1

2 , then, by (2.139) we get the following refinement of the
A· −G· inequality:

(2.140) A (x, y) ≥ exp
[∫ 1

0

ln
[
G
(
Ah(t) (x, y) , Ah(t) (y, x)

)]
dt

]
≥ G (x, y) .

If, in the above inequality we choose h (t) = t, t ∈ [0, 1] , then we get the
inequality

(2.141) A (x, y) ≥ exp
[∫ 1

0

ln [G (At (x, y) , At (y, x))] dt
]
≥ G (x, y) .

(2) Some discrete refinements of A· −G· means inequality can also be done.
If x̄ = (x1, ..., xn) ∈ Rn+, we can denote by Gn (x̄) the geometric mean of

x̄, i.e., Gn (x̄) := (
∏n
i=1 xi)

1
n .

If t̄ = (t1, ..., tn) ∈ [0, 1]n , we can define the vector in Rn+ given by

Āt̄ (x, y) := (At1 (x, y) , ..., Atn (x, y))

where x, y ≥ 0.
Applying, now, Theorem 60 for the convex mapping f (x) = − lnx and

the linear functional A := 1
n

n∑
i=1

ti, we get the inequality

(2.142) At̃ (x, y) ≥ Gn
(
Āt̄ (x, y)

)
≥ Gt̃ (x, y)

where t̃ := 1
n

n∑
i=1

ti ∈ [0, 1] and x, y ≥ 0.

If we choose ti so that t̃ = 1
2 , we get

(2.143) A (x, y) ≥ Gn
(
Āt̄ (x, y)

)
≥ G (x, y)

which is a discrete refinement of the classical A· −G· inequality.
In addition, if we use Theorem 61, we can state that

A (x, y) ≥ Gn (At̄ (x, y) , At̄ (y, x))(2.144)
≥ G

(
Gn
(
Āt̄ (x, y)

)
, Gn

(
Āt̄ (y, x)

))
≥ G (x, y) ,

which is another refinement of the A· −G· inequality.

11. H· −H· Inequality for Isotonic Sublinear Functionals

11.1. Inequalities for Isotonic Sublinear Functionals. Let L be a linear
class of real-valued functions g : E → R having the properties:

(L1) f, g ∈ L imply (αf + βg) ∈ L for all α, β ∈ R;
(L2) 1∈L, i.e., if f (t) = 1 for all t ∈ E, then f ∈ L.
An isotonic linear functional A : L → R is a functional satisfying the condi-

tions:

(A1) A (αf + βg) = αA (f) + βA (g) for all f, g ∈ L and α, β ∈ R;
(A2) If f ∈ L and f ≥ 0, then A (f) ≥ 0.

The mapping A is said to be normalized if
(A3) A (1) = 1.
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Isotonic, that is, order-preserving, linear functionals are natural objects in anal-
ysis which enjoy a number of convenient properties. Thus, they provide, for ex-
ample, Jessen’s inequality, which is a functional form of Jensen’s inequality and a
functional Hermite-Hadamard inequality.
In this section we show that these ideas carry over to a sublinear setting [64].
Let E be a non-empty set and K a class of real-valued functions g : E → R having
the properties

(K1) 1∈K;
(K2) f, g ∈ K imply f + g ∈ K;
(K3) f ∈ K implies α · 1 + β · f ∈ K for all α, β ∈ R.
We define the family of isotonic sublinear functionals S : K → R by the

properties [64]

(S1) S (f + g) ≤ S (f) + S (g) for all f, g ∈ K;
(S2) S (αf) = αS (f) for all α ≥ 0 and f ∈ K;
(S3) If f ≥ g, f, g ∈ K, then S (f) ≥ S (g) .

An isotonic sublinear functional is said to be normalized if
(S4) S (1) = 1

and totally normalized if, in addition,
(S5) S (−1) = −1.

We note some immediate consequences from (K2) and (K3), f−g belongs
to K whenever f, g ∈ K, so that from (S1)

S (f) = S ((f − g) + g) ≤ S (f − g) + S (g)

and hence
(S6) S (f − g) ≥ S (f)− S (g) if f, g ∈ K.

Moreover, if S is a totally normalized isotonic sublinear functional, then
we have

(S7) S (α · 1) = α for all α ∈ R
and

(S8) S (f + α · 1) = S (f) + α for all α ∈ R.
Equation (S7) is immediate from (S2) when α ≥ 0. When α < 0 we have

S (α · 1) = S ((−α) · (−1)) = (−α)S (−1) = (−α) (−1) = α.

Also, by (S6) and (S7), we have for α ∈ R

S (f − α · 1) ≥ S (f) + S (−α · 1) = S (f)− α,

which by (S1) and (S7)

S (f − α · 1) ≤ S (f) + S (−α · 1) = S (f)− α,

so that
S (f − α · 1) = S (f)− α.

Since this holds for all α ∈ R, we have (S8).
It is clear that every normalized isotonic linear functional is a totally normalized

isotonic sublinear functional.
In what follows, we shall present some simple examples of sublinear functionals

that are not linear.
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Example 4. Let A1, ..., An : L → R be normalized isotonic linear functionals
and pi,j ∈ R (i, j ∈ {1, ..., n}) such that

pi,j ≥ 0 for all i, j ∈ {1, ..., n} and
n∑
i=1

pi,j = 1 for all j ∈ {1, ..., n} .

Define the mapping S : L→ R by

S (f) = max
1≤j≤n

{
n∑
i=1

pi,jAi (f)

}
.

Then S is a totally normalized isotonic sublinear functional on L. As particular
cases of this functional, we have the mappings

S0 (f) := max
1≤j≤n

{Ai (f)}

and

SQ (f) := max
1≤j≤n

{
1
Qj

j∑
i=1

qiAi (f)

}
where qi ≥ 0 for all i ∈ {1, ..., n} and Qj > 0 for j = 1, ..., n. If we choose qi = 1
for all i ∈ {1, ..., n} , we also have that

S1 (f) := max
1≤j≤n

{
1
j

j∑
i=1

Ai (f)

}
is a totally normalized isotonic sublinear functional on L.

Example 5. If A1, ..., An are as above and A : L → R is also a normalized
isotonic linear functional, then the mapping

SA (f) :=
1
Pn

n∑
i=1

pi max {A (f) , Ai (f)}

where pi ≥ 0 (1 ≤ i ≤ n) with Pn =
n∑
i=1

pi > 0, is also a totally normalized isotonic

sublinear functional.
The following provide concrete examples.
Example 6. Suppose x = (x1, ..., xn) and y = (y1, ..., yn) are points in Rn.

Then the mappings

S (x) := max
1≤j≤n

{
n∑
i=1

pi,jxi

}
,

where pi ≥ 0 and
n∑
i=1

pi,j = 1 for j ∈ {1, ..., n} ,

S0 (x) := max
1≤i≤n

{xi}

and

SQ (x) := max
1≤j≤n

{
1
Qj

j∑
i=1

qiAx

}
where qi ≥ 0 and Qj > 0 for all i, j ∈ {1, ..., n}, are totally normalized isotonic
sublinear functionals on Rn.
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Suppose i0 ∈ {1, .., n} is fixed and pi ≥ 0 for all i ∈ {1, ..., n} , with Pn > 0.
Then the mapping

Si0 (x) :=
1
Pn

n∑
i=1

pi max {xi0 , xi}

is also totally normalized.
Example 7. Denote by R [a, b] the linear space of Riemann integrable functions

on [a, b] . Suppose that p ∈ R [a, b] with p (t) > 0 for all t ∈ [a, b] . Then the mappings

Sp (f) := sup
x∈(a,b]

[∫ x
a
p (t) f (t) dt∫ x
a
p (t) dt

]
and

s1 (f) := sup
x∈(a,b]

[
1

x− a

∫ x

a

f (t) dt
]

are totally normalized isotonic sublinear functionals on R [a, b] .
If c ∈ [a, b] , then

Sc,p (f) :=

∫ b
a
p (t) max (f (c) , f (t)) dt∫ b

a
p (t) dt

and

sc (f) :=
1

b− a

∫ b

a

max (f (c) , f (t)) dt

are also totally normalized on R [a, b] .
We can give the following generalization of the well-known Jessen’s inequality

due to S. S. Dragomir, C. E. M. Pearce and J. E. Pečarić [64]:
Theorem 62. Let φ : [α, β] ⊂ R → R be a continuous convex function and

f : E → [α, β] such that f, φ ◦ f ∈ K. Then, if S is a totally normalized isotonic
sublinear functional on K, we have S (f) ∈ [α, β] and:

(2.145) S (φ ◦ f) ≥ φ (S (f)) .

Proof. By (S3) and (S7), α·1≤f≤ β·1 implies

α = S (α · 1) ≤ S (f) ≤ S (β·1) = β

so that S (f) ∈ [α, β] .
Set l1 (x) = x for all x ∈ [α, β] . For an arbitrary but fixed q > 0, we have by
convexity of φ that there exist real numbers u, v ∈ R such that

(i) p ≤ φ and
(ii) p (S (f)) ≥ φ (S (f))− q

where
p (t) = u · 1 + v · l1 (t) .

If α < S (f) < β or if φ has a finite derivative in [α, β] , we can replace
(ii) by p (S (f)) = φ (S (f)) . Now (i) implies p ◦ f ≤ φ ◦ f. Hence, by (S3)

S (φ ◦ f) ≥ S (p ◦ f) = S (u · 1 + v · f) .

If v ≥ 0, by (S8) and (S2) we have

S (u · 1 + v · f) = u+ vS (f) = p (S (f)) ,
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while if v < 0, by (S6), (S7) and (S2) we have

S (u · 1 + v · f) = S (u · 1− |v| f) ≥ u− S (|v| f)
= u− |v|S (f) = u+ vS (f) = p (S (f)) .

Therefore, we have in either case

S (φ ◦ f) ≥ φ (S (f))− q.

Since q is arbitrary, the proof is complete.

Remark 38. If S = A, a normalized isotonic linear functional on L, then
(2.145) becomes the well-known Jessen’s inequality.

The following generalizations of Jessen’s inequality for isotonic linear function-
als also hold:

Corollary 22. Let A1, ..., An : L→ R be normalized isotonic linear function-
als and pi,j ∈ R be such that:

pi,j ≥ 0 and
n∑
i=1

pi,j = 1 for all i, j ∈ {1, ..., n} .

If φ : [α, β] → R is convex and f : E → [α, β] is such that f, φ ◦ f ∈ L then:

max
1≤j≤n

{
n∑
i=1

pi,jAi (φ ◦ f)

}
≥ φ

(
max

1≤j≤n

{
n∑
i=1

pi,jAi (f)

})
.

The proof follows by Theorem 62 applied for the following mapping

S (f) := max
1≤j≤n

{
n∑
i=1

pi,jAi (f)

}
,

which is a totally normalized isotonic sublinear functional on L.

Remark 39. If A1, ..., An, φ and f are as above, then

max
1≤j≤n

{Ai (φ ◦ f)} ≥ φ

(
max

1≤j≤n
{Ai (f)}

)
and

max
1≤j≤n

{
1
Qj

j∑
i=1

qiAi (φ ◦ f)

}
≥ φ

(
max

1≤j≤n

{
1
Qj

j∑
i=1

qiAi (f)

})
where qi ≥ 0 with Qj > 0 for all i, j ∈ {1, ..., n} .

Corollary 23. If A1, ..., An, φ and f are as shown, pi ≥ 0, i ∈ {1, ..., n} , Pn >
0 and A : L → R is also a normalized isotonic linear functional, then we have the
inequality

1
Pn

n∑
i=1

pi max {A (φ ◦ f) , Ai (φ ◦ f)} ≥ φ

(
1
Pn

n∑
i=1

pi max {A (f) , Ai (f)}

)
.

The following reverse of Jessen’s inequality for sublinear functionals was proved
by S. S. Dragomir, C. E. M. Pearce and J. E. Pečarić in [64]:
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Theorem 63. Let φ : [α, β] ⊂ R → R be a convex function (α < β) and f :
E → [α, β] such that φ ◦ f, f ∈ K. Let λ = sgn (φ (β)− φ (α)) . Then, if S is a
totally normalized isotonic sublinear functional on K we have

(2.146) S (φ ◦ f) ≤ βφ (α)− αφ (β)
β − α

+
|φ (β)− φ (α)|

β − α
S (λf) .

Proof. Since φ is convex on [α, β] we have:

φ (v) ≤ w − v

w − u
φ (u) +

v − u

w − u
φ (w) ,

where u ≤ v ≤ w and u < w.
Set u = α, v = f (t) , w = β. Then

φ (f (t)) ≤ β − f (t)
β − α

φ (α) +
f (t)− α

β − α
φ (β) , t ∈ E,

or, alternatively,

φ ◦ f ≤ βφ (α)− αφ (β)
β − α

· 1 +
φ (β)− φ (α)

β − α
· f.

Applying the functional S and using its properties we have

S (φ ◦ f) ≤ S

(
βφ (α)− αφ (β)

β − α
· 1 +

φ (β)− φ (α)
β − α

· f
)

=
βφ (α)− αφ (β)

β − α
+ S

(
φ (β)− φ (α)

β − α
· f
)

=
βφ (α)− αφ (β)

β − α
+
|φ (β)− φ (α)|

β − α
S (λf) .

Hence, the theorem is proved.

Remark 40. If S = A, and A is a normalized isotonic linear functional, then,
by (2.146) we deduce the inequality

A (φ (f)) ≤ {(β −A (f))φ (α) + (A (f)− α)φ (β)}
(β − α)

.

Note that this last inequality is a generalization of the inequality

A (φ) ≤ {(b−A (l1))φ (a) + (A (l1)− a)φ (b)}
(b− a)

due to A. Lupaş. Here, E = [a, b] (−∞ < a < b <∞) , L satisfies (L1), (L2),
A : L → R satisfies (A1), (A2), A (1) = 1, φ is convex on E and φ ∈ L, l1 ∈ L,
where l1 (x) = x, x ∈ [a, b] .

By the use of Jessen’s and Lupaş’ inequalities for totally normalized sublin-
ear functionals, we can state the following generalization of the classical Hermite-
Hadamard’s integral inequality due to S.S. Dragomir, C.E.M. Pearce and J.E.
Pečarić [64].

Theorem 64. Let φ : [α, β] → R be a convex function and e : E → [α, β] a
mapping such that φ ◦ e and e belong to K and let λ := sgn (φ (β)− φ (α)) . If S is
a totally normalized isotonic sublinear functional on K with

S (λe) = λ · α+ β

2
and S (e) =

α+ β

2
,
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then we have the inequality

(2.147) φ

(
α+ β

2

)
≤ S (φ ◦ e) ≤ φ (α) + φ (β)

2
.

Proof. The first inequality in (2.147) follows by Jessen’s inequality (2.145)
applied to the mapping e.
By inequality (2.146), we have

S (φ ◦ e) ≤ βφ (α)− αφ (β)
β − α

+
(φ (β)− φ (α)) (β + α)

2 (β − α)

=
φ (α) + φ (β)

2
,

and the statement is proved.

Remark 41. If S = A,φ is as above and e : E → [α, β] is such that φ◦e, e ∈ L
and A (e) = α+β

2 , then the Hermite-Hadamard inequality

φ

(
α+ β

2

)
≤ A (φ ◦ e) ≤ φ (α) + φ (β)

2
,

holds for normalized isotonic linear functionals (see also [146] and [23]).

Remark 42. If in the above theorem we assume that φ (β) ≥ φ (α) , then we
can drop the assumption S (λe) = λ · α+β

2 .

Theorem 65. Let φ, f and S be defined as in Theorem 63 with φ (β) ≥ φ (α) .
Then

(2.148) S (φ (f)) ≤ {(β − S (f))φ (α) + (S (f)− α)φ (β)}
β − α

.

The proof is a simple consequence of Theorem 63.
Finally, we have the following result [64]:

Theorem 66. Let the hypothesis of Theorem 65 be fulfilled and let T be an
interval which is such that T ⊃ φ ([α, β]) . If F (u, v) is a real-valued function defined
on T × T and increasing in u, then

F [S (φ (f)) , φ (S (f))](2.149)

≤ max
x∈[a,b]

F

[
β − x

β − a
φ (α) +

x− α

β − α
φ (β) , φ (x)

]
= max

θ∈[0,1]
F [θφ (α) + (1− θ)φ (β) , φ (θα+ (1− θ)β)] .

Proof. By (2.148) and the increasing property of F (·, y) we have

F [S (φ (f)) , φ (S (f))] ≤ F

[
β − S (f)
β − a

φ (α) +
S (f)− α

β − α
φ (β, φ (S (f)))

]
≤ max

x∈[a,b]
F

[
β − x

β − a
φ (α) +

x− α

β − α
φ (β) , φ (x)

]
.

Of course the equality in (2.149) follows immediately from the change of variable
θ = β−x

β−a , so that x = θα+ (1− θ)β with 0 ≤ θ ≤ 1.
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11.2. Applications for Special Means.
(1) Suppose that e ∈ K, p ≥ 1, ep ∈ K and S is as above. We can define the

mean
Lp (S, e) := [S (ep)]

1
p .

By the use of Theorem 64 we have the inequality

A (α, β) ≤ Lp (S, e) ≤ [A (αp, βp)]
1
p ,

provided that

S (e) =
α+ β

2
.

A particular case which generates in its turn the classical Lp-mean is
where S = A, where A is a linear isotonic functional defined on K.

(2) Now, if e ∈ K is such that e−1 ∈ K, we can define the mean as

L (S, e) :=
[
S
(
e−1
)]−1

.

If we assume that S (−e) = −α+β
2 and S (e) = α+β

2 , then, by Theorem 64
we have the inequality:

H (α, β) ≤ L (S, e) ≤ A (α, β) .

A particular case which generalizes in its turn the classical logarithmic
mean is where S = A, where A is as above.

(3) Finally, if we suppose that e ∈ K is such that ln e ∈ K, we can also define
the mean

I (S, e) := exp [−S (− ln e)] .
Now, if we assume that S (−e) = −α+β

2 and S (e) = α+β
2 , then, by Theo-

rem 64 we get the inequality:

G (α, β) ≤ I (S, e) ≤ A (α, β) ,

which generalizes the corresponding inequality for the identric mean.



CHAPTER 3

Some Functionals Associated with the H· −H·
Inequality

1. Two Difference Mappings

Let f : I ⊆ R → R be a convex function on the real interval I and a, b ∈̊I (̊I is
the interior of I) with a < b. We shall consider here the difference mappings L and
P defined by [48]:

(L) L : [a, b] → R, L (t) :=
f (t) + f (a)

2
(t− a)−

∫ t

a

f (s) ds

and

(P ) P : [a, b] → R, P (t) :=
∫ t

a

f (s) ds− (t− a) f
(
t+ a

2

)
.

We shall point out the main properties of these mappings, obtaining some refine-
ments of the H· −H· inequality.

The main properties of L are given in the following theorem [48]:

Theorem 67. Let f, a, b be as above. Consider the mapping L defined in
(L). Then :
(i) L is non-negative, monotonically nondecreasing and convex on [a, b] ;
(ii) One has the following refinement of the Hermite-Hadamard inequality:

1
b− a

∫ b

a

f (x) dx ≤ 1
b− a

∫ b

y

f (s) ds+
(
y − a

b− a

)
f (a) + f (y)

2
(3.1)

≤ f (a) + f (b)
2

,

for each y ∈ [a, b] .
(iii) We have the inequalities:

α · f (t) + f (a)
2

(t− a) + (1− α) · f (s) + f (a)
2

(s− a)(3.2)

−f (αt+ (1− α) s) + f (a)
2

[αt+ (1− α) s− a]

≥ α

∫ t

a

f (u) du+ (1− α)
∫ s

a

f (u) du−
∫ αt+(1−α)s

a

f (u) du,

for every t, s ∈ [a, b] and each α ∈ [0, 1] .

Proof. (i) The fact that L is non-negative follows from the H· − H·
inequality.

91
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In order to prove the monotonicity and the convexity of L, we shall show
the following inequality

(3.3) L (x)− L (y) ≥ (x− y)L′+ (y)

holds, for all x, y ∈ [a, b] .
Let us suppose that x > y. Then we have:

(3.4) L (x)− L (y) =
f (x) + f (a)

2
(x− a)− f (y) + f (a)

2
(y − a)−

∫ x

y

f (s) ds.

By the H· −H· inequality, we deduce

L (x)− L (y)
x− y

≥ (f (x) + f (a)) (x− a)
2 (x− y)

− (f (y) + f (a)) (y − a)
2 (x− y)

− f (x) + f (y)
2

.

On the other hand, since f is convex, f ′+ (y) exists for all y ∈ [a, b) and
then a simple calculation yields

(3.5) L′+ (y) =
f ′+ (y) (y − a)

2
− f (y)− f (a)

2
, y ∈ [a, b) .

Therefore, the relation (3.3) will be proved if we can demonstrate that

A(3.6)

: =
(f (x) + f (a)) (x− a)

x− y
− (f (y) + f (a)) (y − a)

x− y
− (f (x) + f (a))

≥ f ′+ (y) (y − a) .

A simple calculation shows that

A =
(y − a) (f (x)− f (y))

x− y
,

and then the relation (3.6) is equivalent with

f (x)− f (y)
x− y

≥ f ′+ (y) ,

which holds by the convexity of f.
The fact that (3.3) holds also for y > x goes likewise and we shall omit
the details.
Consequently, the mapping L is convex on [a, b] .
Now, let x > y (x, y ∈ [a, b]) . Since L is convex on [a, b] we have:

L (x)− L (y)
x− y

≥ L′+ (y) =
f ′+ (y) (y − a)− (f (y)− f (a))

2
≥ 0

as, by the convexity of f we have:

f (a)− f (y) ≥ (a− y) f ′+ (y) for all y ∈ [a, b] ,

and so L is nondecreasing on [a, b] .
(ii) By the H· −H· inequality we have:

0 ≤ L (y) ≤ L (b) for all y ∈ [a, b] .
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That is, we can deduce that

f (y) + f (a)
2

(y − a)−
∫ y

a

f (s) ds ≤ f (b) + f (a)
2

(b− a)−
∫ b

a

f (s) ds,

which gives us∫ b

a

f (s) ds−
∫ y

a

f (s) ds ≤ f (b) + f (a)
2

(b− a)− f (y) + f (a)
2

(y − a) .

Therefore,

1
b− a

∫ b

y

f (s) ds ≤ f (b) + f (a)
2

− f (y) + f (a)
2

(
y − a

b− a

)
,

i.e., the second inequality in (3.1) .
By the H· −H· inequality we also have:

1
b− a

∫ b

y

f (s) ds+
(
y − a

b− a

)
f (y) + f (a)

2

≥ 1
b− a

∫ b

y

f (s) ds+
y − a

b− a
· 1
y − a

∫ y

a

f (s) ds

=
1

b− a

(∫ b

y

f (s) ds+
∫ y

a

f (s) ds

)
=

1
b− a

∫ b

a

f (s) ds

for all y ∈ (a, b] , and the first inequality in (3.1) is also proved.
(iii) The inequality (3.2) follows by the convexity of L, i.e.,

L (αt+ (1− α) s) ≤ αL (t) + (1− α)L (s)

for all s, t ∈ [a, b] and α ∈ [0, 1] . We shall omit the details.

Remark 43. Since L is nondecreasing, then we have the bounds:

inf
t∈[a,b]

L (t) = L (a) = 0

and

sup
t∈[a,b]

L (t) = L (b) =
f (b) + f (a)

2
(b− a)−

∫ b

a

f (s) ds ≥ 0.

Remark 44. If f is a monotonic nondecreasing function on [a, b] , then the
mapping Φ (t) :=

∫ t
a
f (u) du is convex on [a, b] . Consider the new mapping Ψ :

[a, b] → R given by

Ψ(t) :=
f (t) + f (a)

2
(t− a) .

If f is assumed to be convex and nondecreasing, then Φ is also convex on [a, b] ,
and, by the inequality (3.2) one has:

αΨ(t) + (1− α) Ψ (s)−Ψ(αt+ (1− α) s)(3.7)
≥ αΦ (t) + (1− α) Φ (s)− Φ (αt+ (1− α) s) ≥ 0,

for all s, t ∈ [a, b] and α ∈ [0, 1] .
The main properties of P are given by the following theorem [48].
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Theorem 68. Let f be as in Theorem 67 and consider the mapping P defined
in (P ). Then
(i) P is non-negative and monotonically nondecreasing on [a, b] ;
(ii) One has the inequality:

(3.8) 0 ≤ P (t) ≤ L (t) for all t ∈ [a, b] ;

(iii) We have the following refinement of the Hermite-Hadamard inequality:

f

(
a+ b

2

)
≤ 1

b− a

[
(b− a) f

(
a+ b

2

)
− (y − a) f

(
a+ y

2

)]
(3.9)

+
1

b− a

∫ y

a

f (s) ds ≤ 1
b− a

∫ b

a

f (s) ds,

for all y ∈ [a, b] .

Proof. The proof is as follows.
(i) Clearly, by the H· −H· inequality, P is non-negative on [a, b] .

Let a ≤ x < y ≤ b. Then we have:

P (y)− P (x) =
∫ y

x

f (s) ds− (y − a) f
(
y + a

2

)
+ (x− a) f

(
x+ a

2

)
.

By the Hermite-Hadamard inequality one has∫ y

x

f (s) ds ≥ (y − x) f
(
x+ y

2

)
.

Hence, by the above inequality, we can state

P (y)− P (x)

≥ (y − x) f
(
x+ y

2

)
− (y − a) f

(
y + a

2

)
+ (x− a) f

(
x+ a

2

)
.

Now, using the convexity of f, we get

y − x

y − a
· f
(
x+ y

2

)
+
x− a

y − a
· f
(
x+ a

2

)
≥ f

[
(y − x) (x+ y)

2 (y − a)
+

(x− a) (x+ a)
2 (y − a)

]
= f

(
y + a

2

)
,

and then P (y)−P (x) ≥ 0, which shows that P is nondecreasing on [a, b] .
(ii) By the Hermite-Hadamard inequality we have:

2
t− a

∫ a+t
2

a

f (s) ds ≤
f
(
t+a
2

)
+ f (a)

2

and
2

t− a

∫ b

a+t
2

f (s) ds ≤
f
(
a+t
2

)
+ f (t)

2
,

for all a < t ≤ b. Summing these inequalities, we obtain

2
t− a

∫ t

a

f (s) ds ≤ f

(
a+ t

2

)
+
f (a) + f (t)

2
, t ∈ [a, b] ,

which implies the inequality (3.8) .
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(iii) The first inequality in (3.9) is derived from the fact that∫ y

a

f (s) ds ≥ (y − a) f
(
y + a

2

)
for all y ∈ [a, b] .

For the second inequality in (3.9) , we use the fact that, by (i) :

0 ≤ P (y) ≤ P (b) for all y ∈ [a, b] .

That is:∫ y

a

f (s) ds− (y − a) f
(
y + a

2

)
≤
∫ b

a

f (s) ds− (b− a) f
(
a+ b

2

)
,

which is clearly equivalent with the second part of (3.9) .

Remark 45. With the above assumptions one has:

inf
t∈[a,b]

P (t) = P (a) = 0

and

sup
t∈[a,b]

P (t) = P (b) =
∫ b

a

f (s) ds− (b− a) f
(
a+ b

2

)
≥ 0.

Remark 46. The condition “f is convex on [a, b]” does not imply the convexity
of P on [a, b] .
Indeed, if f (t) = 1

t , t ∈ [1, 6] , then f is convex on [1, 6] and

P ′ (t) = ln t− 2 (t− 1)
t+ 1

, P ′′ (t) =
8t2 − (t+ 1)3

t2 (t+ 1)3

and P ′′ (5) < 0, which shows that P is not convex on [1, 6] .
The following proposition contains a sufficient condition for the convexity of P.
Proposition 27. Let f be twice differentiable on I̊ and suppose that f and f ′

are convex on I̊. Then P is also convex on [a, b] .

Proof. As

P ′ (t) = f (t)− f

(
t+ a

2

)
−
(
t− a

2

)
f ′
(
t+ a

2

)
and

P ′′ (t) = f ′ (t)− f ′
(
t+ a

2

)
−
(
t− a

2

)
f ′′
(
t+ a

2

)
for all t ∈ [a, b] , then, from the convexity of f ′, we have that

f ′ (t)− f ′
(
t+ a

2

)
≥
(
t− a

2

)
f ′′
(
t+ a

2

)
for all t ∈ [a, b] ,

which implies that

P ′′ (t) ≥
(
t− a

4

)
f ′′
(
t+ a

2

)
for all t ∈ [a, b] ,

as f is convex.
Consequently, P is convex on [a, b] and the statement is proved.
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1.1. Applications for Special Means. We define the mappings L̄p : [a, b] ⊂
[0,∞) → R, given by

L̄p (t) := (t− a)
[
A (tp, ap)− Lpp (t, a)

]
, p ∈ (−∞, 0) ∪ [1,∞) \ {−1}

and

L̄−1 : [a, b] ⊂ [0,∞) → R,

L̄−1 (t) : =
(t− a) [L (t, a)−H (t, a)]

L (t, a)H (t, a)
and

L̄0 : [a, b] ⊂ [0,∞) → R,

L̄0 (t) : = ln
[
I (t, a)
G (t, a)

](t−a)
,

which come from (L) for the convex mappings f (x) = xp, f (x) = 1
x and f (x) =

− lnx, respectively.
The following proposition holds:
Proposition 28. Let 0 ≤ a < b and p ∈ (−∞, 0) ∪ [1,∞) \ {−1} . Then:
(i) L̄p is non negative, monotonically nondecreasing and convex on [a, b] ;

(ii) One has the following inequalities:

Lpp (a, b) ≤ b− y

b− a
Lp (y, b) +

y − a

b− a
A (ap, yp) ≤ A (ap, bp)

for all y ∈ [a, b] .
The proof follows by Theorem 67, (i) and (ii) , applied for the convex mapping

f : [a, b] → [0,∞) , f (x) = xp. We shall omit the details.
Using the same result we can state the next proposition.
Proposition 29. Let 0 < a < b. Then
(i) The mapping L̄−1 is nonnegative, monotonically nondecreasing and convex

on [a, b] ;
(ii) One has the inequality:

L−1 (a, b) ≤ b− y

b− a
L−1 (y, b) +

y − a

b− a
H−1 (a, b) ≤ H−1 (a, b)

for all y ∈ [a, b] .
The proof is obvious by Theorem 67 applied for f : [a, b] ⊂ (0,∞) → R, f (x) =

1
x .

Proposition 30. Let 0 < a < b. Then
(i) The mapping L̄0 is nonnegative, monotonically nondecreasing and convex

on [a, b] ;
(ii) One has the inequality:

I (a, b) ≥ [I (a, y)]
b−y
b−a [G (a, y)]

y−a
b−a ≥ G (a, b)

The proof follows by Theorem 67 applied for the mapping f : [a, b] → R, f (x) =
− lnx.

Now we can also define the following mappings

Pp : [a, b] ⊂ [0,∞) → R,
Pp (t) : = (t− a)

[
Lpp (a, t)−Ap (a, t)

]
,



1. TWO DIFFERENCE MAPPINGS 97

where p ∈ (−∞, 0) ∪ [1,∞) \ {−1} and

P−1 : [a, b] ⊂ [0,∞) → R,

P−1 (t) : = (t− a)
[
A (a, t)− L (a, t)
A (a, t)L (a, t)

]
,

and

P0 : [a, b] ⊂ [0,∞) → R,

P0 (t) : = ln
[
A (a, t)
I (a, t)

](t−a)
respectively.

The following proposition holds.

Proposition 31. Let 0 ≤ a < b and p ∈ (−∞, 0) ∪ [1,∞) \ {−1} . Then

(i) Pp is nonnegative and monotonically nondecreasing on [a, b] ;
(ii) We have the inequality

Ap (a, b) ≤ 1
b− a

[(b− a)Ap (a, b)− (y − a)Ap (a, y)] +
y − a

b− a
Lpp (a, y)

≤ Lpp (a, b)

for all y ∈ [a, b]
(iii) If p ≥ 2, then Pp is convex on [a, b] .

The proof follows by Theorem 68 and Proposition 27 applied for the convex
function f : [a, b] → R, f (x) = xp.

Another result is embodied in the following proposition:

Proposition 32. Let 0 < a < b. Then:

(i) The mapping P−1 is nonnegative and monotonically nondecreasing on
[a, b] ;

(ii) We have the inequality

A−1 (a, b) ≤ 1
b− a

[
b− a

A (a, b)
− y − a

A (a, y)

]
+
y − a

b− a
L−1 (a, y) ≤ L−1 (a, b)

for all y ∈ [a, b] .

Finally, we have

Proposition 33. Let 0 < a < b. Then:

(i) The mapping P0 is nonnegative and monotonically nondecreasing on [a, b] ;
(ii) We have the inequality

A (a, b) ≥

{
[A (a, b)]b−a

[A (a, y)]y−a

} 1
b−a

× [I (a, b)]
y−a
b−a ≥ I (a, b)

for all y ∈ [a, b] .

The proof follows by Theorem 68 applied for the convex mapping f (x) = − lnx.
We shall omit the details.
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2. Properties of Superadditivity and Supermultiplicity

Suppose that f : I ⊆ R → R is a function defined on the interval I, a, b ∈ I
with a < b. If f ∈ L1 [a, b] , then, we can consider the mappings

P (f ; a, b) :=
∫ b

a

f (x) dx− (b− a) f
(
a+ b

2

)
and

L (f ; a, b) :=
f (a) + f (b)

2
(b− a)−

∫ b

a

f (x) dx.

The following theorem contains some properties of superadditivity and monotonic-
ity of the mappings P and L, [44]:

Theorem 69. Let f : I ⊆ R → R be a convex function on I. Then
(i) For all a, b, c ∈ I with a ≤ c ≤ b one has the inequalities:

(3.10) 0 ≤ P (f ; a, c) + P (f ; c, b) ≤ P (f ; a, b)

and

(3.11) 0 ≤ L (f ; a, c) + L (f ; c, b) ≤ L (f ; a, b) .

(ii) For all [c, d] ⊆ [a, b] ⊆ I we have:

(3.12) 0 ≤ P (f ; c, d) ≤ P (f ; a, b)

and

(3.13) 0 ≤ L (f ; c, d) ≤ L (f ; a, b) .

Proof. (i) Let a < b and c ∈ [a, b] . Put α := c−a
b−a , β = b−c

b−a . Then
α+ β = 1 (α, β ≥ 0) and by the convexity of f written for x = a+c

2 , y =
b+c
2 ∈ I, we have

c− a

b− a
f

(
a+ c

2

)
+
b− c

b− a
f

(
b+ c

2

)
= αf (x) + βf (y)
≥ f (αx+ βy)

= f

(
c− a

b− a
· a+ c

2
+
b− c

b− a
· b+ c

2

)
= f

(
a+ b

2

)
.

Now,

P (f ; a, b)− P (f ; a, c)− P (f ; c, b)

= (c− a) f
(
a+ c

2

)
+ (b− c) f

(
b+ c

2

)
− (b− a) f

(
a+ b

2

)
≥ 0

and the statement (3.10) is proved.
Since f is convex on [a, b] , then for all c ∈ [a, b] we have∣∣∣∣∣∣

1 1 1
a c b

f (a) f (b) f (c)

∣∣∣∣∣∣ ≥ 0
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i.e.,
f (a) (b− c) + f (c) (b− a) + f (b) (c− a) ≥ 0.

Therefore, we get

L (f ; a, b)− L (f ; a, c)− L (f ; c, b)

=
1
2

[f (a) (b− c) + f (c) (b− a) + f (b) (c− a)] ≥ 0,

which shows that the inequality (3.11) holds.
(ii) Using the first part of Theorem 69, we have for [c, d] ⊆ [a, b] that

P (f ; a, b) ≥ P (f ; a, c) + P (f ; c, b) ≥ P (f ; a, c) + P (f ; c, d) + P (f ; d, b)

which gives

P (f ; a, b)− P (f ; c, d) ≥ P (f ; a, c) + P (f ; d, b) ≥ 0

and the inequality (3.12) is proved.
The argument of (3.13) goes likewise and we shall omit the details.

Now, suppose that f : I → (0,∞) is logarithmically convex on I. We can define
the following two mappings [44]:

Φ (f ; a, b) := exp

[∫ b

a

ln

[
f (x)
f
(
a+b
2

)] dx]
and

Ψ (f ; a, b) := exp

[∫ b

a

ln

[√
f (a) f (b)
f (x)

]
dx

]
where a, b ∈ I and a < b.

The following corollary is interesting:
Corollary 24. Let f : I ⊆ R → (0,∞) be a logarithmically convex function.

Then:
(i) For all a, b, c ∈ I with a ≤ c ≤ b, one has the inequalities

Φ (f ; a, b) ≥ Φ (f ; a, c) Φ (f ; c, b) ≥ 1

and
Ψ(f ; a, b) ≥ Ψ(f ; a, c) Ψ (f ; c, b) ≥ 1.

(ii) For all a, b, c, d ∈ I with [c, d] ⊆ [a, b], we have:

Φ (f ; a, b) ≥ Φ (f ; c, d) ≥ 1 and Ψ(f ; a, b) ≥ Ψ(f ; c, d) ≥ 1.

Proof. The argument goes by the above theorem on observing that:

P (ln f ; a, b) :=
∫ b

a

ln f (x) dx− (b− a) ln f
(
a+ b

2

)
=
∫ b

a

ln

[
f (x)
f
(
a+b
2

)] dx.
That is,

Φ (f ; a, b) = exp [P (ln f ; a, b)]
and

Ψ (f ; a, b) = exp [L (ln f ; a, b)] .
We shall omit the details.
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For an arbitrary function f : I ⊆ R → R we can consider the following mapping

S (f ; a, b) := (b− a)
[
f (a) + f (b)

2
− f

(
a+ b

2

)]
.

The following proposition holds [44]:
Proposition 34. If f : I ⊆ R → R is convex on I, then
(i) For all a ≤ c ≤ b, (a, b, c ∈ I) one has

0 ≤ S (f ; a, c) + S (f, c, b) ≤ S (f ; a, b) .

(ii) For all [c, d] ⊆ [a, b] we have:

0 ≤ S (f, c, d) ≤ S (f ; a, b) .

The proof is obvious by Theorem 69 on observing that:

S (f ; a, b) = P (f ; a, b) + L (f ; a, b) .

Also, we can consider the functional;

R (f ; a, b) :=

[√
f (a) f (b)
f
(
a+b
2

) ](b−a)

for positive mappings f : I ⊆ R → (0,∞) .
Taking into account that for this class of functions we have:

R (f ; a, b) = Φ (f ; a, b) Ψ (f ; a, b) with a < b,

thus we can state the following corollary:
Corollary 25. If f : I ⊆ R → (0,∞) is a logarithmically convex function on

I, then
(i) For all a, b, c ∈ I with a ≤ c ≤ b, one has

R (f ; a, b) ≥ R (f ; a, c) ·R (f ; c, b) ≥ 1;

(ii) For all [c, d] ⊆ [a, b] ⊆ I one has

R (f ; c, d) ≤ R (f ; a, b) .

Now, if we assume that f : I ⊆ R → R is a convex mapping on I and a, b ∈ I
with a < b, we can also define the functionals as:

V (f ; a, b) :=

[
1

b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)](b−a)

and

W (f ; a, b) :=

[
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

](b−a)

.

For these functionals, we can state and prove the following theorem [44].
Theorem 70. Let f : I ⊆ R → R be a convex function on I. Then for all

a, b, c ∈ I with a < c < b we have:

(3.14) V (f ; a, c) · V (f ; c, b) ≤ V (f ; a, b)

and

(3.15) W (f ; a, c) ·W (f ; c, b) ≤W (f ; a, b) .
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Proof. We observe that for all a < b we have:

V (f ; a, b) =
[
P (f ; a, b)
(b− a)

](b−a)
and

W (f ; a, b) =
[
L (f ; a, b)
(b− a)

](b−a)
.

To prove the inequality (3.14) , we use the inequality (3.10) as follows:

(3.16) V (f ; a, b) =
[
P (f ; a, b)
(b− a)

](b−a)
≥
[
P (f ; a, c) + P (f ; c, b)

b− a

](b−a)
.

As
P (f ; a, b) = (b− a) [V (f ; a, b)]

1
(b−a) ,

thus, by (3.16) we obtain

V (f ; a, b)(3.17)

≥

[
(c− a) [V (f ; a, c)]

1
(c−a) + (b− c) [V (f ; c, b)]

1
(b−c)

b− a

](b−a)

=

[
(c− a) [V (f ; a, c)]

1
(c−a) + (b− c) [V (f ; c, b)]

1
(b−c)

(c− a) + (b− c)

](b−a)

.

Using the well-known arithmetic mean-geometric mean inequality:
px+ qy

p+ q
≥ x

p
p+q · y

q
p+q

with p = c− a > 0, q = b− c > 0 and

x = [V (f ; a, c)]
1

(c−a) , y = [V (f ; c, b)]
1

(b−c) ,

we deduce:

(c− a) [V (f ; a, c)]
1

(c−a) + (b− c) [V (f ; c, b)]
1

(b−c)

(c− a) + (b− c)
(3.18)

≥
[
[V (f ; a, c)]

1
(c−a)

] c−a
b−a

[
[V (f ; c, b)]

1
(b−c)

] b−c
b−a

= [V (f ; a, c)V (f ; c, b)]
1

b−a .

Now, using (3.17) and (3.18) we get (3.14) .
The proof of the inequality (3.15) goes likewise via (3.11) and we shall omit the
details.

In what follows, let us suppose that f : I ⊆ R → (0,∞) is logarithmically
convex on I. We can define the mappings:

τ (f ; a, b) := (b− a) ln

[
1

b− a

∫ b

a

ln

[
f (x)
f
(
a+b
2

)] dx]
and

σ (f ; a, b) := (b− a) ln

[
1

b− a

∫ b

a

ln

[√
f (a) f (b)
f (x)

]
dx

]
,

where a, b ∈ I with a < b.
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The following corollary holds:
Corollary 26. Let f be as above. Then for all a < c < b one has the

inequalities:

(3.19) τ (f ; a, b) ≥ τ (f ; a, c) + τ (f ; c, b)

and

(3.20) σ (f ; a, b) ≥ σ (f ; a, c) + σ (f ; c, b) .

The proof follows by the above theorem, taking into account that

τ (f ; a, b) = ln [V (ln f ; a, b)]

and
σ (f ; a, b) = ln [W (ln f ; a, b)] .

Also, for a convex function f : I ⊆ R → R we can consider the functional

Z (f ; a, b) :=
{

1
b− a

[
f (a) + f (b)

2
− f

(
a+ b

2

)]}b−a
.

The following proposition holds:
Proposition 35. With the above assumptions, we have for a, b, c ∈ I, with

a < c < b that:
Z (f ; a, c)Z (f ; c, b) ≤ Z (f ; a, b) .

In addition, if we consider the functional

θ (f ; a, b) := (b− a) ln

ln

[√
f (a) f (b)
f
(
a+b
2

) ]b−a ,
then we have the corollary:

Corollary 27. With the above assumptions, we have:

θ (f ; a, b) ≥ θ (f ; a, c) + θ (f ; c, b) ,

for all a, b, c ∈ I, where a < c < b.

2.1. Applications for Special Means. We shall start with the following
proposition:

Proposition 36. Let p ∈ (−∞, 0) ∪ [1,∞) \ {−1} . Then
(i) For all 0 < a ≤ c ≤ b one has the inequalities:

(b− a)
[
Lpp (a, b)−Ap (a, b)

]
≥ (c− a)

[
Lpp (a, c)−Ap (a, c)

]
+ (b− c)

[
Lpp (c, b)−Ap (c, b)

]
≥ 0

and

(b− a)
[
A (ap, bp)− Lpp (a, b)

]
≥ (c− a)

[
A (ap, cp)− Lpp (a, c)

]
+ (b− c)

[
A (cp, bp)− Lpp (c, b)

]
.

(ii) For all 0 < a ≤ c ≤ d ≤ b one has the inequalities:

(b− a)
[
Lpp (a, b)−Ap (a, b)

]
≥ (d− c)

[
Lpp (c, d)−Ap (c, d)

]
≥ 0

and

(b− a)
[
A (ap, bp)− Lpp (a, b)

]
≥ (d− c)

[
A (cp, dp)− Lpp (c, d)

]
≥ 0.
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Proof. Consider the convex mapping f : (0,∞) → R, f (x) = xp, p ∈
(−∞, 0) ∪ [1,∞) \ {−1} . A simple calculation shows us that

P (f ; a, b) = (b− a)
[
Lpp (a, b)−Ap (a, b)

]
and

L (f ; a, b) = (b− a)
[
A (ap, bp)− Lpp (a, b)

]
.

Now, using Theorem 69, we can easily derive the above inequalities.

Our next result which contains some new inequalities for logarithmic means,
L (a, b) , is embodied in the following proposition:

Proposition 37. We have:
(i) For all 0 < a ≤ c ≤ b one has the inequalities:

(b− a)
A (a, b)− L (a, b)
A (a, b)L (a, b)

≥ (c− a)
A (a, c)− L (a, c)
A (a, c)L (a, c)

+ (b− c)
A (b, c)− L (b, c)
A (b, c)L (b, c)

≥ 0

and

(b− a)
L (a, b)−H (a, b)
L (a, b)H (a, b)

≥ (c− a)
L (a, c)−H (a, c)
L (a, c)H (a, c)

+ (b− c)
L (b, c)−H (b, c)
L (b, c)H (b, c)

≥ 0.

(ii) For all 0 < a ≤ c ≤ d ≤ b one has the inequalities:

(b− a)
A (a, b)− L (a, b)
A (a, b)L (a, b)

≥ (d− c)
A (c, d)− L (c, d)
A (c, d)L (c, d)

≥ 0

and

(b− a)
L (a, b)−H (a, b)
L (a, b)H (a, b)

≥ (d− c)
L (c, d)−H (c, d)
L (c, d)H (c, d)

≥ 0.

Proof. Consider the convex mapping

f : (0,∞) → R, f (x) =
1
x
.

A simple calculation shows us that

P (f ; a, b) = (b− a)
A (a, b)− L (a, b)
A (a, b)L (a, b)

and

L (f ; a, b) = (b− a)
L (a, b)−H (a, b)
L (a, b)H (a, b)

.

Now, using Theorem 69, we can easily derive the above inequalities.

The following proposition contains some inequalities for identric means.
Proposition 38. We have:
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(i) For all 0 < a ≤ c ≤ b one has the inequalities:[
A (a, b)
I (a, b)

](b−a)
≥
[
A (a, c)
I (a, c)

](c−a) [
A (b, c)
I (b, c)

](b−c)
and [

I (a, b)
G (a, b)

](b−a)
≥
[
I (a, c)
G (a, c)

](c−a) [
I (c, b)
G (c, b)

](b−c)
.

(ii) If 0 < a ≤ c ≤ d ≤ b, then:[
A (a, b)
I (a, b)

](b−a)
≥
[
A (c, d)
I (c, d)

](d−c)
and [

I (a, b)
G (a, b)

](b−a)
≥
[
I (c, d)
G (c, d)

](d−c)
.

Proof. Consider the convex function f : (0,∞) → R, f (x) = − lnx. A simple
calculation shows us that

P (f ; a, b) = ln
[
A (a, b)
I (a, b)

](b−a)
and

L (f ; a, b) = ln
[
I (a, b)
G (a, b)

](b−a)
.

Now, using Theorem 69, we can easily derive the desired inequality stated above.

In what follows, we shall use Theorem 70 to point out some other inequalities
for the special means considered above.

Proposition 39. Let p ∈ (−∞, 0) ∪ [1,∞) \ {−1} .
For all 0 < a ≤ c ≤ b one has the inequalities:[

Lpp (a, b)−Ap (a, b)
](b−a)

≥
[
Lpp (a, c)−Ap (a, c)

](c−a) [
Lpp (c, b)−Ap (c, b)

](b−c)
≥ 0

and [
A (ap, bp)− Lpp (a, b)

](b−a)
≥

[
A (ap, cp)− Lpp (a, c)

](c−a) [
A (cp, bp)− Lpp (c, b)

](b−c)
≥ 0.

Proof. Consider the convex mapping f : (0,∞) → R, f (x) = xp, p ∈
(−∞, 0) ∪ [1,∞) \ {−1} . A simple calculation shows us that

V (f ; a, b) =
[
Lpp (a, b)−Ap (a, b)

](b−a)
and

W (f ; a, b) =
[
A (ap, bp)− Lpp (a, b)

](b−a)
.

Now, using Theorem 70, we deduce the above inequalities.

The following proposition holds:
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Proposition 40. For all 0 < a ≤ c ≤ b one has the inequalities:[
A (a, b)− L (a, b)
A (a, b)L (a, b)

](b−a)
≥

[
A (a, c)− L (a, c)
A (a, c)L (a, c)

](c−a) [
A (c, b)− L (c, b)
A (c, b)L (c, b)

](b−c)
≥ 0

and [
L (a, b)−H (a, b)
L (a, b)H (a, b)

](b−a)
≥

[
L (a, c)−H (a, c)
L (a, c)H (a, c)

](c−a) [
L (c, b)−H (c, b)
L (c, b)H (c, b)

](b−c)
≥ 0.

Proof. Consider the convex mapping f : (0,∞) → R, f (x) = 1
x . A simple

calculation shows us that

V (f ; a, b) =
[
A (a, b)− L (a, b)
A (a, b)L (a, b)

](b−a)
and

W (f ; a, b) =
[
L (a, b)−H (a, b)
L (a, b)H (a, b)

](b−a)
.

Now, using Theorem 70, we deduce the above inequalities.

Finally, we can state that:

Proposition 41. For all 0 < a ≤ c ≤ b one has the inequalities:(
ln
[
A (a, b)
I (a, b)

])(b−a)

≥
(

ln
[
A (a, c)
I (a, c)

])(c−a)

·
(

ln
[
A (c, b)
I (c, b)

])(b−c)

and (
ln
[
I (a, b)
G (a, b)

])(b−a)

≥
(

ln
[
I (a, c)
G (a, c)

])(c−a)

·
(

ln
[
I (c, b)
G (c, b)

])(b−c)

.

The proof is obvious and we shall omit the details.

3. Properties of Some Mappings Defined By Integrals

3.1. Fundamental Properties. Now for a given convex mapping f : [a, b] →
R, let H : [0, 1] → R be defined by

H (t) :=
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx.

The following theorem holds (see also [22], [45], [30] and [58]):

Theorem 71. With the above assumptions, we have:

(i) H is convex on [0, 1] ;
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(ii) One has the bounds:

inf
t∈[0,1]

H (t) = H (0) = f

(
a+ b

2

)
and

sup
t∈[0,1]

H (t) = H (1) =
1

b− a

∫ b

a

f (x) dx;

(iii) H increases monotonically on [0, 1] ;
(iv) The following inequalities

f

(
a+ b

2

)
≤ 2

b− a

∫ (a+3b)
4

(3a+b)
4

f (x) dx(3.21)

≤
∫ 1

0

H (t) dt

≤ 1
2

(
f

(
a+ b

2

)
+

1
b− a

∫ b

a

f (x) dx

)
hold.

Proof. (i) It is obvious by the convexity of f (see also [22]).
(ii) We shall prove the following inequalities:

f

(
a+ b

2

)
≤ H (t)(3.22)

≤ t · 1
b− a

∫ b

a

f (x) dx+ (1− t) · f
(
a+ b

2

)
≤ 1

b− a

∫ b

a

f (x) dx

for all t ∈ [0, 1] .
By Jensen’s integral inequality [114, p. 45] we have that

H (t) ≥ f

(
1

b− a

∫ b

a

[
tx+ (1− t)

a+ b

2

]
dx

)

= f

(
a+ b

2

)
.

Now, using the convexity of f , we obtain

H (t) ≤ 1
b− a

∫ b

a

[
tx+ (1− t) · f

(
a+ b

2

)]
dx

= t · 1
b− a

∫ b

a

f (x) dx+ (1− t) · f
(
a+ b

2

)
and the second inequality in (3.22) is also proved.
The last inequality is obvious as the mapping

g (t) := t · 1
b− a

∫ b

a

f (x) dx+ (1− t) · f
(
a+ b

2

)
is monotonically increasing on [0, 1] .
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(iii) We shall give here a simpler proof following the paper [22] (see also [45]).
As H is convex on (0, 1) , we have, for t1, t2 ∈ (0, 1] with t2 > t1, that

H (t2)−H (t1)
t2 − t1

≥ H (t1)−H (0)
t1 − 0

=
H (t1)− f

(
a+b
2

)
t1

≥ 0.

Consequently, H (t2)−H (t1) ≥ 0 for 1 ≥ t2 ≥ t1 ≥ 0, and the statement
is proved.

(iv) As H is convex on [0, 1] , the Hermite-Hadamard inequalities yield that

1
b− a

∫ b

a

f

(
2x+ a+ b

4

)
dx

= H

(
1
2

)
≤
∫ 1

0

H (t) dt ≤ H (0) +H (1)
2

=
1
2

(
f

(
a+ b

2

)
+

1
b− a

∫ b

a

f (x) dx

)
,

and the inequality (3.21) is proved.

Now, we shall introduce another mapping which is connected with H and the
H· −H· result.

Let f : I ⊆ R → R be a convex function and a, b ∈ I with a < b. Define the
mapping G : [0, 1] → R, given by

G (t) :=
1
2

[
f

(
ta+ (1− t)

a+ b

2

)
+ f

(
(1− t)

a+ b

2
+ tb

)]
.

The following theorem contains some properties of this mapping [58]:
Theorem 72. Let f and G be as above. Then
(i) G is convex and monotonically increasing on [0, 1] ;

(ii) We have the bounds:

inf
t∈[0,1]

G (t) = G (0) = f

(
a+ b

2

)
and

sup
t∈[0,1]

G (t) = G (1) =
f (a) + f (b)

2
;

(iii) One has the inequality

H (t) ≤ G (t) for all t ∈ [0, 1] ;

(iv) One has the inequalities

2
b− a

∫ (a+3b)
4

(3a+b)
4

f (x) dx ≤ 1
2

[
f

(
3a+ b

4

)
+ f

(
a+ 3b

4

)]
(3.23)

≤
∫ 1

0

G (t) dt

≤ 1
2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
.
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Proof. (i) The convexity is obvious and we shall omit the details.
Now, since G is convex on [0, 1] , we have for 1 ≥ t2 ≥ t1 > 0 that

G (t2)−G (t1)
t2 − t1

≥ G (t1)−G (0)
t1

=
G (t1)− f

(
a+b
2

)
t1

≥ 0,

which shows us the monotonicity of G.
(ii) As f is convex on [a, b] , we have

G (t) ≥ f

[
1
2

(
ta+ (1− t)

a+ b

2
+ (1− t)

a+ b

2
+ tb

)]
= f

(
a+ b

2

)
which implies that the first bound in (ii) holds.
On the other hand, we also have:

G (t) ≤ 1
2

[
tf (a) + (1− t) f

(
a+ b

2

)
+ (1− t) f

(
a+ b

2

)
+ tf (b)

]
= t · f (a) + f (b)

2
+ (1− t) · f

(
a+ b

2

)
for all t ∈ [0, 1] , which implies that

G (t) ≤ G (1) =
f (a) + f (b)

2
, t ∈ [0, 1]

and the second bound in (ii) is hence proved.
(iii) Let us consider the mapping g : [a, b] → R, g (x) := f

(
tx+ (1− t) a+b2

)
.

Clearly, g is convex on [a, b] , and by Hadamard’s inequality, one has

H (t) =
1

b− a

∫ b

a

g (x) dx ≤ g (a) + g (b)
2

= G (t)

for all t ∈ [0, 1] .
(iv) Since f is convex on

[
(3a+b)

4 , (a+3b)
4

]
, the H· − H· inequality shows the

first part of (3.23) . The same inequality applied for the convex mapping
G yields the second part of the required inequality and we shall omit the
details.

Now, we shall consider another mapping associated with the Hermite-Hadamard
inequality given by L : [0, 1] → R,

L (t) :=
1

2 (b− a)

∫ b

a

[f (ta+ (1− t)x) + f ((1− t)x+ tb)] dx

where f : I ⊆ R → R and a, b ∈ I with a < b.
The following theorem also holds [58]:

Theorem 73. With the above assumptions one has:

(i) L is convex on [0, 1] ;
(ii) We have the inequalities:

(3.24) G (t) ≤ L (t) ≤ 1− t

b− a
·
∫ b

a

f (x) dx+ t · f (a) + f (b)
2

≤ f (a) + f (b)
2
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for all t ∈ [0, 1] and the bound:

(3.25) sup
t∈[0,1]

L (t) =
f (a) + f (b)

2
;

(iii) One has the inequalities:

H (1− t) ≤ L (t) and
H (t) +H (1− t)

2
≤ L (t)

for all t ∈ [0, 1].

Proof. (i) Follows by the convexity of f.
(ii) By Jensen’s integral inequality one has

L (t)

≥ 1
2

[
f

(
1

b− a

∫ b

a

[(1− t)x+ ta] dx

)
+ f

(
1

b− a

∫ b

a

[(1− t)x+ tb] dx

)]

=
1
2

[
f

(
ta+ (1− t)

a+ b

2

)
+ f

(
tb+ (1− t)

a+ b

2

)]
= G (t) .

By the convexity of f one has:

L (t) ≤ 1
2 (b− a)

∫ b

a

[(1− t) f (x) + tf (a) + (1− t) f (x) + tf (b)] dx

=
1− t

b− a
·
∫ b

a

f (x) dx+ t · f (a) + f (b)
2

for all t ∈ [0, 1] .
The last part of (3.24) is obvious.
The bound (3.25) follows from (3.24) .

(iii) By the convexity of f one has:

L (t) ≥ 1
b− a

∫ b

a

f

(
ta+ (1− t)x+ (1− t)x+ tb

2

)
dx

=
1

b− a

∫ b

a

f

(
(1− t)x+ t · a+ b

2

)
dx

= H (1− t) .

For the second part one has:

L (t) ≥ H (1− t) and L (t) ≥ G (t) ≥ H (t) , t ∈ [0, 1]

and the theorem is proved.

Now, we shall introduce a new mapping defined by a double integral in con-
nection with the Hermite-Hadamard inequalities:

F : [0, 1] → R, F (t) :=
1

(b− a)2

∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy

The following theorem holds [45] (see also [30]):
Theorem 74. Let f : [a, b] → R be as above. Then
(i) F

(
τ + 1

2

)
= F

(
1
2 − τ

)
for all τ ∈

[
0, 1

2

]
and

F (t) = F (1− t) for all t ∈ [0, 1] ;
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(ii) F is convex on [0, 1] ;
(iii) We have the bounds:

sup
t∈[0,1]

F (t) = F (0) = F (1) =
1

b− a

∫ b

a

f (x) dx

and

inf
t∈[0,1]

F (t) = F

(
1
2

)
= F (1) =

1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy;

(iv) The following inequality holds:

f

(
a+ b

2

)
≤ F

(
1
2

)
(v) F decreases monotonically on

[
0, 1

2

]
and increases monotonically on

[
1
2 , 1
]
;

(vi) We have the inequality:

H (t) ≤ F (t) for all t ∈ [0, 1] .

Proof. (i) and (ii) are obvious by the definition of F and by the convexity of
f.

(iii) For all x, y in [a, b] and t in [0, 1] we have:

f (tx+ (1− t) y) ≤ tf (x) + (1− t) f (y) .

Integrating this inequality in [a, b]× [a, b] we get:∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy ≤
∫ b

a

∫ b

a

[tf (x) + (1− t) f (y)] dxdy

= (b− a)
∫ b

a

f (x) dx,

which shows that F (t) ≤ F (0) = F (1) for all t ∈ [0, 1] .
Since f is convex on [a, b] for all t ∈ [0, 1] and x, y ∈ [a, b] we have:

1
2

[f (tx+ (1− t) y) + f (ty + (1− t)x)] ≥ f

(
x+ y

2

)
.

Integrating this inequality in [a, b]× [a, b], we deduce∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy

≤ 1
2

∫ b

a

∫ b

a

[f (tx+ (1− t) y) + f (ty + (1− t)x)] dxdy

=
∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy

which implies that F
(

1
2

)
≤ F (t) for all t ∈ [0, 1], and the statement is

thus proved.
(iv) Using Jensen’s inequality for double integrals, we have

1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy ≥ f

(
1

(b− a)2

∫ b

a

∫ b

a

(
x+ y

2

)
dxdy

)
.
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As a simple computation shows that

1
(b− a)2

∫ b

a

∫ b

a

(
x+ y

2

)
dxdy =

a+ b

2
,

the proof of the statement is thus completed.
(v) Since the function F is convex on [0, 1] , we have for 1 ≥ t2 > t1 >

1
2 that

F (t2)− F (t1)
t2 − t1

≥
F (t1)− F

(
1
2

)
t1 − 1

2

=
F (t1)− 1

(b−a)2
∫ b
a

∫ b
a
f
(
x+y

2

)
dxdy

t1 − 1
2

≥ 0,

which shows that F increases monotonically on
[
1
2 , 1
]
.

The fact that F decreases monotonically on
[
0, 1

2

]
follows from the above

conclusion using statement (i) .
(vi) A simple computation shows that

H (t) =
1

b− a

∫ b

a

f

(∫ b

a

f (tx+ (1− t) y) dy

)
dx.

Using Jensen’s integral inequality, we derive

H (t) ≤ 1
b− a

∫ b

a

(
1

b− a

∫ b

a

f (tx+ (1− t) y) dy

)
dx = F (t)

for all t ∈ [0, 1] , and the proof of the theorem is thus completed.

In what follows, we shall point out some reverse inequalities for the mappings
H, G, L and F considered above.
We shall start with the following result [?] (see also [140]).

Theorem 75. Let f : I ⊆ R → R be a convex mapping on I and a, b ∈̊I with
a < b. Then we have the inequality:

0 ≤ 1
b− a

∫ b

a

f (x) dx−H (t)(3.26)

≤ (1− t)

[
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

]
for all t ∈ [0, 1] .

Proof. Taking into account that the class of differentiable convex mappings
on (a, b) is dense in uniform topology in the class of all convex functions defined on
(a, b) , we can assume, without loss of generality, that f is differentiable on (a, b) .
Thus, we can write the inequality:

f (x)− f (y) ≥ (x− y) f ′ (y) for all x, y ∈ (a, b) .

This implies that:

f

(
tx+ (1− t) · a+ b

2

)
− f (x) ≥ (1− t)

(
a+ b

2
− x

)
f ′ (x)
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for all x ∈ (a, b) and t ∈ [0, 1] . Integrating this inequality over x on [a, b] , we obtain

H (t)− 1
b− a

∫ b

a

f (x) dx ≥ 1− t

b− a

∫ b

a

(
a+ b

2
− x

)
f ′ (x) dx

for all t ∈ [0, 1] .
As a simple computation shows that∫ b

a

(
a+ b

2
− x

)
f ′ (x) dx =

∫ b

a

f (x) dx− (b− a)
f (a) + f (b)

2
,

the above inequality gives us the desired result (3.26) .

Corollary 28. With the above assumptions, one has

0 ≤ 1
b− a

∫ b

a

f (x) dx− 2
b− a

∫ (a+3b)
4

(3a+b)
4

f (x) dx

≤ 1
2

[
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

]
.

Remark 47. If in (3.26) we choose t = 0, we obtain

0 ≤ 1
b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
≤ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx,

which is the well-known Bullen result [147, p. 140].
Another theorem of this type in which the mapping G defined above is involved,

is the following one [25]:
Theorem 76. Let f : I ⊆ R → R be a convex mapping on I and a, b ∈̊I with

a < b. Then we have the inequality:

(3.27) 0 ≤ H (t)− f

(
a+ b

2

)
≤ G (t)−H (t)

for all t ∈ [0, 1] .

Proof. As above, it is sufficient to prove the above inequality for differentiable
convex functions.
By the convexity of f, we have that

f

(
a+ b

2

)
− f

(
tx+ (1− t)

a+ b

2

)
≥ t

(
a+ b

2
− x

)
f ′
(
tx+ (1− t)

a+ b

2

)
for all x in (a, b) and t ∈ [0, 1] .
Integrating this inequality over x on [a, b] one gets

f

(
a+ b

2

)
−H (t) ≥ t

b− a

∫ b

a

(
a+ b

2
− x

)
f ′
(
tx+ (1− t)

a+ b

2

)
dx.

As a simple calculation (an integration by parts) yields that

t

b− a

∫ b

a

(
a+ b

2
− x

)
f ′
(
tx+ (1− t)

a+ b

2

)
dx = H (t)−G (t) , t ∈ [0, 1] ,

then, the above inequality gives us the desired result (3.27) .

Remark 48. If in the above inequality we choose t = 1, we also recapture
Bullen’s result [147, p. 140].
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Now, we shall investigate the case of the mapping F defined by the use of
double integrals ([?] and [140])

Theorem 77. Let f : I ⊆ R → R be a convex mapping on I and a, b ∈̊I with
a < b. Then we have the inequality:

0 ≤ 1
b− a

∫ b

a

f (x) dx− F (t)(3.28)

≤ min {t, 1− t}

(
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

)
for all t ∈ [0, 1] .

Proof. As above, it is sufficient to prove the above inequality for differentiable
convex functions.
Thus, for all x, y ∈ (a, b) and f ∈ [0, 1] we have:

f (tx+ (1− t) y)− f (y) ≥ t (x− y) f ′ (y) .

Integrating this inequality on [a, b]2 over x and y, we obtain∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy − (b− a)
∫ b

a

f (x) dx

≥ t

∫ b

a

∫ b

a

(x− y) f ′ (y) dxdy

for all t ∈ [0, 1] .
As a simple computation shows that∫ b

a

∫ b

a

(x− y) f ′ (y) dxdy = (b− a)
∫ b

a

f (x) dx− (b− a)2 · f (a) + f (b)
2

,

the above inequality gives us that

1
b− a

∫ b

a

f (x) dx− F (t) ≤ t

[
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

]
for all t ∈ [0, 1] .
As F (t) = F (1− t) for all t ∈ [0, 1] , if we replace in the above inequality t with
1− t we get the desired result (3.28) .

Corollary 29. With the above assumptions, one has:

0 ≤ 1
b− a

∫ b

a

f (x) dx− 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy

≤ 1
2

[
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

]
.

Now, let us define the mapping J : [0, 1] → R, J (t) := L (1− t) , i.e.,

J (t) =
1

2 (b− a)

∫ b

a

[f (tx+ (1− t) a) + f (tx+ (1− t) b)] dx,

where t ∈ [0, 1] .
We have the following result [25]:
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Theorem 78. Let f and a, b ∈̊I be as above. Then we have the inequality:

(3.29) 0 ≤ F (t)−H (t) ≤ J (t)− F (t)

for all t ∈ [0, 1] .

Proof. As above, it is sufficient to prove the above inequality for differentiable
convex functions.
By the convexity of f on [a, b] we have that

f

(
tx+ (1− t)

a+ b

2

)
− f (tx+ (1− t) y)

≥ (1− t) f ′ (tx+ (1− t) y)
(
a+ b

2
− y

)
for all x, y ∈ (a, b) and t ∈ [0, 1] .
If we integrate over x and y on [a, b]2 , we get that:∫ b

a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dxdy −

∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy

≥ (1− t)
∫ b

a

∫ b

a

f ′ (tx+ (1− t) y)
(
a+ b

2
− y

)
dxdy

which gives us that:

0 ≤ F (t)−H (t)

≤ 1− t

(b− a)2

∫ b

a

∫ b

a

f ′ (tx+ (1− t) y)
(
y − a+ b

2

)
dxdy =: A (t)

for all t ∈ [0, 1] .
Define

I1 (t) :=
1− t

(b− a)2

∫ b

a

∫ b

a

f ′ (tx+ (1− t) y) ydxdy

and

I2 (t) :=
1− t

(b− a)2

∫ b

a

∫ b

a

f ′ (tx+ (1− t) y) dxdy.

Note that, for t = 1, the inequality (3.29) is obvious. Assume that t ∈ [0, 1) .
Integrating by parts, we get that:∫ b

a

f ′ (tx+ (1− t) y) ydy

=
f ((1− t) b+ tx) b− f ((1− t) a+ tx) a

1− t
− 1

1− t

∫ b

a

f ((1− t) y + tx) dy.

Thus, we deduce that

I1 (t) =
b
∫ b
a
f (tx+ (1− t) b) dx− a

∫ b
a
f (tx+ (1− t) a) dx

(b− a)2
− F (t) .

We also have∫ b

a

f ′ (tx+ (1− t) y) dy =
f (tx+ (1− t) b)− f (tx+ (1− t) a)

1− t
,
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and thus

I2 (t) =

∫ b
a
f (tx+ (1− t) b) dx−

∫ b
a
f (tx+ (1− t) a) dx

(b− a)2
.

Now, we get that

A (t) =
b
∫ b
a
f (tx+ (1− t) b) dx− a

∫ b
a
f (tx+ (1− t) a) dx

(b− a)2
− F (t)

−a+ b

2
·
∫ b
a
f (tx+ (1− t) b) dx−

∫ b
a
f (tx+ (1− t) a) dx

(b− a)2

=
b−a
2

∫ b
a
f (tx+ (1− t) b) dx+ b−a

2

∫ b
a
f (tx+ (1− t) a) dx

(b− a)2
− F (t)

= J (t)− F (t)

and the theorem is proved.

Corollary 30. With the above assumptions, we have:

0 ≤ F (t)− H (t) +H (1− t)
2

≤ L (t) + L (1− t)
2

− F (t)

for all t ∈ [0, 1] .

Finally, the following theorem holds [25].

Theorem 79. Let f : I ⊆ R → R be a convex function on I and a, b ∈̊I with
a < b. Then one has the inequality

0 ≤ F (t)− F

(
1
2

)
(3.30)

≤ 1
2t (1− t)

[
(1− 2t)2 F (t)− 1− 2t

b− a
·
∫ ta+(1−t)b

(1−t)a+tb
f (x) dx

]
for all t ∈ (0, 1) .

Proof. As above, we can prove the inequality (3.30) only for the case where
f is a differentiable convex function.
By the convexity of f we have that:

f

(
x+ y

2

)
− f (tx+ (1− t) y)(3.31)

≥
[
x+ y

2
− (tx+ (1− t) y)

]
f ′ (tx+ (1− t) y)

=
1− 2t

2
(x− y) f ′ (tx+ (1− t) y)

for all x, y ∈ (a, b) and t ∈ [0, 1] .
If we integrate the inequality (3.31) over x, y on [a, b]2 we can deduce

F

(
1
2

)
− F (t) ≥ 1− 2t

2
· 1
(b− a)2

∫ b

a

∫ b

a

(x− y) f ′ (tx+ (1− t) y) dxdy.
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Denote

I (t) : =
1

(b− a)2

∫ b

a

∫ b

a

(x− y) f ′ (tx+ (1− t) y) dxdy,

I1 (t) : =
1

(b− a)2

∫ b

a

∫ b

a

xf ′ (tx+ (1− t) y) dxdy

and

I2 (t) :=
1

(b− a)2

∫ b

a

∫ b

a

yf ′ (tx+ (1− t) y) dxdy.

Then we have I (t) = I1 (t)− I2 (t) for all t ∈ [0, 1] .
An integration by parts gives us that

∫ b

a

xf ′ (tx+ (1− t) y) dx =
f (tx+ (1− t) y)

t

∣∣∣∣b
a

− 1
t

∫ b

a

f ′ (tx+ (1− t) y) dx

then

I1 (t)

=
1

(b− a)2

∫ b

a

[
f (tb+ (1− t) y) b− f (ta+ (1− t) y) a

t

−1
t

∫ b

a

f ′ (tx+ (1− t) y) dx

]
dy

=
1

(b− a)2
· 1
t

[
b

∫ b

a

f (tb+ (1− t) y) dy − a

∫ b

a

f (ta+ (1− t) y) dy

]
− 1
t
F (t) .

Also, by an integration by parts, we have:

∫ b

a

yf ′ (tx+ (1− t) y) dx =
f (tx+ (1− t) y) y

t

∣∣∣∣b
a

− 1
1− t

∫ b

a

f ′ (tx+ (1− t) y) dy

then we obtain:

I2 (t) =
1

(b− a)2

∫ b

a

[
f (tx+ (1− t) b) b− f (tx+ (1− t) a) a

1− t

− 1
1− t

∫ b

a

f ′ (tx+ (1− t) y) dy

]
dx

=
1

(b− a)2
· 1
1− t

[
b

∫ b

a

f (tx+ (1− t) b) dx− a

∫ b

a

f (tx+ (1− t) a) dx

]

− 1
1− t

F (t) .
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Thus, we have

I (t)

=
1

t (b− a)2
·

[
b

∫ b

a

f (tb+ (1− t) y) dy − a

∫ b

a

f (ta+ (1− t) y) dy

]
− 1
t
F (t)

− 1
(1− t) (b− a)2

·

[
b

∫ b

a

f (tx+ (1− t) b) dx− a

∫ b

a

f (tx+ (1− t) a) dx

]

+
1

1− t
F (t)

=
2t− 1
t (1− t)

· F (t) +
1

(1− t) (b− a)2
· V (t) ,

where

V (t)

= (1− t) b
∫ b

a

f (tb+ (1− t) y) dy − (1− t) a
∫ b

a

f (ta+ (1− t) y) dy

−tb
∫ b

a

f (tx+ (1− t) b) dx+ ta

∫ b

a

f (tx+ (1− t) a) dx

= b

∫ b

(1−t)a+tb
f (u) du− a

∫ (1−t)b+ta

a

f (u) du

−b
∫ b

ta+(1−t)b
f (u) du+ a

∫ tb+(1−t)a

a

f (u) du

= b

∫ ta+(1−t)b

(1−t)a+tb
f (u) du− a

∫ ta+(1−t)b

(1−t)a+tb
f (u) du

= (b− a)
∫ ta+(1−t)b

(1−t)a+tb
f (x) dx.

Consequently, we have

F

(
1
2

)
− F (t)

≥ 1− 2t
2

· I (t)

=
1− 2t

2

[
2t− 1
t (1− t)

· F (t) +
1

(b− a) t (1− t)

∫ ta+(1−t)b

(1−t)a+tb
f (x) dx

]

=
1− 2t

2 (b− a) t (1− t)

∫ ta+(1−t)b

(1−t)a+tb
f (x) dx− (2t− 1)2

2t (1− t)
F (t)

for all t ∈ (0, 1) , which is equivalent with the desired inequality (3.30) .

3.2. Applications for Special Means. 1. Let us consider the convex
mapping f : (0,∞) → R, f (x) = xp, p ∈ (−∞, 0) ∪ [1,∞) \ {−1} and 0 < a < b.
Define the mapping

Hp (t) :=
1

b− a

∫ b

a

(tx+ (1− t)A (a, b))p dx, t ∈ [0, 1] .



118 3. SOME FUNCTIONALS ASSOCIATED WITH THE H· −H· INEQUALITY

It is obvious that Hp (0) = Ap (a, b) , Hp (1) = Lpp (a, b) and for t ∈ (0, 1)

Hp (t) =
1

[tb+ (1− t)A (a, b)]− [ta+ (1− t)A (a, b)]

∫ tb+(1−t)A(a,b)

ta+(1−t)A(a,b)

ypdy

= Lpp (ta+ (1− t)A (a, b) , tb+ (1− t)A (a, b)) .

The following proposition holds, via Theorem 71, applied for the convex function
f (x) = xp.

Proposition 42. With the above assumptions, we have

(i) Hp is convex on [0, 1] ;
(ii) One has the bounds:

inf
t∈[0,1]

Hp (t) = Ap (a, b) ,

sup
t∈[0,1]

Hp (t) = Lpp (a, b) ;

(iii) Hp increases monotonically on [0, 1] ;
(iv) The following inequalities hold

Ap (a, b) ≤ Lpp (A (a,A (a, b)) , A (b, A (a, b)))

≤
∫ 1

0

Hp (t) dt ≤ A
(
Ap (a, b) , Lpp (a, b)

)
.

Now, define the mapping Gp : [0, 1] → R,

Gp (t) = A ((ta+ (1− t)A (a, b))p , (tb+ (1− t)A (a, b))p) .

Using Theorem 72 we can state the following proposition:

Proposition 43. With the above assumptions, we have:

(i) Gp is convex and monotonically decreasing on [0, 1] .
(ii) We have the bounds:

inf
t∈[0,1]

Gp (t) = Ap (a, b) ,

sup
t∈[0,1]

Gp (t) = A (ap, bp) ;

(iii) One has the inequality

Hp (t) ≤ Gp (t) for all t ∈ [0, 1] ;

(iv) We have the inequalities

Lpp (A (a,A (a, b)) , A (b, A (a, b)))

≤ A (Ap (a,A (a, b)) , Ap (b, A (a, b)))

≤
∫ 1

0

Gp (t) dt ≤ A (Ap (a, b) , A (ap, bp)) .

Now, we shall consider another mapping Lp : [0, 1] → R

Lp (t) =
1

2 (b− a)

∫ b

a

[(ta+ (1− t)x)p + ((1− t)x+ tb)p] dx.
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It is obvious that:

Lp (0) =
1
2

[
1

b− a

∫ b

a

xpdx+
1

b− a

∫ b

a

xpdx

]
= Lpp (a, b)

and
Lp (1) = A (ap, bp) .

Also, it is clear (by a change of variable) that

1
b− a

∫ b

a

(ta+ (1− t)x)p dx

=
1

ta+ (1− t) b− a

∫ ta+(1−t)b

a

ypdy

= Lpp (a, ta+ (1− t) b) , t ∈ [0, 1)

and

1
b− a

∫ b

a

((1− t)x+ tb)p dx

=
1

b− [(1− t) a+ tb]

∫ b

(1−t)a+tb
ypdy

= Lpp ((1− t) a+ tb, b) , t ∈ [0, 1) .

Consequently, for t ∈ [0, 1) , we have that:

Lp (t) = A
(
Lpp (a, ta+ (1− t) b) , Lpp ((1− t) a+ tb, b)

)
.

If we now use Theorem 73, we can state the following proposition containing the
properties of Lp.

Proposition 44. With the above assumptions, we have that:
(i) Lp is convex on [0, 1] ;

(ii) We have the inequalities:

Gp (t) ≤ Lp (t) ≤ (1− t)Lpp (a, b) + tA (ap, bp) ≤ A (ap, bp)

for all t ∈ [0, 1] , and we have the bound:

sup
t∈[0,1]

Lp (t) = A (ap, bp) ;

(iii) One has the inequalities:

Hp (1− t) ≤ Lp (t) and
A (Hp (t) ,Hp (1− t)) ≤ Lp (t)

for all t ∈ [0, 1] .
Finally, using Theorem 75 and Theorem 76, we can state the following propo-

sition.
Proposition 45. With the above assumptions we have the inequalities:

0 ≤ Lpp (a, b)−Hp (t)

≤ (1− t)
[
A (ap, bp)− Lpp (a, b)

]
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and
0 ≤ Hp (t)−Ap (a, b) ≤ Gp (t)−Hp (t)

for all t ∈ [0, 1] .
2. Let us consider the convex mapping f : (0,∞) → R, f (x) = 1

x . Define the
mapping

H−1 (t) :=
1

b− a

∫ b

a

dx

tx+ (1− t)A (a, b)
, t ∈ [0, 1] .

It is obvious that

H−1 (0) = A−1 (a, b) , H−1 (1) = L−1 (a, b) =
ln b− ln a
b− a

,

and for t ∈ (0, 1)

H−1 (t) =
1

[tb+ (1− t)A (a, b)]− [ta+ (1− t)A (a, b)]

∫ tb+(1−t)A(a,b)

ta+(1−t)A(a,b)

dy

y

= L−1 (ta+ (1− t)A (a, b) , tb+ (1− t)A (a, b)) .

If we apply Theorem 71 for the above convex map f (x) = 1
x , we obtain:

Proposition 46. With the above assumption, we have:
(i) H−1 is convex on [0, 1] ;

(ii) One has the bounds:

inf
t∈[0,1]

H−1 (t) = A−1 (a, b) ,

sup
t∈[0,1]

H−1 (t) = L−1 (a, b) ;

(iii) H−1 increases monotonically on [0, 1] ;
(iv) The following inequalities hold:

A−1 (a, b) ≤ L−1 (A (a,A (a, b)) , A (b, A (a, b)))

≤
∫ 1

0

H−1 (t) dt ≤ A
(
A−1 (a, b) , L−1 (a, b)

)
.

Now, we can define the mapping G−1 : [0, 1] → R,

G−1 (t) =
1
2

[
1

ta+ (1− t) a+b2

+
1

(1− t) a+b2 + tb

]

=
A (a, b)

G2 (ta+ (1− t)A (a, b) , (1− t)A (a, b) + tb)
.

Using Theorem 72, we can state the following proposition:
Proposition 47. With the above assumptions, we have that:
(i) G−1 is convex on [0, 1] and monotonically increasing on [0, 1] ;

(ii) We have the bounds

inf
t∈[0,1]

G−1 (t) = A−1 (a, b) ,

sup
t∈[0,1]

G−1 (t) =
A (a, b)
G2 (a, b)

;
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(iii) One has the inequality

H−1 (t) ≤ G−1 (t) for all t ∈ [0, 1]

(iv) We have the inequalities:

L−1 (A (a,A (a, b)) , A (b, A (a, b)))

≤ A (a, b)
G2 (A (a,A (a, b)) , A (b, A (a, b)))

≤
∫ 1

0

G−1 (t) dt ≤ A

(
A−1 (a, b) ,

A (a, b)
G2 (a, b)

)
.

Now, we shall consider another mapping L−1 : [0, 1] → R given by

L−1 (t) =
1

2 (b− a)

[∫ b

a

dx

ta+ (1− t)x
+
∫ b

a

dx

(1− t)x+ tb

]
.

It is obvious that

1
b− a

∫ b

a

dx

ta+ (1− t)x

=
1

ta+ (1− t) b− a

∫ ta+(1−t)b

a

dy

y

= L−1 (a, ta+ (1− t) b) , t ∈ [0, 1)

and

1
b− a

∫ b

a

dx

(1− t)x+ tb
=

1
b− [ta+ (1− t) b]

∫ b

(1−t)a+tb

dy

y

= L−1 ((1− t) a+ tb, b) , t ∈ [0, 1) .

Thus,
L−1 (t) = A (L−1 (a, ta+ (1− t) b) , L−1 ((1− t) a+ tb, b))

for all t ∈ [0, 1] .
For t = 1, we have

L−1 (1) =
A (a, b)
G2 (a, b)

.

If we now use Theorem 73, we can state the following proposition containing the
properties of the mapping L−1 defined above.

Proposition 48. With the above assumptions, we have:
(i) L−1 is convex on [0, 1] ;

(ii) We have the inequalities:

G−1 (t) ≤ L−1 (t) ≤ (1− t) · L−1 (a, b) + t · A (a, b)
G2 (a, b)

≤ A (a, b)
G2 (a, b)

for all t ∈ [0, 1] and the bound:

sup
t∈[0,1]

L−1 (t) =
A (a, b)
G2 (a, b)

;
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(iii) One has the inequalities

H−1 (t) ≤ L−1 (t) and
H−1 (t) +H−1 (1− t)

2
≤ L−1 (t)

for all t ∈ [0, 1] .
Finally, using Theorem 75 and Theorem 76, we can state the following propo-

sition.
Proposition 49. With the above assumptions, we have the inequalities:

0 ≤ L−1 (a, b)−H−1 (t) ≤ (1− t)
[
A (a, b)
G2 (a, b)

− L−1 (a, b)
]

and
0 ≤ H−1 (t)−A−1 (a, b) ≤ G−1 (t)−H−1 (t)

for all t ∈ [0, 1] .
Let us consider now, the convex mapping f (x) = lnx, x > 0. Define the

mapping

H0 (t) := − 1
b− a

∫ b

a

ln (tx+ (1− t)A (a, b)) dx, t ∈ [0, 1] .

It is obvious that
H0 (0) = − lnA (a, b) = lnA−1 (a, b)

and

H0 (1) = − 1
b− a

∫ b

a

lnxdx = ln I−1 (a, b)

and, for all t ∈ (0, 1) ,

H0 (t) = − 1
[tb+ (1− t)A (a, b)]− [ta+ (1− t)A (a, b)]

∫ tb+(1−t)A(a,b)

ta+(1−t)A(a,b)

ln ydy

= ln I−1 (ta+ (1− t)A (a, b) , tb+ (1− t)A (a, b)) .

Using Theorem 71 for the convex map f (x) = − lnx, we can state the following
proposition:

Proposition 50. With the above assumptions, we have:
(i) H0 is convex on [0, 1] ;

(ii) One has the bounds

inf
t∈[0,1]

H0 (t) = lnA−1 (a, b) ,

sup
t∈[0,1]

H0 (t) = ln I−1 (a, b) ;

(iii) H0 increases monotonically on [0, 1] ;
(iv) The following inequalities hold:

lnA−1 (a, b) ≤ ln I−1 (A (a,A (a, b)) , A (b, A (a, b)))

≤
∫ 1

0

H0 (t) dt ≤ A
(
lnA−1 (a, b) , ln I−1 (a, b)

)
= ln

[
G−1 (A (a, b) , I (a, b))

]
.



3. PROPERTIES OF SOME MAPPINGS DEFINED BY INTEGRALS 123

Also, we can define the following mapping:

G0 : [0, 1] → R,
G0 (t) : = ln

[
G−1 (ta+ (1− t)A (a, b) , tb+ (1− t)A (a, b))

]
.

Using Theorem 72, we can state the following proposition:

Proposition 51. With the above assumptions, we have:

(i) G0 is convex and monotonically decreasing on [0, 1] ;
(ii) We have the bounds

inf
t∈[0,1]

G0 (t) = lnA−1 (a, b) ,

sup
t∈[0,1]

G0 (t) = lnG−1 (a, b) ;

(iii) One has the inequality

H0 (t) ≤ G0 (t) for all t ∈ [0, 1] ;

(iv) One has the inequalities

ln
[
I−1 (A (a,A (a, b)) , A (b, A (a, b)))

]
≤ ln

[
G−1 (A (a,A (a, b)) , A (b, A (a, b)))

]
≤

∫ 1

0

G0 (t) dt

≤ ln
[
G−1 (A (a, b) , G (a, b))

]
.

Now, we shall consider another mapping L0 : [0, 1] → R given by:

L0 (t) := − 1
2 (b− a)

[∫ b

a

ln (ta+ (1− t)x) dx+
∫ b

a

ln (tb+ (1− t)x) dx

]
.

It is obvious that:

− 1
b− a

∫ b

a

ln (ta+ (1− t)x) dx = ln
[
I−1 (a, ta+ (1− t) b)

]
and

− 1
b− a

∫ b

a

ln (tb+ (1− t)x) dx = ln
[
I−1 (b, (1− t) a+ tb)

]
for all t ∈ [0, 1) , which gives us:

L0 (t) = ln
[
G−1 (I (a, ta+ (1− t) b) , I (b, (1− t) a+ tb))

]
for all t ∈ [0, 1) . For t = 1, we have:

L0 (1) = ln
[
G−1 (a, b)

]
.

If we now use Theorem 73, we can state the following proposition containing the
properties of the mapping L0 defined above.

Proposition 52. With the above assumptions, we have:

(i) L0 is convex on [0, 1] ;
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(ii) We have the inequalities:

G0 (t) ≤ L0 (t) ≤ (1− t) · ln
[
I−1 (a, b)

]
+ t · ln

[
G−1 (a, b)

]
≤ ln

[
G−1 (a, b)

]
for all t ∈ (0, 1] and the bound:

sup
t∈[0,1]

L0 (t) = ln
[
G−1 (a, b)

]
;

(iii) One has the inequalities

H0 (1− t) ≤ L0 (t) and
H0 (t) +H0 (1− t)

2
≤ L0 (t)

for all t ∈ [0, 1] .
Finally, using Theorem 75 and Theorem 76, we can state the following propo-

sition.
Proposition 53. With the above assumptions, we have the inequalities:

0 ≤ ln
[
I−1 (a, b)

]
−H0 (t) ≤ (1− t)

[
ln
[
G−1 (a, b)

]
− ln

[
I−1 (a, b)

]]
and

0 ≤ H0 (t)− ln
[
A−1 (a, b)

]
≤ G0 (t)−H0 (t)

for all t ∈ [0, 1] .
4. It is also natural to consider the following mapping which is connected with

the identric mean I (a, b) := 1
e

(
aa

bb

) 1
b−a , h0 : [0, 1] → R :

h0 (t) := I (ta+ (1− t)A (a, b) , (1− t)A (a, b) + tb) .

Taking into account that

h0 (t) = exp [−H0 (t)] for all t ∈ [0, 1] ,

we can state the following proposition:
Proposition 54. With the above assumptions, we have:
(i) h0 is log-concave on [0, 1] ;

(ii) One has the bounds:

inf
t∈[0,1]

h0 (t) = I (a, b) ,

sup
t∈[0,1]

h0 (t) = A (a, b) ;

(iii) h0 decreases monotonically on [0, 1] ;
(iv) The following inequalities hold

A (a, b) ≥ I (A (a,A (a, b)) , A (b, A (a, b)))

≥ exp
[∫ 1

0

lnh0 (t) dt
]

≥ G (A (a, b) , I (a, b)) .

The proof is obvious by Proposition 51. We shall omit the details.
We can also consider the mapping: g0 : [0, 1] → R given by

g0 (t) := −G−1 (ta+ (1− t)A (a, b) , (1− t)A (a, b) + tb) ,

which is closely connected with the geometric mean G (a, b) .
It is clear that

g0 (t) := exp [−G0 (t)] for all t ∈ [0, 1]
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and by Proposition 51, we can state the following.
Proposition 55. With the above assumptions, we have:
(i) g0 is log-concave and monotonically decreasing on [0, 1] ;

(ii) We have the bounds

inf
t∈[0,1]

g0 (t) = G (a, b) ,

sup
t∈[0,1]

g0 (t) = A (a, b) ;

(iii) One has the inequality

g0 (t) ≤ h0 (t) for all t ∈ [0, 1] ;

(iv) One has the inequalities:

I (A (a,A (a, b)) , A (b, A (a, b))) ≥ G (A (a,A (a, b)) , A (b, A (a, b)))

≥ exp
∫ 1

0

ln g0 (t) dt

≥ G (A (a, b) , G (a, b)) .

Now, if we consider the new mapping l0 : [0, 1] → R given by:

l0 (t) := G (I (a, ta+ (1− t) b) , I (b, (1− t) a+ tb))

then we have that
l0 (t) = exp [−L0 (t)] for all t ∈ [0, 1]

and by Proposition 52 we have that:
Proposition 56. With the above assumptions, we have:
(i) l0 is log-concave on [0, 1] ;

(ii) We have the inequalities:

g0 (t) ≥ l0 (t) ≥ [I (a, b)]1−t [G (a, b)]t ≥ G (a, b)

for all t ∈ [0, 1] , and the bound:

inf
t∈[0,1]

l0 (t) = G (a, b) ;

(iii) One has the inequalities:

h0 (1− t) ≥ l0 (t) and
h0 (t) + h0 (1− t)

2
≥ l0 (t)

for all t ∈ [0, 1] .
Finally, using Proposition 53, we can state that:
Proposition 57. With the above assumptions, we have that:

1 ≤ h0 (t)
I (a, b)

≤
[
I (a, b)
G (a, b)

](1−t)
and

1 ≤ A (a, b)
h0 (t)

≤ h0 (t)
g0 (t)

for all t ∈ [0, 1] .
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4. Some Results due to B.G. Pachpatte

4.1. Introduction. Let f, g : [a, b] → R be convex mappings. For x, y two
elements in [a, b], we shall define the mappings F (x, y), G (x, y) : [0, 1] → R given
by (see [130])

(3.32) F (x, y) (t) =
1
2

[f (tx+ (1− t) y) + f ((1− t)x+ y)] ,

(3.33) G (x, y) (t) =
1
2

[g (tx+ (1− t) y) + g ((1− t)x+ y)] .

Recently in [56] Dragomir and Ionescu established some interesting properties of
such mappings. In particular in [56], it is shown that F (x, y), G (x, y) are convex
on [0, 1]. In another paper [146], Pečarić and Dragomir proved that the following
statements are equivalent for mappings f, g : [a, b] → R:

(i) f, g are convex on [a, b];
(ii) for all x, y ∈ [a, b] the mappings f0, g0 : [0, 1] → R defined by f0 (t) =

f (tx+ (1− t) y) or f ((1− t)x+ ty), g0 (t) = g (tx+ (1− t) y) or
g ((1− t)x+ ty) are convex on [0, 1].

From these properties, it is easy to observe that if f0 and g0 are convex on
[0, 1], then they are integrable on [0, 1] and hence f0g0 is also integrable on [0, 1].
Similarly, if f and g are convex on [a, b], they are integrable on [a, b] and hence fg
is also integrable on [a, b]. Consequently, it is easy to see that if f and g are convex
on [a, b], then F = F (x, y) and G = G (x, y) are convex and hence Fg Gf , Ff ,
Gg are also integrable on [a, b]. We shall use these facts in our discussion without
further mention.

The object of this section is to establish some new integral inequalities involving
the functions F and G as defined in (3.32) and (3.33).

4.2. The Results. The first main result is given in the following theorem
[130].

Theorem 80. Let f and g be real-valued, nonnegative and convex functions on
[a, b] and the mappings F (x, y) and G (x, y) be defined by (3.32) and (3.33). Then
for all t in [0, 1] we have

1
(b− a)2

∫ b

a

(b− y) f (y) g (y) dy(3.34)

≤ 2
5
· 1
(b− a)2

∫ b

a

(∫ y

a

[F (x, y) (t) g (x) +G (x, y) (t) f (x)] dx
)
dy

+
1
10
f (a) g (a) ,

1
(b− a)2

∫ b

a

(y − a) f (y) g (y) dy(3.35)

≤ 2
5
· 1
(b− a)2

∫ b

a

(∫ b

y

[F (x, y) (t) g (x) +G (x, y) (t) f (x)] dx

)
dy

+
1
10
f (b) g (b) ,
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1
(b− a)2

∫ b

a

f (y) g (y) dy(3.36)

≤ 2
5
· 1
(b− a)

∫ b

a

∫ b

a

[F (x, y) (t) g (x) +G (x, y) (t) f (x)] dxdy

+
1
10

[f (a) g (a) + f (b) g (b)] .

Proof. The assumptions that f and g are nonnegative and convex imply that
we may assume that f , g ∈ C1 and that we have the following estimates

f (tx+ (1− t) y) ≥ f (x) + (1− t) (y − x) f ′ (x) ,(3.37)
f ((1− t)x+ y) ≥ f (x) + t (y − x) f ′ (x) ,(3.38)
g (tx+ (1− t) y) ≥ g (x) + (1− t) (y − x) g′ (x) ,(3.39)
g ((1− t)x+ y) ≥ g (x) + t (y − x) g′ (x) ,(3.40)

for x, y ∈ [a, b] and t ∈ [0, 1]. From (3.37), (3.38) (3.32) and (3.39), (3.40), (3.33) it
is easy to see that

(3.41) F (x, y) (t) ≥ f (x) +
1
2

(y − x) f ′ (x) ,

(3.42) G (x, y) (t) ≥ g (x) +
1
2

(y − x) g′ (x) ,

for x, y ∈ [a, b] and t ∈ [0, 1]. Multiplying (3.41) by g (x) and (3.42) by f (x) and
then adding, we obtain

F (x, y) (t) g (x) +G (x, y) (t) f (x)(3.43)

≥ 2f (x) g (x) +
1
2

(y − x)
d

dx
(f (x) g (x)) .

Integrating the inequality (3.43) over x from a to y we have∫ y

a

[F (x, y) (t) g (x) +G (x, y) (t) f (x)] dx(3.44)

≥ 5
2

∫ y

a

f (x) g (x) dx− 1
2
y (a) f (a) g (a) .

Further, integrating both sides of (3.44) with respect to y from a to b we get∫ b

a

∫ y

a

[F (x, y) (t) g (x) +G (x, y) (t) f (x)] dxdy(3.45)

≥ 5
2

∫ b

a

(b− y) f (y) g (y) dy − 1
4

(b− a)2 f (a) g (a) .

Multiplying both sides of (3.45) by 2
5 ·

1
(b−a)2 and rewriting we get the required

inequality in (3.34).
Similarly, by first integrating (3.43) over x from y to b and after that integrating

the resulting inequality over y from a to b, we get the required inequality in (3.35).
The inequality (3.36) is obtained by adding the inequalities (3.34) and (3.35). The
proof is complete.

The next result deals with the slight variants of the inequalities given in The-
orem 80 [130].
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Theorem 81. Let f and g be real-valued, nonnegative and convex functions on
[a, b] and the mappings F (x, y) and G (x, y) be defined by (3.32) and (3.33). Then
for all t in [0, 1] we have

1
(b− a)2

∫ b

a

(b− y)
[
f2 (y) + g2 (y)

]
dy(3.46)

≤ 4
5
· 1
(b− a)2

∫ b

a

(∫ y

a

[F (x, y) (t) f (x) +G (x, y) (t) g (x)] dx
)
dy

+
1
10
[
f2 (a) + g2 (a)

]
,

1
(b− a)2

∫ b

a

(y − a)
[
f2 (y) + g2 (y)

]
dy(3.47)

≤ 4
5
· 1
(b− a)2

∫ b

a

(∫ b

y

[F (x, y) (t) f (x) +G (x, y) (t) g (x)] dx

)
dy

+
1
10
[
f2 (b) + g2 (b)

]
,

1
(b− a)

∫ b

a

[
f2 (y) + g2 (y)

]
dy(3.48)

≤ 4
5
· 1
(b− a)2

∫ b

a

(∫ b

a

[F (x, y) (t) f (x) +G (x, y) (t) g (x)] dx

)
dy

+
1
10
[
f2 (a) + g2 (a) + f2 (b) + g2 (b)

]
.

Proof. As in the proof of Theorem 80, from the assumptions we have the
estimates (3.41) and (3.42). Multiplying (3.41) by f (x) and (3.42) by g (x) and
then adding, we obtain

F (x, y) (t) f (x) +G (x, y) (t) g (x)(3.49)

≥ f2 (x) + g2 (x) +
1
2

(y − x) [f (x) f ′ (x) + g (x) g′ (x)] .

Integrating (3.49) over x from a to y, we have∫ y

a

[F (x, y) (t) f (x) +G (x, y) (t) g (x)] dx(3.50)

≥ 5
4

∫ y

a

[
f2 (x) + g2 (x)

]
dx− 1

4
(y − a)

[
f2 (a) + g2 (a)

]
.

Further, integrating both sides of (3.50) with respect to y from a to b we have∫ b

a

(∫ b

y

[F (x, y) (t) f (x) +G (x, y) (t) g (x)] dx

)
dy(3.51)

≥ 5
4

∫ b

a

(b− y)
[
f2 (y) + g2 (y)

]
dy − 1

8
(b− a)2

[
f2 (a) + g2 (a)

]
.

Multiplying both sides of (3.51) by 4
5 ·

1
(b−a)2 and rewriting, we get the required

inequality in (3.46).
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The remainder of the proof follows by the same arguments as mentioned in the
proof of Theorem 80 with suitable modifications and hence the proof is complete.

4.3. Further Inequalities. In this section we shall give some inequalities that
are analogous to those given in Theorem 80 involving only one convex function. We
believe that these inequalities are interesting in their own right [130].

Theorem 82. Let f be a real-valued nonnegative convex function on [a, b].
Then

1
(b− a)2

∫ b

a

(b− y) f (y) dy(3.52)

≤ 2
3
· 1
(b− a)2

∫ b

a

[∫ y

a

(∫ 1

0

f (tx+ (1− t) y) dt
)
dx

]
dy +

1
6
f (a) ,

1
(b− a)2

∫ b

a

(y − a) f (y) dy(3.53)

≤ 2
3
· 1
(b− a)2

∫ b

a

[∫ b

y

(∫ 1

0

f (tx+ (1− t) y) dt
)
dx

]
dy +

1
6
f (b) ,

1
(b− a)

∫ b

a

f (y) dy(3.54)

≤ 2
3
· 1
(b− a)2

∫ b

a

[∫ b

y

(∫ 1

0

f (tx+ (1− t) y) dt
)
dx

]
dy

+
1
6

[f (a) + f (b)] .

Proof. To prove the inequality (3.52), as in the proof of Theorem 80 from the
assumptions we have the estimate (3.37). Integrating both sides of (3.37) over t
from 0 to 1 we have

(3.55)
∫ 1

0

f (tx+ (1− t) y) dt ≥ f (x) +
1
2

(y − x) f ′ (x) .

Now first integrating both sides of (3.55) over x from a to y and after that inte-
grating the resulting inequality over y from a to b we get the required inequality in
(3.52).

Similarly, by first integrating both sides of (3.55) over x from y to b and then
integrating the resulting inequality over y from a to b we get the inequality in (3.53).
By adding the inequalities (3.52) and (3.53) we get the inequality (3.54). The proof
of Theorem 82 is thus completed.

5. Fejér’s Generalization of the H· −H· Inequality

In 1906, Fejér [72] obtained the following result which is a generalization of
that of Hermite and Hadamard (see for example [147, p. 138]) or [61].

Theorem 83. Let g : [a, b] → [0,∞) be a density function on [a, b] . In other
words, g is non-negative and integrable with

∫ b
a
g (u) du = 1. If f : [a, b] → R
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is a convex function and g is a symmetric density function on [a, b] , that is,
g (a+ b− u) = g (u) for all u ∈ [a, b] , then we have:

(3.56) f

(
a+ b

2

)
≤
∫ b

a

f (u) g (u) du ≤ f (a) + f (b)
2

.

In addition, these bounds are sharp.

Proof. By the convexity of f, we have:∫ b

a

f (u) g (u) du =
∫ b

a

f

(
b− u

b− a
· a+

u− a

b− a
· b
)
g (u) du

≤
∫ b

a

[
b− u

b− a
· f (a) +

u− a

b− a
· f (b)

]
g (u) du.

The symmetry of g gives that
∫ b
a
ug (u) du = a+b

2 . Hence, the preceding calculation
may be continued to yield∫ b

a

f (u) g (u) du ≤ bf (a)− af (b)
b− a

+
f (b)− f (a)

b− a
· a+ b

2

=
f (a) + f (b)

2
.

On the other hand,
1
2

[
f

(
b− u

b− a
· a+

u− a

b− a
· b
)

+ f

(
b− u

b− a
· b+

u− a

b− a
· a
)]

≥ f

(
a+ b

2

)
for each u ∈ [a, b] . On integrating over [a, b] , we obtain

1
2

[∫ b

a

f

(
b− u

b− a
· a+

u− a

b− a
· b
)
g (u) du+

∫ b

a

f

(
b− u

b− a
· b+

u− a

b− a
· a
)
g (u) du

]

≥ f

(
a+ b

2

)
.

Set v = a+ b− u in the second integral.
This then becomes ∫ b

a

f

(
v − a

b− a
· b+

b− v

b− a
· a
)
g (a+ b− v) dv

=
∫ b

a

f

(
v − a

b− a
· b+

b− v

b− a
· a
)
g (v) dv

by the symmetry of g. Hence, it has the same value as the first integral, both being
equal to

∫ b
a
f (u) g (u) du, and we have∫ b

a

f (u) g (u) du ≥ f

(
a+ b

2

)
.

Finally, take f (u) ≡ u on [a, b] . Then the upper and lower bounds in (3.56) both
simplify down to a+b

2 . Hence the bounds are sharp and the theorem is proved.

A simple example of the situation envisaged in Theorem 83 is provided by
expressions of the form

1
π

∫ b

a

f (u) du√
(u− a) (b− a)



5. FEJÉR’S GENERALIZATION OF THE H· −H· INEQUALITY 131

which occur in various problems in elementary mechanic and in probability theory
in connection with the arc-sin law. The function

Π−1 [(u− a) (b− u)]−
1
2

is non-negative and symmetric on [a, b] and the substitution

u = a sin2 t+ b cos2 t

shows that ∫ b

a

g (u) du =
2
π

∫ π
2

0

dt = 1.

Hence, g is a symmetric density function on [a, b] .

*

First, we introduce the mapping Hg : [0, 1] → R, defined by

Hg (t) :=
∫ b

a

f

(
tu+ (1− t)

a+ b

2

)
g (u) du.

This mapping reduces toH (t) in the classical case g (u) = 1
b−a . The basic properties

of Hg are embodied in the following theorem [61].

Theorem 84. If f : [a, b] → R is convex and g : [a, b] → [0,∞) , a symmetric
density function, then:

(i) Hg is convex on [0, 1] ;
(ii) One has the inequalities:

f

(
a+ b

2

)
≤ Hg (t) ≤ t

∫ b

a

f (u) g (u) du+ (1− t) f
(
a+ b

2

)
≤

∫ b

a

f (u) g (u) du;

(iii) We have the bounds

sup
t∈[0,1]

Hg (t) = Hg (1) =
∫ b

a

f (u) g (u) du,

inf
t∈[0,1]

Hg (t) = Hg (0) = f

(
a+ b

2

)
;

(iv) The mapping increases monotonically on [0, 1] .

Proof. (i) The convexity of Hg follows directly from that of f.
(ii) By Jensen’s integral inequality,

Hg (t) ≥ f

(∫ b

a

[
tu+ (1− t)

a+ b

2

]
g (u) du

)

= f

(
t · a+ b

2
+ (1− t) · a+ b

2

)
= f

(
a+ b

2

)
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for any t ∈ [0, 1] . Also, from the convexity of f we have

Hg (t) ≤
∫ b

a

[
tf (u) + (1− t) f

(
a+ b

2

)]
g (u) du

= t

∫ b

a

f (u) g (u) du+ (1− t) f
(
a+ b

2

)
≤

∫ b

a

f (u) g (u) du.

(iii) This is immediate from (ii) .
(iv) Suppose 0 ≤ t1 < t2 ≤ 1. The convexity of Hg gives

Hg (t2)−Hg (t1) ≥
t2 − t1
t1

[Hg (t1)−Hg (0)] ≥ 0

by the first part of (iii) , whence the desired result.

The second companion mapping Fg : [0, 1] → R given by

Fg (t) :=
∫ b

a

∫ b

a

f (tx− (1− t) y) g (x) g (y) dxdy.

Clearly, it reduces to F in the classical case when g (u) = 1
b−a .

The basic properties of Fg are encapsulated in the following theorem [61].

Theorem 85. If f : [a, b] → R is convex and g : [a, b] → [0,∞) , a symmetric
density function, then

(i) Fg is symmetric about t = 1
2 ;

(ii) Fg is convex on [0, 1] ;
(iii) We have the bounds

sup
t∈[0,1]

Fg (t) = Fg (0) = Fg (1) =
∫ b

a

f (u) g (u) du,

inf
t∈[0,1]

Fg (t) = Fg

(
1
2

)
=
∫ b

a

∫ b

a

f

(
x+ y

2

)
g (x) g (y) dxdy;

(iv) One has the inequality;

f

(
a+ b

2

)
≤ Fg

(
1
2

)
;

(v) Fg decreases monotonically on
[
0, 1

2

]
and increases monotonically on

[
1
2 , 1
]
;

(vi) We have the inequality:

Fg (t) ≥ max {Hg (t) ,Hg (1− t)}

for all t ∈ [0, 1] .

Proof. (i) The fact that Fg (t) = Fg (1− t) follows from an interchange
of dummies in the definition of Fg.

(ii) It is obvious by the convexity of f.
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(iii) For t ∈ [0, 1] , we have, by the convexity of f that

Fg (t) =
∫ b

a

∫ b

a

f (tx+ (1− t) y) g (x) g (y) dxdy

≤
∫ b

a

∫ b

a

[tf (x) + (1− t) f (y)] g (x) g (y) dxdy

= t

∫ b

a

f (x) g (x) dx+ (1− t)
∫ b

a

f (y) g (y) dy

=
∫ b

a

f (u) g (u) du = Fg (0) = Fg (1)

which gives the first relation in (iii) .
By the convexity of f, we have

1
2

[f (tx+ (1− t) y) + f (ty + (1− t)x)] ≥ f

(
x+ y

2

)
.

Multiplication by g (x) g (y) and integration over [a, b]× [a, b] gives

Fg (t) ≥ Fg

(
1
2

)
for all t ∈ [0, 1] .

(iv) By Jensen’s Theorem,∫ b

a

∫ b

a

f

(
x+ y

2

)
g (x) g (y) dxdy

≥ f

(∫ b

a

∫ b

a

x+ y

2
g (x) g (y) dxdy

)

= f

(∫ b

a

(x
2

)
g (x) dx+

∫ b

a

(y
2

)
g (y) dy

)

= f

(
a+ b

2

)
,

so that Fg
(

1
2

)
≥ f

(
a+b
2

)
.

(v) The property of monotonicity on the interval
[
1
2 , 1
]

is established as for
the corresponding property in Theorem 74 (see also [45]). The monotonic
property on

[
0, 1

2

]
then follows by (i) .

(vi) We have

Hg (t) =
∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
g (x) dx

=
∫ b

a

f

(∫ b

a

[(tx+ (1− t) y)] g (y) dy

)
g (x) dx

≤
∫ b

a

∫ b

a

f (tx+ (1− t) y) g (x) g (y) dxdy = Fg (t)

by Jensen’s inequality.
As Fg (1− t) = Fg (t) , the statement is proved.
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It is also natural to consider the possibility of further generality in the com-
panion mappings. Therefore, suppose Φ : [0, 1] → [0, 1] and define

Hg,Φ (t) :=
∫ b

a

f

(
Φ (t)u+ (1− Φ (t))

a+ b

2

)
g (u) du.

We use the fact that Hg,Φ (t) = Hg (Φ (t)) to derive the following result [61].
Theorem 86. Suppose that f, g are as above and Φ is monotonic nondecreasing

on [0, 1] . Then
(i) Hg,Φ is convex if Φ is convex;

(ii) One has the inequality

f

(
a+ b

2

)
≤ Hg,Φ (t)

≤ Φ (t)
∫ b

a

f (u) g (u) du+ (1− Φ (t)) f
(
a+ b

2

)
≤

∫ b

a

f (u) g (u) du;

(iii) We have the bounds

sup
t∈[0,1]

Hg,Φ (t) = Hg,Φ (1) =
∫ b

a

f (u) g (u) du,

inf
t∈[0,1]

g0 (t) = Hg,Φ (0) = f

(
a+ b

2

)
;

(iv) The mapping Hg,Φ increases monotonically on [0, 1] .

Proof. (i) Take t1, t2 ∈ [0, 1] and α, β > 0 with α + β = 1. We may
argue for the monotonicity and convexity of Hg,Φ that

Hg,Φ (αt1 + βt2) = Hg (Φ (αt1 + βt2))
≤ Hg (αΦ (t1) + βΦ (t2))
≤ αHg (Φ (t1)) + βHg (Φ (t2))
≤ αHg,Φ (t1) + βHg,Φ (t2) ,

establishing that Hg,Φ is convex.
(ii) and (iii) The argument of Theorem 84 carries over.
(iv) The result follows from Hg,Φ (t) = Hg (Φ (t)) and the monotonic character

of Hg and Φ.

Theorem 85 may be adapted to a version involving a function Φ. Define

Fg,Φ (t) :=
∫ b

a

∫ b

a

f (Φ (t)x+ (1− Φ (t)) y) g (x) g (y) dxdy.

We have [61]:
Theorem 87. Let f, g be as above and Φ : [0, 1] → [0, 1] be a monotonic

nondecreasing function. Suppose that t0 satisfy Φ (t0) = 1
2 . Then

(i) Fg,Φ is symmetric about t = 1
2 if Φ (t) + Φ (1− t) = 1;

(ii) Fg,Φ is convex on any subinterval of [0, t0] on which Φ is concave and on
any subinterval of [t0, 1] on which Φ is convex;



5. FEJÉR’S GENERALIZATION OF THE H· −H· INEQUALITY 135

(iii) We have the bounds

sup
t∈[0,1]

Fg,Φ (t) = Fg,Φ (0) = Fg,Φ (1) =
∫ b

a

f (u) g (u) du,

inf
t∈[0,1]

Fg,Φ (t) = Fg,Φ (t0) =
∫ b

a

∫ b

a

f

(
x+ y

2

)
g (x) g (y) dxdy;

(iv) One has the inequality:

f

(
a+ b

2

)
≤ Fg,Φ (t) for all t ∈ [0, 1]

(v) Fg,Φ decreases monotonically on [0, t0] and increases monotonically on
[t0, 1] ;

(vi) One has the inequality:

Hg,Φ (t) ≤ Fg,Φ (t) for all t ∈ [0, 1] .

Proof. (i) This is immediate from the definitions.
(ii) The given conditions provide the chain of inequalities used in the proof of

Theorem 86 (i) .
(iii) The proof of the first statement follows that of the corresponding state-

ment in Theorem 85. For the second, we have

Fg,Φ (t0)

=
∫ b

a

∫ b

a

f (tx+ (1− t) y) g (x) g (y) dxdy

≤ 1
2

∫ b

a

∫ b

a

[f (Φ (t)x+ (1− Φ (t)) y) + f ((1− Φ (t))x+ Φ (t) y)] g (x) g (y) dxdy

= Fg,Φ (t) .

(iv) We have

Fg,Φ (t) =
∫ b

a

∫ b

a

f (Φ (t)x+ (1− Φ (t)) y) g (x) g (y) dxdy

≥ f

(∫ b

a

∫ b

a

[Φ (t)x+ (1− Φ (t)) y] g (x) g (y) dxdy

)

= f

(∫ b

a

Φ (t)xg (x) dx+
∫ b

a

(1− Φ (t)) yg (y) dy

)

= f

(∫ b

a

ug (u) du

)
= f

(
a+ b

2

)
.

(v) The result follows from Fg,Φ (t) = Fg (Φ (t)) and the monotonicity prop-
erties of Fg and Φ.

(vi) The proof mimics that of Theorem 85.
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If the map Φ considered above is absolutely continuous, then it may be repre-
sented canonically in the form

(3.57) Φ (t) =
∫ t

0

g′ (u) du (0 ≤ t ≤ 1)

where g′ is a non-negative Bessel function on [0, 1] (cf. Loéve [99]). Almost sure
strict positivity of g′ corresponds to strict monotonicity of Φ. Furthermore, a nec-
essary and sufficient condition for Φ to be (strictly) convex is that g′ be (strictly)
increasing (cf. Mitrinović, Pečarić and Fink [114]).

Suppose that g′ is strictly positive. Then the mapping Φ : [0, 1] → [0, 1]
provided by (3.57) is invertible. We denote by Φ̃ : [0, 1] → [0, 1] the inverse map,
which is also nondecreasing and satisfies Φ̃ (0) = 0, Φ̃ (1) = 1. In a natural way, we
write t̃0 for a solution to Φ̃ (t) = 1

2 .
The above results and notation set the foundations for the construction of

functions Φ satisfying the conditions of Theorem 87 (i) and (ii) . Our concluding
theorem summarizes the basic results [61].

Theorem 88. Suppose that g′ is symmetric and strictly positive on [0, 1] . Then,
(i) Φ and Φ̃ satisfy the condition of Theorem 87 (i) ;

(ii) t0 = 1
2 = t̃0;

(iii) Φ is convex (concave) on
[
0, 1

2

]
iff it is concave (convex) on

[
1
2 , 1
]
. The

same condition applies to Φ̃.
(iv) Φ is convex (concave) on

[
0, 1

2

]
iff Φ̃ is concave (convex) on

[
0, 1

2

]
. A

similar result applies on
[
1
2 , 1
]
;

(v) If g′ is increasing (decreasing) on
[
0, 1

2

]
, then Φ is convex (concave) on[

0, 1
2

]
.

Proof. (i) By the symmetry of g′, the equality

(3.58) 1− Φ (t) = Φ (1− t)

follows from considering the area under the graph of Φ (t) against t.
Now, suppose t =

∫ x
0
g′ (u) du, such that x = Φ̃ (t) . Then

1− t =
∫ 1

x

g′ (u) du =
∫ 1−x

0

g′ (u) du,

so that
Φ̃ (1− t) = 1− x = 1− Φ̃ (t)

and Φ̃ also satisfies (3.58) .
(ii) By (i) with t = 1

2 we have 2Φ
(

1
2

)
= 2Φ̃

(
1
2

)
.

(iii) Suppose Φ is convex on
[
0, 1

2

]
and t1, t2 ∈

[
1
2 , 1
]
. Then, for λ ∈ [0, 1] , we

have, by (3.58) that:

Φ (λt1 + (1− λ) t2) = 1− Φ (λ (1− t1) + (1− λ) (1− t2))
≥ 1− [λΦ (1− t1) + (1− λ) Φ (1− t2)]

since 1− t1, 1− t2 ∈
[
0, 1

2

]
. Therefore

Φ (λt1 + (1− λ) t2) ≥ λ [1− Φ (1− t1)] + (1− λ) [Φ (1− t2)]
= λΦ (t1) + (1− λ) Φ (t2)

by (3.58) and Φ is concave on
[
1
2 , 1
]
. The other cases follow similarly.
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(iv) The graph of y = Φ̃ (x) is obtained from that of y = Φ (x) by reflection
about the line y = x. The results follow.

(v) The first alternative is a recapitulation of the results leading to the enun-
ciation of the theorem. For the second, suppose g′ is decreasing on

[
0, 1

2

]
.

Then it is increasing on
[
1
2 , 1
]

and so Φ is convex on
[
1
2 , 1
]
. Hence, by (ii)

Φ is convex on
[
0, 1

2

]
.

A simple concrete instance of a function Φ satisfying the conditions of Theorem
87 to a full extent is provided by the example of the introduction. Put a = 0, b = 1
in that example and set

g′ (u) := Π−1 [u (1− u)]−
1
2 .

This is symmetric on [0, 1] and decreasing on
[
0, 1

2

]
and so

Φ (t) =
2
π

arcsin
√
t

is concave on
[
0, 1

2

]
and convex on

[
1
2 , 1
]
.

5.1. Applications for the Beta Function. Let us consider the Beta func-
tion of Euler, that is,

B (p, q) :=
∫ 1

0

tp−1 (1− t)q−1
dt, p, q > −1.

We have for r ≥ 1, that

(3.59) B (p+ r, p) :=
∫ 1

0

tp−1 (1− t)p−1
trdt.

Define g : (0, 1) → R given by

g (t) :=
1

B (p, p)
tp−1 (1− t)p−1

.

It is clear that
g (t) = g (1− t) for all t ∈ (0, 1)

and ∫ 1

0

g (t) dt = 1.

Define f : [0, 1] → R given by f (t) := tr, r ≥ 1. Then f is convex and we can apply
Theorem 83. Thus, we obtain

1
2r
≤
∫ 1

0

f (t) g (t) dt =
1

B (p, p)

∫ 1

0

tp−1 (1− t)p−1
trdt ≤ 1

2
and by (3.59) we deduce:

(3.60)
1
2r
≤ B (p+ r, p)

B (p, p)
≤ 1

2
for all r ≥ 1, p > −1.

We can also introduce the following mapping:

H
[r]
B (t, p) :=

1
B (p, p)

∫ 1

0

up−1 (1− u)p−1

[
tu+

1
2

(1− t)
]r
du

for all t ∈ [0, 1] and p > −1, r ≥ 1.
Using Theorem 84, we can state the following properties of this mapping:
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(i) H [r]
β (·, p) is convex on [0, 1] for all p > −1, r ≥ 1;

(ii) One has the inequalities:

1
2r
≤ H

[r]
B (t, p) ≤ t · B (p+ r, p)

B (p, p)
+ (1− t) · 1

2r
≤ B (p+ r, p)

B (p, p)

for all t ∈ [0, 1] , p > −1, r ≥ 1;
(iii) We have the bounds:

sup
t∈[0,1]

H
[r]
B (t, p) =

B (p+ r, p)
B (p, p)

, p > −1, r ≥ 1

inf
t∈[0,1]

H
[r]
B (t, p) =

1
2r
, p > −1, r ≥ 1;

(iv) The mapping H [r]
β (·, p) increases monotonically on [0, 1] for p > −1, r ≥

1.

We can also introduce the mapping

F
[r]
β (t, p) :=

1
B2 (p, p)

∫ 1

0

∫ 1

0

xp−1yp−1 (1− x)p−1 (1− y)p−1 [tx+ (1− t) y]r dxdy

for all t ∈ [0, 1] , p > −1, and r ≥ 1.
Using Theorem 85, we can state the following properties of this mapping:

(i) F [r]
β (·, p) is symmetric about t = 1

2 ; p > −1, r ≥ 1;

(ii) F [r]
β (·, p) is convex on [0, 1] , p > −1, r ≥ 1;

(iii) We have the bounds:

sup
t∈[0,1]

F
[r]
B (t, p) =

B (p+ r, p)
B (p, p)

,

inf
t∈[0,1]

F
[r]
B (t, p)

=
1

2rB2 (p, p)

∫ 1

0

∫ 1

0

xp−1yp−1 (1− x)p−1 (1− y)p−1 (x+ y)r dxdy

≥ 1
2r

for p > −1, r ≥ 1;

(iv) The mapping F
[r]
β (·, p) decreases monotonically on

[
0, 1

2

]
and increases

monotonically on
[
1
2 , 1
]
;

(v) We have the inequality:

F
[r]
B (t, p) ≥ max

{
H

[r]
B (t, p) ,H [r]

B (1− t, p)
}

for all t ∈ [0, 1] , p > −1, and r ≥ 1.
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6. Further Results Refining the H· −H· Inequality

Let f : I ⊆ R → R be a convex mapping on the interval I and a, b ∈̊I with
a < b. Reconsider the mappings: H,G : [0, 1] → R given by

H (t) : =
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx,

G (t) =
1
2

[
f

(
ta+ (1− t)

a+ b

2

)
+ f

(
(1− t)

a+ b

2
+ tb

)]
.

The following theorem holds [29]:
Theorem 89. Let f, a and b be as above. Then we have the inequalities:

G (t)−H (t)(3.61)

≥



∣∣f (ta+ (1− t) a+b2

)
−H (t)

∣∣
if f

(
ta+ (1− t) a+b2

)
= f

(
tb+ (1− t) a+b2

)
∣∣∣∣∣∣ 1

|f(tb+(1−t) a+b
2 )−f(ta+(1−t) a+b

2 )|

f(tb+(1−t) a+b
2 )∫

f(ta+(1−t) a+b
2 )

|x| dx− |H (t)|

∣∣∣∣∣∣
otherwise

;

and

H (t)− f

(
a+ b

2

)
(3.62)

≥

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣∣∣f
(
tx+ (1− t) a+b2

)
+ f

(
(1− t) a+b2 − tx

)
2

∣∣∣∣∣ dx−
∣∣∣∣f (a+ b

2

)∣∣∣∣
∣∣∣∣∣

for all t ∈ [0, 1] .

Proof. By the change of variable y = tx + (1− t) a+b2 , x ∈ [a, b] , t ∈ (0, 1] ,
we have the equality

H (t) =
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx =

1
q − p

∫ q

p

f (y) dy

where p = ta+ (1− t) a+b2 and q = tb+ (1− t) a+b2 .
Now, using the inequality (2.24) from Chapter II, we get

f (p) + f (q)
2

− 1
q − p

∫ q

p

f (y) dy

≥


∣∣∣f (p)− 1

q−p
∫ q
p
|f (y)| dy

∣∣∣ if f (p) = f (q)∣∣∣ 1
|f(q)−f(p)|

∫ f(q)

f(p)
|x| dx− 1

q−p
∫ q
p
|f (x)| dx

∣∣∣ if f (p) 6= f (q) .

However, it is clear that
f (p) + f (q)

2
= G (t)
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and

1
q − p

∫ q

p

|f (x)| dx = H (t)

Thus, the inequality (3.61) is proved.
Now, if we use the inequality (2.25) we can also state:

1
q − p

∫ q

p

f (y) dy − f

(
p+ q

2

)
≥

∣∣∣∣ 1
q − p

∫ q

p

∣∣∣∣f (y) + f (a+ b− y)
2

∣∣∣∣ dy − ∣∣∣∣f (p+ q

2

)∣∣∣∣∣∣∣∣ .
However, it can be easily seen that

1
q − p

∫ q

p

∣∣∣∣f (y) + f (a+ b− y)
2

∣∣∣∣ dy
=

1
b− a

∫ b

a

∣∣∣∣∣f
(
tx+ (1− t) a+b2

)
+ f

(
(1− t) a+b2 − tx

)
2

∣∣∣∣∣ dx
for all t ∈ [0, 1] . As the inequality (3.62) also holds for t = 0, the proof is com-
pleted.

We shall now give an improvement of the celebrated result of Bullen [147, p.
140] (see [29]):

Theorem 90. With the above assumptions, we have the inequalities:

1
2

[
f (a) + f (b)

2
+ f

(
a+ b

2

)]
− 1
b− a

∫ b

a

f (x) dx(3.63)

≥



∣∣∣f (a+b2

)
−
∫ 1

0
|G (t)| dt

∣∣∣
if f

(
a+b
2

)
= f(a)+f(b)

2 ;∣∣∣∣ 1
f(a)+f(b)

2 −f( a+b
2 )
∫ f(a)+f(b)

2

f( a+b
2 ) |x| dx−

∫ 1

0
|G (t)| dt

∣∣∣∣
if f

(
a+b
2

)
< f(a)+f(b)

2

and

1
b− a

∫ b

a

f (x) dx− 1
2

[
f

(
3a+ b

4

)
+ f

(
a+ 3b

4

)]
(3.64)

≥ 1
2

∣∣∣∣∫ 1

0

|G (t) +G (1− t)| dt−
∣∣∣∣f (3a+ b

4

)
+ f

(
a+ 3b

4

)∣∣∣∣∣∣∣∣ .
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Proof. Firstly, let us observe that∫ 1

0

G (t) dt

=
1
2

[∫ 1

0

f

(
ta+ (1− t)

a+ b

2

)
dt+

∫ 1

0

f

(
(1− t)

a+ b

2
+ tb

)
dt

]
=

1
2

[
2

b− a

∫ a+b
2

a

f (x) dx+
2

b− a

∫ b

a+b
2

f (x) dx

]

=
1

b− a

∫ b

a

f (x) dx.

Now, if we use the inequalities (2.24) and (2.25) for the mapping G, we get

G (0) +G (1)
2

−
∫ 1

0

G (t) dt

≥


∣∣∣G (0)−

∫ 1

0
|G (t)| dt

∣∣∣ if G (0) = G (1)∣∣∣ 1
G(1)−G(0)

∫ G(1)

G(0)
|x| dx−

∫ 1

0
|G (t)| dt

∣∣∣ if G (0) 6= G (1)

and ∫ 1

0

G (t) dt−G

(
1
2

)
≥
∣∣∣∣∫ 1

0

∣∣∣∣G (t) +G (1− t)
2

∣∣∣∣ dt− ∣∣∣∣G(1
2

)∣∣∣∣∣∣∣∣ ,
which are equivalent with the desired inequalities (3.63) and (3.64) .
We shall omit the details.

Now, under the same assumptions for the mapping f and a, b ∈̊I, we can also
reconsider the mapping L : [0, 1] → R

L (t) :=
1

2 (b− a)

∫ b

a

[f (ta+ (1− t)x) + f ((1− t)x+ tb)] dx.

In Section 3, we proved among others (see Theorem 73) the following inequality

L (t) ≥ H (1− t) for all t ∈ [0, 1] .

We can improve this result here as follows [29]:

Theorem 91. With the above assumptions, one has the inequality

L (t)−H (1− t)(3.65)

≥

∣∣∣∣∣ 1
(1− t) (b− a)

∫ ta+(1−t)b

a

∣∣∣∣f (u) + f (u+ t (b− a))
2

∣∣∣∣ du−H|f | (1− t)

∣∣∣∣∣
≥ 0,

where H|f | is the function H written for |f | , for all t ∈ [0, 1) .
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Proof. By the convexity of f and by the modulus properties, we have respec-
tively:

f (ta+ (1− t)x) + f ((1− t)x+ tb)
2

− f

(
(1− t)x+ t

a+ b

2

)
=

∣∣∣∣f (ta+ (1− t)x) + f ((1− t)x+ tb)
2

− f

(
(1− t)x+ t

a+ b

2

)∣∣∣∣
≥

∣∣∣∣∣∣∣∣f (ta+ (1− t)x) + f ((1− t)x+ tb)
2

∣∣∣∣− ∣∣∣∣f ((1− t)x+ t
a+ b

2

)∣∣∣∣∣∣∣∣
≥ 0

for all x ∈ [a, b] and t ∈ [0, 1] .
If we integrate the above inequality on [a, b] over x we get that:

L (t)−H (1− t)

≥

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣∣f (ta+ (1− t)x) + f ((1− t)x+ tb)
2

∣∣∣∣ dx−H|f | (1− t)

∣∣∣∣∣
≥ 0.

Denoting u := ta+ (1− t)x, x ∈ [a, b] , t ∈ (0, 1] , we have that:

1
b− a

∫ b

a

∣∣∣∣f (ta+ (1− t)x) + f ((1− t)x+ tb)
2

∣∣∣∣ dx
=

1
(1− t) (b− a)

∫ ta+(1−t)b

a

∣∣∣∣f (u) + f (u+ t (b− a))
2

∣∣∣∣ du
and the inequality (3.65) is proved.

Now, consider the mapping F given by a double integral

F (t) :=
1

(b− a)2

∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy,

where f : I ⊆ R → R is a convex function on I, a, b ∈̊I with a < b.
The following theorem holds [29]:

Theorem 92. With the above assumptions, we have the inequalities:

1
b− a

∫ b

a

f (x) dx− F (t)(3.66)

≥

∣∣∣∣∣ 1
(b− a)2

∫ b

a

∫ b

a

|tf (x) + (1− t) f (y)| dxdy − F|f | (t)

∣∣∣∣∣
≥ 0
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and

F (t)− 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy(3.67)

≥

∣∣∣∣∣ 1
(b− a)2

∫ b

a

∫ b

a

∣∣∣∣f (tx+ (1− t) y) + f ((1− t)x+ ty)
2

∣∣∣∣ dxdy
− 1

(b− a)2

∫ b

a

∫ b

a

∣∣∣∣f (x+ y

2

)∣∣∣∣ dxdy
∣∣∣∣∣

≥ 0

for all t ∈ [0, 1] , where F|f | is the function F written for |f | .

Proof. As f is convex on I we have that

tf (x) + (1− t) f (y)− f (tx+ (1− t) y)
= |tf (x) + (1− t) f (y)− f (tx+ (1− t) y)|
≥ ||tf (x) + (1− t) f (y)| − |f (tx+ (1− t) y)||

for all t ∈ (0, 1] and x ∈ [a, b] .
Integrating the above inequality over x, y on [a, b]2 , we get that

1
(b− a)2

∫ b

a

∫ b

a

[tf (x) + (1− t) f (y)] dxdy − F (t)

≥

∣∣∣∣∣ 1
(b− a)2

∫ b

a

∫ b

a

|tf (x) + (1− t) f (y)| dxdy − F|f | (t)

∣∣∣∣∣
for all t ∈ [0, 1] .
As we have that

1
(b− a)2

∫ b

a

∫ b

a

[tf (x) + (1− t) f (y)] dxdy =
1

b− a

∫ b

a

f (x) dx,

the inequality (3.66) is obtained.
To prove the second inequality, we observe, by the convexity of f, that

f (tx+ (1− t) y) + f ((1− t)x+ ty)
2

− f

(
x+ y

2

)
=

∣∣∣∣f (tx+ (1− t) y) + f ((1− t)x+ ty)
2

− f

(
x+ y

2

)∣∣∣∣
≥

∣∣∣∣∣∣∣∣f (tx+ (1− t) y) + f ((1− t)x+ ty)
2

∣∣∣∣− ∣∣∣∣f (x+ y

2

)∣∣∣∣∣∣∣∣
for all t ∈ [0, 1] and x, y ∈ [a, b] .
Integrating this inequality on [a, b]2 over x, y and taking into account that∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy =
∫ b

a

∫ b

a

f ((1− t)x+ ty) dxdy,

we obtain the desired inequality (3.67) .

We know that F (t) ≥ H (t) for all t ∈ [0, 1] (see Theorem 74). This inequality
can be improved as follows [29]:
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Theorem 93. Let f : I ⊆ R → R be a convex mapping on the interval I and
a, b ∈̊I with a < b. Then one has the inequality:

F (t)−H (t)(3.68)

≥

∣∣∣∣∣ 1
(b− a)2

∫ b

a

∫ b

a

∣∣∣∣f (tx+ (1− t) y) + f (tx+ (1− t) (a+ b− y))
2

∣∣∣∣ dxdy
−H|f | (t)

∣∣
for all t ∈ [0, 1] .

Proof. Using the equality pointed out above:

1
b− a

∫ b

a

f (tx+ (1− t) y) dy =
1

p− q

∫ p

q

f (u) du

where

u := tx+ (1− t) y, y ∈ [a, b] , t ∈ [0, 1) , p = tx+ (1− t) b, q = tx+ (1− t) a,

we have, by (2.25) that:

1
p− q

∫ p

q

f (u) du− f

(
p+ q

2

)
≥

∣∣∣∣ 1
p− q

∫ p

q

∣∣∣∣f (u) + f (p+ q − u)
2

∣∣∣∣ du− ∣∣∣∣f (p+ q

2

)∣∣∣∣∣∣∣∣
which is equivalent with

1
b− a

∫ b

a

f (tx+ (1− t) y) dy − f

(
tx+ (1− t)

a+ b

2

)
≥

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣∣f (tx+ (1− t) y) + f (tx+ (1− t) (a+ b− y))
2

∣∣∣∣ dy
−
∣∣∣∣f (tx+ (1− t)

a+ b

2

)∣∣∣∣∣∣∣∣
for all x ∈ [a, b] and t ∈ [0, 1] .
If we integrate this inequality over x ∈ [a, b] , we derive the desired inequality
(3.68) .

Note that in the inequality (3.29) we proved the inequality

L (1− t) ≥ F (t) for all t ∈ [0, 1] .

This inequality can be improved as follows [29]:
Theorem 94. Let f : I ⊆ R → R be a convex mapping on the interval I,

a, b ∈ I and a < b. Then one has the inequality:

L (1− t)− F (t)(3.69)

≥

∣∣∣∣∣ 1
b− a

∫ b

a

∫ 1

0

|sf (tx+ (1− t) a) + (1− s) f (tx+ (1− t) b)| dsdx− F|f | (t)

∣∣∣∣∣
≥ 0

for all t ∈ [0, 1] .



6. FURTHER RESULTS REFINING THE H· −H· INEQUALITY 145

Proof. As in the proof of Theorem 22, we have

f (tx+ (1− t) a) + f (tx+ (1− t) b)
2

− 1
b− a

∫ b

a

f (tx+ (1− t) y) dy

≥
∣∣∣∣∫ 1

0

|sf (tx+ (1− t) a) + (1− s) f (tx+ (1− t) b)| ds

− 1
b− a

∫ b

a

|f (tx+ (1− t) y)| dy

∣∣∣∣∣
for all x ∈ [a, b] and t ∈ [0, 1] .
Now, if we integrate this inequality on [a, b] over x, we can easily deduce the in-
equality (3.69) , and the theorem is proved.

6.1. Applications for Special Means. Now, let us consider the mapping
h0 : [0, 1] → R given by

h0 (t) := I (ta+ (1− t)A (a, b) , (1− t)A (a, b) + tb)

where a, b > 0 with a ≤ b, and the mapping g0 : [0, 1] → R given by

g0 (t) := G (ta+ (1− t)A (a, b) , (1− t)A (a, b) + tb)

where a, b are as above.
It is clear, with the notations in Section 6, that

G− ln (t) = − ln g0 (t) and H− ln (t) = − lnh0 (t)

for all t ∈ [0, 1] .
By the inequality (3.61) , we have that:

lnh0 (t)− ln g0 (t)

= G− ln (t)−H− ln (t)

≥



∣∣∣ln (ta+ (1− t)A (a, b))− 1
b−a

∫ b
a
|ln (tx+ (1− t)A (a, b))| dx

∣∣∣ ,
if a = b or t = 0;

1

ln[ tb+(1−t)A(a,b)
ta+(1−t)A(a,b) ]

∫ ln(tb+(1−t)A(a,b))

ln(ta+(1−t)A(a,b))
|x| dx

− 1
b−a

∫ b
a
|ln (tx+ (1− t)A (a, b))| dx,

if a 6= b and t 6= 0,

from where we get the inequality:

(3.70)
h0 (t)
g0 (t)

≥ exp [λ (t)] ≥ 1 for all t ∈ [0, 1] .
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where:

λ (t) :=



∣∣∣ln (ta+ (1− t)A (a, b))− 1
b−a

∫ b
a
|ln (tx+ (1− t)A (a, b))| dx

∣∣∣ ,
if a = b or t = 0;

1

ln[ tb+(1−t)A(a,b)
ta+(1−t)A(a,b) ]

∫ ln(tb+(1−t)A(a,b))

ln(ta+(1−t)A(a,b))
|x| dx

− 1
b−a

∫ b
a
|ln (tx+ (1− t)A (a, b))| dx,

if a 6= b and t 6= 0.

By the use of the inequality (3.62) we also have:

lnA (a, b)− lnh0 (t)

≥

∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣ln√(tx+ (1− t)A (a, b)) , ((1− t)A (a, b) + tb)
∣∣∣ dx

− |ln (A (a, b))||
≥ 0

which gives us the inequality:

A (a, b)
h0 (t)

(3.71)

≥ exp

[∣∣∣∣∣ 1
b− a

∫ b

a

∣∣∣ln√(tx+ (1− t)A (a, b)) , ((1− t)A (a, b) + tb)
∣∣∣ dx

− |ln (A (a, b))||]
≥ 1

for all t ∈ [0, 1] .
Now, if we use the inequality (3.63) for the convex mapping − ln, we get:

ln I (a, b)− ln [(A (a, b) , G (a, b))]

≤


∣∣∣ln (A (a, b))−

∫ 1

0
|ln g0 (t)| dt

∣∣∣ if a = b,∣∣∣∣ 1

ln[ A(a,b)
G(a,b) ]

∫ lnA(a,b)

lnG(a,b)
|x| dx−

∫ 1

0
|ln g0 (t)| dt

∣∣∣∣ if a 6= b,

from where we deduce:

(3.72)
I (a, b)

G (A (a, b) , G (a, b))
≥ exp

[
γa,b

]
≥ 1

where

γa,b :=


∣∣∣ln (A (a, b))−

∫ 1

0
|ln g0 (t)| dt

∣∣∣ if a = b,∣∣∣∣ 1

ln[ A(a,b)
G(a,b) ]

∫ lnA(a,b)

lnG(a,b)
|x| dx−

∫ 1

0
|ln g0 (t)| dt

∣∣∣∣ if a 6= b.
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Finally, if we use the inequality (3.64) for the convex mapping -ln, we get that:

lnG (A (a,A (a, b)) , A (A (a, b) , b))− ln I (a, b)

≥ 1
2

∣∣∣∣∫ 1

0

|ln [g0 (t) g0 (1− t)]| dt− |ln [A (a,A (a, b))A (b, A (a, b))]|
∣∣∣∣

=
∣∣∣∣∫ 1

0

|lnG (g0 (t) , g0 (1− t))| dt− |ln [G (A (a,A (a, b)) , A (A (a, b) , b))]|
∣∣∣∣

which is equivalent with

(3.73)
G (A (a,A (a, b)) , A (A (a, b) , b))

I (a, b)
≥ exp [ma,b] ≥ 1

where

ma,b :=
∣∣∣∣∫ 1

0

|lnG (g0 (t) , g0 (1− t))| dt− |ln [G (A (a,A (a, b)) , A (A (a, b) , b))]|
∣∣∣∣ .

7. Another Generalisation of Féjer’s Result

7.1. Introduction. In [72], Féjer proved that if g : [a, b] → R is nonnegative
integrable and symmetric to x = a+b

2 , and if f is convex on [a, b], then

(3.74) f

(
a+ b

2

)∫ b

a

g (x) dx ≤
∫ b

a

f (x) g (x) dx ≤ f (a) + f (b)
2

∫ b

a

g (x) dx.

In 1991, Brenner and Alzer, [11] obtained the following result generalising Féjer’s
result as well as the result of Vasić, Lacković and Lupaş (see Introduction, Theorem
9).

Theorem 95. If g : [a, b] → [0,∞) is integrable and symmetric to x = A =
pa+qb
p+q with positive numbers p and q, then

f

(
pa+ qb

p+ q

)∫ A+y

A−y
g (t) dt ≤

∫ A+y

A−y
f (t) g (t) dt(3.75)

≤ pf (a) + qf (b)
p+ q

∫ A+y

A−y
g (t) dt,

where 0 ≤ y ≤ b−a
p+q min (p, q), and f is convex on [a, b].

In [45], Dragomir and in [188], Yang and Hong found convex monotonically
real functions H and F̄ defined on [0, 1] by

(3.76) H (t) =
1

b− a

∫ b

a

f

[
tx+ (1− t)

a+ b

2

]
dx,

and

F̄ (t) =
1

2 (b− a)

∫ b

a

[
f

((
1 + t

2

)
a+

(
1− t

2

)
x

)
(3.77)

+f
((

1 + t

2

)
b+

(
1− t

2

)
x

)]
dx,
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respectively such that

f

(
a+ b

2

)
= H (0) ≤ H (t) ≤ H (1) =

1
b− a

∫ b

a

f (x) dx

= F̄ (0) ≤ F̄ (t) ≤ F̄ (1) =
f (a) + f (b)

2
.

7.2. Some Results Related to the Brenner-Alzer Inequality. Following
[189], we can state

Theorem 96. Let f : [a, b] → R be a convex function, 0 < α < 1, 0 < β < 1,
A = αa+ (1− α) b, u0 = (b− a) min

{
α

1−β ,
1−α
β

}
and let h be defined by

h (t) = (1− β) f (A− βt) + βf (A+ (1− β) t) , t ∈ [0, u0] .

Then h is convex, increasing on [0, u0] and for all t ∈ [0, u0],

(3.78) f [αa+ (1− α) b] ≤ h (t) ≤ αf (a) + (1− α) f (b) .

Proof. We note that if f is convex and g is linear, then the composition f ◦ g
is convex. Also, we note that a positive constant multiple of a convex function and
a sum of two convex functions are convex, hence h is convex on [0, u0]. Next, if
t ∈ [0, u0], it follows from the convexity of f that

h (t) = (1− β) f (A− βt) + βf (A+ (1− β) t)
≥ f [(1− β) (A− βt) + β (A+ (1− β) t)]
= f (A) = f [αa+ (1− α) b] .

Also, we observe that

0 < α ≤ α (b− a) + βt

b− a
≤ 1, 0 ≤ (1− α) (b− a)− βt

b− a
≤ 1− α < 1,

0 ≤ α (b− a) + (1− β) t
b− a

≤ α ≤ 1,

and

0 < 1− α <
(1− α) (b− a) + (1− β) t

b− a
≤ 1,

so that

h (t) = (1− β) f [αa+ (1− α) b− βt]
+βf [αa+ (1− α) b+ (1− β) t]

= (1− β) f
[
α (b− a) + βt

b− a
a+

(1− α) (b− a)− βt

b− a
b

]
+βf

[
α (b− a) + (1− β) t

b− a
a+

(1− α) (b− a) + (1− β) t
b− a

b

]
≤ (1− β)

[
α (b− a) + βt

b− a
f (a) +

(1− α) (b− a)− βt

b− a
f (b)

]
+β
[
α (b− a) + (1− β) t

b− a
f (a) +

(1− α) (b− a) + (1− β) t
b− a

f (b)
]

= αf (a) + (1− α) f (b) ,
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hence (3.78) holds. Finally, for t1, t2 such that 0 < t1 < t2 ≤ u0, since h is convex,
it follows from (3.78) that

h (t2)− h (t1)
t2 − t1

≥ h (t1)− h (0)
t1 − 0

=
h (t1)− f [αa+ (1− α) b]

t1
≥ 0,

hence h (t2) ≥ h (t1). This shows that h is increasing on [0, u0], and the proof is
completed.

The following result also holds [189, Theorem 2]:
Theorem 97. Let f, α, β,A and u0 be defined as in Theorem 96 and let g :

[a, b] → R be nonnegative and integrable and

(3.79) g (A− βu) = g (A+ (1− β)u) , u ∈ [0, u0] .

Then

f [αa+ (1− α) b]
∫ A+(1−β)u

A−βu
g (t) dt(3.80)

≤ 1− β

β

∫ A

A−βu
f (t) g (t) dt+

β

1− β

∫ A+(1−β)u

A

f (t) g (t) dt

≤ [αf (a) + (1− α) f (b)]
∫ A+(1−β)u

A−βu
g (t) dt.

Proof. For every u ∈ [0, u0], we have the identity∫ A+(1−β)u

A−βu
g (t) dt =

∫ A

A−βu
g (t) dt+

∫ A+(1−β)u

A

g (t) dt(3.81)

= β

∫ u

0

g (A− βt) dt+ (1− β)
∫ u

0

g (A− βt) dt

=
∫ u

0

g (A− βt) dt.

Since g is nonnegative, multiplying (3.78) by g (A− βt), integrating the resulting
inequalities over [0, u], and using (3.79) we have

f [αa+ (1− α) b]
∫ u

0

g (A− βt) dt

≤ (1− β)
∫ u

0

f (A− βt) g (A− βt) dt

+β
∫ u

0

f (A+ (1− β) t) g (A+ (1− β) t) dt

=
1− β

β

∫ A

A−βu
f (t) g (t) dt+

β

1− β

∫ A+(1−β)u

A

f (t) g (t) dt

≤ [αf (a) + (1− α) f (b)]
∫ u

0

g (A− βt) dt.

Thus, the inequalities (3.80) follow by using the identity (3.81).

Remark 49. If we choose α = p
p+q , β = 1

2 , and u = 2y in Theorem 97, then
the inequalities (3.80) reduce to the inequalities (3.75).
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Remark 50. If we choose α = β = 1
2 , and u = u0 = b−a in Theorem 97, then

the inequalities (3.80) reduce to the inequalities (3.74).

Remark 51. If we choose α = β = 1
2 , and u = u0 = b − a, and g (x) ≡ 1 in

Theorem 97, then the inequalities (3.80) reduce to the H· −H· inequality.

It is natural to consider the following mapping H̄ (see [189, Theorem 3]).

Theorem 98. Let f, A and u0 be defined as in Theorem 96, 0 < α < 1,
0 < β < 1, α+ β ≤ 1, and let H̄ be defined by

H̄ (t) =
1− β

α (b− a)

∫ α(b−a)
1−β

0

[(1− β) f (A− βtx)(3.82)

+ βf (A+ (1− β) tx)] dx, 0 ≤ t ≤ 1.

Then, H̄ is convex monotonically increasing on [0, 1], and

f [αa+ (1− α) b](3.83)

= H̄ (0) ≤ H̄ (t) ≤ H̄ (1)

=
1− β

α (b− a)

∫ α(b−a)
1−β

0

[(1− β) f (A− βx) + βf (A+ (1− β)x)] dx

≤ αf (a) + (1− α) f (b) .

Proof. The fact that H̄ is convex follows immediately from the convexity of
f . Next, the condition α+β ≤ 1 implies that u0 = α(b−a)

1−β . It follows from Theorem
96 that

h (t) = (1− β) f (A− βt) + βf (A+ (1− β) t)

is increasing on [0, u0] and hence H (t) is increasing on [0, 1].
Finally, the last inequality in (3.83) follows from (3.78), and the proof is com-

pleted.

Similarly, we have the following theorem (see [189]).

Theorem 99. Let f, A, u0, α, β be defined as in Theorem 98. If

Ḡ (t)(3.84)

: =
1− β

α (b− a)

∫ α(b−a)
1−β

0

[
(1− β) f

(
A− β

(
α (b− a)

1− β
− x (1− t)

))

+ βf

(
A+ (1− β)

(
α (b− a)

1− β
− x (1− t)

))]
dx, 0 ≤ t ≤ 1.
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then Ḡ is convex and monotonically increasing on [0, 1], and

(1− β)2

αβ (b− a)

∫ A

b−α(b−a)
1−β

f (x) dx+
β

α (b− a)

∫ b

A

f (x) dx(3.85)

= Ḡ (0) ≤ Ḡ (t) ≤ Ḡ (1) = (1− β) f
(
b− α (b− a)

1− β

)
+ βf (b)

≤ αf (a) + (1− α) f (b) , 0 ≤ t ≤ 1.

Remark 52. The identity (3.76) is a special case of (3.82) taking α = β = 1
2 .

Remark 53. The identity (3.77) is a special case of (3.84) taking α = β = 1
2 .

We can also state the following results [189].

Theorem 100. Let f, A, u0, α, β be defined as in Theorem 98 and let g be
defined as in Theorem 97. Let P̄ be a function defined on [0, 1] by

P̄ (t) =
∫ u

0

[(1− β) f (A− βtx) g (A− βtx)(3.86)

+ βf (A+ (1− β) tx) g (A+ (1− β) tx)] dx, 0 ≤ t ≤ 1.

for some u ∈ [0, u0]. Then P̄ is convex and monotonically increasing on [0, 1] and

f [αa+ (1− α) b]
∫ A+(1−β)u

A−βu
g (x) dx(3.87)

= P̄ (0) ≤ P̄ (t) ≤ P̄ (1)

=
1− β

β

∫ A

A−βu
f (x) g (x) dx+

β

1− β

∫ A+(1−β)u

A

f (x) g (x) dx.

Proof. Since f is convex and g is nonnegative, we see that P̄ is convex on
[0, 1]. Next, for each x ∈ [0, u], where u ∈ [0, u0], it follows from Theorem 96 that

h (tx) = (1− β) f (A− βtx) + βf (A+ (1− β) tx)

is increasing for t ∈ [0, 1]. Using the identity (3.79) we see that P̄ (t) is increasing
on [0, 1]. Therefore the inequalities (3.87) follow immediately.

Theorem 101. Let f, A, u0, α, β be defined as in Theorem 100 and let Q̄ be
defined on [0, 1] by

Q̄ (t) =
∫ u

0

[
(1− β) f (A− βu+ βx (1− t)) g (A− β (u− x))(3.88)

+βf (A+ (1− β)u− (1− β) (1− t)x)

×g (A+ (1− β) (u− x))
]
dx
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for some u ∈ [0, u0]. Then Q̄ is monotonically increasing and convex on [0, 1], and

1− β

β

∫ A

A−βu
f (x) g (x) dx+

β

1− β

∫ A+(1−β)u

A

f (x) g (x) dx(3.89)

= Q̄ (0) ≤ Q̄ (t) ≤ Q̄ (1)

= [(1− β) f (A− βu) + βf (A+ (1− β)u)]
∫ A+(1−β)u

A−βu
g (x) dx

≤ [αf (a) + (1− α) f (b)]
∫ A+(1−β)u

A−βu
g (x) dx.

Proof. The fact that Q̄ is convex follows immediately from the convexity of
f . Next, for each x ∈ [0, u], where u ∈ [0, u0], it follows from Theorem 96 that

h (t) = (1− β) f (A− βf) + βf (A+ (1− β) t)

and
k (t) = u− (1− t)x

are increasing on [0, u0] and [0, 1] respectively. Hence

h (k (t)) = (1− β) f (A− βu+ βx (1− t))
+βf (A+ (1− β)u− (1− β) (1− t)x)

is increasing on [0, 1]. Since g is nonnegative and satisfies (3.79), it follows that
Q̄ (t) is monotonically increasing on [0, 1]. Finally, the last inequalities in (3.89)
follow from (3.88) and (3.78).

Remark 54. Choose α = β = 1
2 , u = u0 = b − a in Theorems 100 and 101.

Then the inequalities (3.87) and (3.89) reduce to

f

(
a+ b

2

)∫ b

a

g (x) dx ≤ P̄ (0) ≤ P̄ (t) ≤ P̄ (1) =
∫ b

a

f (x) g (x) dx

= Q̄ (0) ≤ Q̄ (t) ≤ Q̄ (1)

=
f (a) + f (b)

2

∫ b

a

g (x) dx,

where

P̄ (t) =
∫ b

a

f

[
tx+ (1− t)

a+ b

2

]
g (x) dx

and

Q̄ (t) =
1
2

∫ b

a

[
f

((
1 + t

2

)
a+

(
1− t

2

)
x

)
g

(
x+ a

2

)

+f
((

1 + t

2

)
b+

(
1− t

2

)
x

)
g

(
x+ b

2

)]
dx,

which is a refinement of (3.74).
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Remark 55. Choose α = β = 1
2 , u = u0 = b − a and g (x) ≡ 1 in Theorems

100 and 101. Then

P̄ (t) = (b− a) H̄ (t) , Q̄ (t) = (b− a) F̄ (t) ,

where H̄ (t) and F̄ (t) are defined in (3.76) and (3.77) respectively. Hence (3.86)
and (3.88) generalise (3.76) and (3.77) respectively.

Remark 56. Choose α, β such that 0 < α < 1, 0 < β < 1, α + β ≤ 1, and
choose u = u0 = α(b−a)

1−β , A = αa + (1− α) b, g (x) ≡ 1 in Theorems 100 and 101.

Then P̄ (t) = α(b−a)
1−β H̄ (t) and Q̄ (t) = α(b−a)

1−β Ḡ (t) where H̄ (t) and Ḡ (t) are defined
in Theorems 98 and 99 respectively. Hence Theorem 100 generalises Theorem 98
and Theorem 101 generalises Theorem 99.





CHAPTER 4

Sequences of Mappings Associated with the
H· −H· Inequality

1. Some Sequences Defined by Multiple Integrals

Let f : I ⊆ R → R be a convex mapping defined on the interval I and a, b ∈ I
with a < b. Define the sequence:

An (f) :=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn

for n ≥ 1.
This sequence has the following properties [68]:

Theorem 102. With the above assumptions, we have:

(i) The sequence An (f) is monotonic nonincreasing; i.e.,

(4.1) An+1 (f) ≤ An (f) for all n ≥ 1;

(ii) One has the bounds:

(4.2) f

(
a+ b

2

)
≤ An (f) ≤ 1

(b− a)

∫ b

a

f (x) dx for all n ≥ 1;

for all n ≥ 1.

Proof. (i) Define the elements:

y1 : =
x1 + ...+ xn

n
,

y2 : =
x2 + ...+ xn+1

n
,

.....................

yn+1 : =
xn+1 + ...+ xn−1

n
.

It is easy to see that:

y1 + ...+ yn+1

n+ 1
=
x1 + ...+ xn+1

n+ 1
,

and thus, by Jensen’s discrete inequality, we have that:

f (y1) + ...+ f (yn+1)
n+ 1

≥ f

(
y1 + ...+ yn+1

n+ 1

)
.

155
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That is,

1
n+ 1

[
f

(
x1 + ...+ xn

n

)
+ f

(
x2 + ...+ xn+1

n

)
+ ...

+f
(
xn+1 + ...+ xn−1

n

)]
≥ f

(
x1 + ...+ xn+1

n+ 1

)
for all xi ∈ [a, b] , i = 1, n+ 1.
If we integrate over x1, ..., xn+1 in [a, b]n+1

, we get:

1
n+ 1

[∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn+1 + ...

+
∫ b

a

...

∫ b

a

f

(
xn+1 + ...+ xn−1

n

)
dx1...dxn+1

]

≥
∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn+1

n+ 1

)
dx1...dxn+1

and, as ∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn+1

= ... =
∫ b

a

...

∫ b

a

f

(
xn+1 + ...+ xn−1

n

)
dx1...dxn+1

= (b− a)
∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn,

we obtain the inequality (4.1) .
By Jensen’s integral inequality for multiple integrals we also have

An (f) =
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn

≥ f

(
1

(b− a)n

∫ b

a

...

∫ b

a

[
x1 + ...+ xn

n

]
dx1...dxn

)
.

As a simple calculation shows us that:

1
(b− a)n

∫ b

a

...

∫ b

a

[
x1 + ...+ xn

n

]
dx1...dxn

=
(b− a)n−1

(b− a)n

∫ b

a

xdx =
a+ b

2
,

the first inequality in (4.2) is proved.
(ii) The second inequality in (4.2) follows by (i) and the theorem is thus

proved.
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As above, it is natural to consider the following sequences associated with the
convex mapping f : I ⊆ R → R [6]:

B(1)
n (f) : =

1
(b− a)n−1

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn−1 + a+b

2

n

)
dx1...dxn−1

B(2)
n (f) : =

1
(b− a)n−2

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn−2 + 2(a+b)

2

n

)
dx1...dxn−2

....................................................................................

B(n−1)
n (f) : =

1
b− a

∫ b

a

f

(
x1 + (n−1)(a+b)

2

n

)
dx1

which are defined for n ≥ 2.
The following theorem contains some properties of these sequences [6]:

Theorem 103. With the above assumptions, one has:

(4.3) B(i+1)
n (f) ≤ B(i)

n (f) for 1 ≤ i ≤ n− 2, n ≥ 3,

i.e.,
{
B

(i)
n

}
i=1,...,n−1

is monotonic nonincreasing and

(4.4) f

(
a+ b

2

)
≤ B(i)

n (f) ≤ An (f) for n ≥ 2, i = 1, n− 1.

Proof. By Jensen’s integral inequality, we have

B(i)
n (f) : =

1

(b− a)n−i

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn−i + i (a+b)2

n

)
dx1...dxn−i

≥ 1

(b− a)n−i−1

∫ b

a

...

∫ b

a

f

[
1

b− a

×
∫ b

a

(
x1 + ...+ xn−i−1 + xn−i + i (a+b)2

n

)
dxn−i

]
dx1...dxn−i−1

=
1

(b− a)n−i−1

×
∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn−i−1 + (i+ 1) (a+b)

2

n

)
dx1...dxn−i−1

= B(i+1)
n (f)

for all 1 ≤ i ≤ n− 2, and the inequality (4.3) is proved.
For the first part of (4.4) , it is sufficient to prove that B(n−1)

n (f) ≥ f
(
a+b
2

)
.
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By Jensen’s integral inequality, we have:

B(n−1)
n (f) =

1
b− a

∫ b

a

f

(
x1 + (n−1)(a+b)

2

n

)
dx1

≥ f

[
1

b− a

(∫ b

a

x1 + (n−1)(a+b)
2

n
dx1

)]

= f

(
a+ b

2

)
.

Finally, we also have:

An (f) =
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn

≥ 1
(b− a)n−1

∫ b

a

...

∫ b

a

f

(
1

b− a

∫ b

a

[
x1 + ...+ xn

n

]
dxn

)
dx1...dxn−1

=
1

(b− a)n−1

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn−1 + (a+b)

2

n

)
dx1...dxn−1

= B(1)
n (f) ,

which proves the second part of (4.4) .
The proof is thus completed.

Now, let us assume that (qi)i≥1 are positive real numbers and define the se-
quence [49]:

An (f, q) :=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
q1x1 + q2x2 + ...+ qnxn

Qn

)
dx1...dxn,

where Qn :=
∑n
i=1 qi.

We have the following result proved by S. S. Dragomir and C. Buşe in [49].

Theorem 104. Let f : I ⊆ R → R be a convex mapping and a, b ∈ I with
a < b. Then one has the inequalities:

(4.5) An (f) ≤ An (f, q) ≤ 1
b− a

∫ b

a

f (x) dx, n ≥ 1

for all q = (qi)i≥1 with qi > 0 (i ≥ 1) .

Proof. Let us consider the elements:

y1 : =
1
Qn

(q1x1 + q2x2 + ...+ qnxn)

y2 : =
1
Qn

(qnx1 + q1x2 + ...+ qn−1xn)

...............................................................

yn : =
1
Qn

(q2x1 + q3x2 + ...+ qnxn−1 + q1xn) .
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A simple computation shows that:

y1 + y2 + ...+ yn−1 + yn
n

=
x1 + x2 + ...+ xn−1 + xn

n
,

and then Jensen’s inequality,

1
n

(f (y1) + f (y2) + ...+ f (yn−1) + f (yn)) ≥ f

(
y1 + ...+ yn

n

)
yields that:

1
n

(
f

[
1
Qn

(q1x1 + ...+ qnxn)
]

+ ...+ f

[
1
Qn

(q2x1 + ...+ q1xn)
])

≥ f

(
x1 + x2 + ...+ xn−1 + xn

n

)
for all xi ∈ [a, b] and qi ≥ 0 with Qn > 0.
Integrating this inequality on the n−dimensional interval [a, b]n , we deduce:

1
n

[
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
1
Qn

(q1x1 + q2x2 + ...+ qnxn)
)
dx1...dxn + ...

+
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
1
Qn

(q2x1 + ...+ q1xn)
)
dx1...dxn

]

≥ 1
(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + x2 + ...+ xn−1 + xn

n

)
dx1...dxn.

Since it can easily be shown that

1
(b− a)n

∫ b

a

...

∫ b

a

f

(
1
Qn

(q1x1 + q2x2 + ...+ qnxn)
)
dx1...dxn

= ... =
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
1
Qn

(q2x1 + ...+ q1xn)
)
dx1...dxn,

the first inequality in (4.5) is proved.
By Jensen’s inequality, we also have

f

(
q1x1 + q2x2 + ...+ qnxn

Qn

)
≤ q1f (x1) + q2f (x2) + ...+ qnf (xn)

Qn
.

Integrating this inequality over [a, b]n , we obtain

An (f, q) =
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
q1x1 + q2x2 + ...+ qnxn

Qn

)
dx1...dxn

≤ 1
(b− a)n

∫ b

a

...

∫ b

a

[
q1f (x1) + q2f (x2) + ...+ qnf (xn)

Qn

]
dx1...dxn

=
1

b− a

∫ b

a

f (x) dx,

and the proof is thus completed.
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It is also natural to consider the following sequences associated with the convex
function f, to the sequence of positive weights q = (qi)i≥1 and to the permutation
of the indices (1, 2, ..., n) , σ :

B(1)
n (f, q, σ) : =

1
(b− a)n−1

∫ b

a

...

∫ b

a

f

[
qσ(1)x1 + ...+ qσ(n−1)xn−1

Qn

+
(a+b)

2 · qσ(n)

Qn

]
dx1...dxn−1

B(2)
n (f, q, σ) : =

1
(b− a)n−2

∫ b

a

...

∫ b

a

f

[
qσ(1)x1 + ...+ qσ(n−2)xn−2

Qn

+
(a+b)

2 ·
(
qσ(n−1) + qσ(n)

)
Qn

]
dx1...dxn−2

..............................................................

B(n−1)
n (f, q, σ) : =

1
b− a

∫ b

a

f

[
qσ(1)x1 + (a+b)

2 ·
(
qσ(2) + ...+ qσ(n)

)
Qn

]
dx1

which are defined for n ≥ 2.
The following theorem contains some properties of the above sequences [49].

Theorem 105. Let f, qi
(
i = 1, n

)
be as above and σ a permutation of the

indices (1, 2, ..., n) . Then one has the inequalities:

(4.6) f

(
a+ b

2

)
≤ B(n−1)

n (f, q, σ) ≤ ... ≤ B(1)
n (f, q, σ) ≤ An (f, q) .

Proof. By Jensen’s integral inequality, one has

1
b− a

∫ b

a

f

(
qσ(1)x1 + (a+b)

2 ·
(
qσ(2) + ...+ qσ(n)

)
Qn

)
dx1

≥ f

(
1

b− a

∫ b

a

[
qσ(1)x1 + (a+b)

2 ·
(
qσ(2) + ...+ qσ(n)

)
Qn

]
dx1

)

= f

(
a+ b

2

)
,

which proves the first inequality in (4.6) .
Now, by Jensen’s inequality, we also have

1
b− a

∫ b

a

f

(
qσ(1)x1 + ...+ qσ(k)xk + (a+b)

2 ·
(
qσ(k+1) + ...+ qσ(n)

)
Qn

)
dxk

≥ f

(
qσ(1)x1 + ...+ qσ(k−1)xk−1 + (a+b)

2 ·
(
qσ(k) + ...+ qσ(n)

)
Qn

)

for all x1, ..., xk−1 ∈ [a, b] , which gives, by integration on [a, b]k−1
, that

B(n−k+1)
n (f, q, σ) ≤ B(n−k)

n (f, q, σ) , 2 ≤ k ≤ n− 1,
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and the second part of (4.6) is thus proved.
For the last part of (4.6) , we observe that:

1
b− a

∫ b

a

f

(
qσ(1)x1 + ...+ qσ(n)xn

Qn

)
dxn

≥ f

(
qσ(1)x1 + ...+ qσ(n−1)xn−1 + (a+b)

2 · qσ(n)

Qn

)
for all x1, ..., xn−1 ∈ [a, b] , which gives, by integration on [a, b]n−1

, that

1
(b− a)n

∫ b

a

...

∫ b

a

f

(
qσ(1)x1 + ...+ qσ(n)xn

Qn

)
dx1...dxn

≥ 1
(b− a)n−1

×
∫ b

a

...

∫ b

a

f

qσ(1)x1 + ...+ qσ(n−1)xn−1 +
[

(a+b)
2

]
qσ(n)

Qn

 dx1...dxn−1.

Since
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
qσ(1)x1 + ...+ qσ(n)xn

Qn

)
dx1...dxn = An (f, q)

for every σ a permutation of the indices (1, ..., n) . The proof of the theorem is thus
completed.

2. Convergence Results

We shall start with the following theorem which contains a result of convergence
for the sequence An (f) defined by:

An (f) :=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn, n ≥ 1,

where f : I ⊆ R → R is a convex mapping on the interval of real numbers I and
a, b ∈ I with a < b (see [6]).

Theorem 106. With the above assumptions for f, I and a, b, we have:

lim
n→∞

An (f) = inf {An (f) |n ≥ 1} = f

(
a+ b

2

)
.

Firstly, we shall state the next lemma which is also interesting in itself [6]:
Lemma 12. Let g : R → R be a bounded and Lebesgue measurable function on

R. If a, b ∈ R, a < b and g is continuous at a+b
2 , then

lim
n→∞

1
(b− a)n

∫ b

a

...

∫ b

a

g

(
x1 + ...+ xn

n

)
dx1...dxn = g

(
a+ b

2

)
.

Proof. We shall give a probabilistic argument following [6].
Let (Xn) , Xn : (Ω,F , p) → R be a sequence of independent random variables
which are uniformly distributed on the interval [a, b] . By the use of the “strong low
of large numbers”, we have

X1 +X2 + ...+Xn

n
−→a.e. M (X1) =

a+ b

2
.
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The mapping g being Lebesgue measurable on R and continuous at a+b
2 , we obtain:

g

(
X1 + ...+Xn

n

)
−→a.e. g

(
a+ b

2

)
.

Using the dominated convergence theorem of Lebesgue, we obtain:∫
Ω

g

(
X1 + ...+Xn

n

)
dp→

∫
Ω

g

(
a+ b

2

)
dp = g

(
a+ b

2

)
.

However, X1, ..., Xn are independent and the repartition p ◦ (X1, ..., Xn)
−1 of the

vector (X1, ..., Xn) has the density p (x1, ..., xn) = p (x1) ...pn (xn), where pi (xi) is
the density of the random variable Xi.
Since Xi (i ∈ N, i ≥ 1) are uniformly distributed, pi (x) = (b− a)−1 if x ∈ [a, b]
and pi (x) = 0 if x ∈ R\ [a, b] , i ≥ 1. Then∫

Ω

g

(
X1 + ...+Xn

n

)
dp

=
∫

Rn

g

(
a+ b

2

)
d
(
p ◦ (X1, ..., Xn)

−1
)

(x1, ..., xn)

=
1

(b− a)n

∫ b

a

...

∫ b

a

g

(
x1 + ...+ xn

n

)
dx1...dxn.

and the desired result is obtained.

Proof. (Theorem 106) If f : I ⊆ R → R is convex on I, then the map g :
R → R, g (x) = f (x) if x ∈ I and g (x) = 0 if x ∈ R\I, satisfies the conditions in
the above lemma and then

lim
n→∞

An (f) = f

(
a+ b

2

)
.

The fact that limn→∞An (f) = inf {An (f) |n ≥ 1} follows by the monotonicity of
An (f) (see Theorem 102).

The following corollary holds [6]:
Corollary 31. Let f : I ⊆ R → R be a convex mapping defined on the interval

I and a, b ∈ I with a < b. Then we have the limits:

lim
n→∞

B(n−1)
n (f) = ... = lim

n→∞
B(1)
n (f) = f

(
a+ b

2

)
.

Proof. The argument follows by the above theorem and from the inequality:

f

(
a+ b

2

)
≤ B(n−1)

n (f) ≤ ... ≤ B(1)
n (f) ≤ An (f) for n ≥ 2,

which were proved in Theorem 103.

Now, let us assume that (qi)i≥1 are positive real numbers and reconsider the
sequence

An (f, q) :=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
q1x1 + q2x2 + ...+ qnxn

Qn

)
dx1...dxn.

The following theorem contains a sufficient condition for the convergence of An (f, q)
as follows [13]:
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Theorem 107. Let f : I ⊆ R → R be a convex mapping defined on the interval
I and a, b ∈̊I with a < b and qi (n) > 0 for all i, n ≥ 1. If

lim
n→∞

q21 (n) + ...+ q2n (n)
Q2
n

= 0,

where Qn =
∑n
i=1 qi (n) , then we have the limit:

lim
n→∞

An (f, q)

= lim
n→∞

1
(b− a)n

∫ b

a

...

∫ b

a

f

(
q1 (n)x1 + q2 (n)x2 + ...+ qn (n)xn

Qn

)
dx1...dxn

= f

(
a+ b

2

)
.

Firstly, we shall prove the following lemma which is itself of importance [13]:
Lemma 13. Let f : [a, b] → R be a Lebesgue integrable function on [a, b] and

continuous at the point a+b
2 . If qi (n) > 0

(
i = 1, n

)
, n ≥ 1 are such that

lim
n→∞

q21 (n) + ...+ q2n (n)
Q2
n

= 0

then

lim
n→∞

1
(b− a)n

∫
[a,b]n

f

(
q1 (n)x1 + ...+ qn (n)xn

Qn

)
dx1...dxn

= f

(
a+ b

2

)
,

where the above integral is considered in the Lebesgue sense.

Proof. Now, it is clear that the above integral exists and choosing xi = a +
ti (b− a) , i = 1, n, we get:

1
(b− a)n

∫
[a,b]n

f

(
q1 (n)x1 + ...+ qn (n)xn

Qn

)
dx1...dxn

=
∫

[0,1]n
f

(
a+ b · q1 (n) t1 + ...+ qn (n) tn

Qn

)
dt1...dtn

Since f is continuous at x0 = a+b
2 , for each ε > 0 there exists a δ > 0 such that∣∣x− a+b

2

∣∣ < δ implies that
∣∣f (x)− f

(
a+b
2

)∣∣ < ε
2 .

Consider the mappings ϕn : [0, 1]n → [a, b] given by

ϕn (t) = a+
b− a

Qn
[q1 (n) t1 + ...+ qn (n) tn] ,

where t = (t1, ..., tn) , and define the sets:

Aδ (ϕn) :=

{
t ∈ [0, 1]n :

∣∣∣∣∣ϕn (t)−
∫

[0,1]n
ϕn (s) ds

∣∣∣∣∣ ≥ δ

}
.

Aδ (ϕn) are Lebesgue measurable in [0, 1]n .
If Aδ (ϕn) 6= φ, then∣∣∣∣∣ϕn (t)−

∫
[0,1]n

ϕn (s) ds

∣∣∣∣∣
2

≥ δ2 for all t ∈ Aδ (ϕn)
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and thus

∫
[0,1]n

(
ϕn (t)−

∫
[0,1]n

ϕn (s) ds

)2

dt

≥
∫
Aδ(ϕn)

(
ϕn (t)−

∫
[0,1]n

ϕn (s) ds

)2

dt

≥ δ2mes (Aδ (ϕn)) .

That is,

(4.7)
∫

[0,1]n
ϕ2
n (t) dt−

(∫
[0,1]n

ϕn (s) ds

)2

dt ≥ δ2mes (Aδ (ϕn)) .

However, a simple calculation shows that

∫
[0,1]n

ϕ2
n (t) dt

=
∫

[0,1]n

[
a2 + 2a · b− a

Qn
(q1 (n) t1 + ...+ qn (n) tn)

+
(b− a)2

Q2
n

(q1 (n) t1 + ...+ qn (n) tn)
2

]
dt

= a2 + a (b− a) +
(b− a)2

Q2
n

1
3

n∑
i=1

q2i (n) +
1
2

∑
1≤i≤j≤n

qi (n) qj (n)


and

[∫
[0,1]n

ϕn (t) dt

]2

= a2 + a (b− a) +
(b− a)2

4
.

By the inequality (4.7) , we obtain:

∫
[0,1]n

ϕ2
n (t) dt−

[∫
[0,1]n

ϕn (t) dt

]2

=
(b− a)2

12
· q

2
1 (n) + ...+ q2n (n)

Q2
n

≥ δ2mes (Aδ (ϕn)) .
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Now, we have successively:∣∣∣∣∣
∫

[0,1]n
f (ϕn (t)) dt− f

(
a+ b

2

)∣∣∣∣∣
≤

∫
[0,1]n

∣∣∣∣f (ϕn (t))− f

(
a+ b

2

)∣∣∣∣ dt
=

∫
[0,1]n\Aδ(ϕn)

∣∣∣∣f (ϕn (t))− f

(
a+ b

2

)∣∣∣∣ dt
+
∫
Aδ(ϕn)

∣∣∣∣f (ϕn (t))− f

(
a+ b

2

)∣∣∣∣ dt
≤ ε

2
+ 2Mmes (Aδ (ϕn))

≤ ε

2
+

2M
δ2

· (b− a)2

12
· q

2
1 (n) + ...+ q2n (n)

Q2
n

,

where M = sup {|f (x)| : x ∈ [a, b]} .
As

q21 (n) + ...+ q2n (n)
Q2
n

→ 0,

hence, there exists an nε ∈ N such that

2M
δ2

· (b− a)2

12
· q

2
1 (n) + ...+ q2n (n)

Q2
n

<
ε

2
for all n ≥ nε. Thus, we have∣∣∣∣∣

∫
[0,1]n

f (ϕn (t)) dt− f

(
a+ b

2

)∣∣∣∣∣ ≤ ε

and the required limit is proved.

Proof. (Theorem 107) Since f : I → R is convex on I and a, b ∈̊I, f is
continuous on [a, b] . Now, applying Lemma 13 and observing that∫

[a,b]n
f

(
q1 (n)x1 + q2 (n)x2 + ...+ qn (n)xn

Qn

)
dx1...dxn

=
∫ b

a

...

∫ b

a

f

(
q1 (n)x1 + q2 (n)x2 + ...+ qn (n)xn

Qn

)
dx1...dxn,

where the last integral is considered in the Riemann sense, the proof of the theorem
is completed.

The following corollary holds [13]:
Corollary 32. Let f : I ⊆ R → R be a convex function on I, a, b ∈̊I with

a < b and qi (n) > 0 for all i, n ≥ 1. If

lim
n→∞

q21 (n) + ...+ q2n (n)
Q2
n

= 0,

then

lim
n→∞

B(n−1)
n (f, q, σ) = .... = B(1)

n (f, q, σ) = f

(
a+ b

2

)
for all σ a permutation of the indices (1, 2, ..., n) .
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Proof. The proof follows by the above theorem and by the inequality

f

(
a+ b

2

)
≤ B(n−1)

n (f, q, σ) ≤ .... ≤ B(1)
n (f, q, σ) ≤ An (f, q) , n ≥ 2,

which was proved in Theorem 105.

3. Estimation of Some Sequences of Multiple Integrals

For an integrable mapping f : [a, b] → R, let us define the sequence of func-
tionals by the following multiple integrals:

L1 (f) : =
f (a) + f (b)

2
,

Ln (f) : =
1

2 (b− a)n

∫ b

a

...

∫ b

a

[
f

(
x1 + ...+ xn−1 + b

n

)
+f
(
x1 + ...+ xn−1 + a

n

)]
dx1...dxn−1

for n ≥ 2 and

An (f) :=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn for n ≥ 1.

The following lemma holds [37].

Lemma 14. Let f : I ⊆ R be a differentiable function on I̊ and a, b ∈̊I with
a < b. If f ′ is integrable on [a, b] , then we have the equality:

Ln (f)−An (f)(4.8)

=
1
n
· 1
(b− a)n

∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)(
xn −

a+ b

2

)
dx1...dxn

for all n ≥ 1.

Proof. For n = 1, we must prove that

f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx =
1

b− a

∫ b

a

f ′ (x)
(
x− a+ b

2

)
dx.

Indeed, by an integration by parts, we have that:∫ b

a

f ′ (x)
(
x− a+ b

2

)
dx = f (x)

(
x− a+ b

2

)∣∣∣∣b
a

−
∫ b

a

f (x) dx

=
(b− a) (f (a) + f (b))

2
−
∫ b

a

f (x) dx

and the required identity is proved.
Let us prove the equality (4.8) for n ≥ 2.



3. ESTIMATION OF SOME SEQUENCES OF MULTIPLE INTEGRALS 167

By an integration by parts, we have:∫ b

a

f ′
(
x1 + ...+ xn

n

)(
xn −

a+ b

2

)
dxn

= n f

(
x1 + ...+ xn

n

)(
xn −

a+ b

2

)∣∣∣∣b
a

− n

∫ b

a

f

(
x1 + ...+ xn

n

)
dxn

= n

{
b− a

2

[
f

(
x1 + ...+ xn−1 + b

n

)
+ f

(
x1 + ...+ xn−1 + a

n

)]
−
∫ b

a

f

(
x1 + ...+ xn

n

)
dxn

}
.

If we integrate on [a, b]n−1
, we have that:

1
n (b− a)n

∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)(
xn −

a+ b

2

)
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

b− a

2

[
f

(
x1 + ...+ xn−1 + b

n

)
+f
(
x1 + ...+ xn−1 + a

n

)]
dx1...dxn−1

− 1
(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1..dxn

=
1

2 (b− a)n−1

∫ b

a

...

∫ b

a

[
f

(
x1 + ...+ xn−1 + b

n

)
+f
(
x1 + ...+ xn−1 + a

n

)]
dx1...dxn−1

− 1
(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1..dxn

= Ln (f)−An (f)

and the identity (4.8) is proved.

By the use of the above lemma, we can point out the following estimation
results for the sequences defined above [37].

Theorem 108. Let f : I ⊆ R → R be a convex function defined on the interval
I and a, b ∈̊I with a < b. Then we have the inequality:

(4.9) 0 ≤ An (f)− f

(
a+ b

2

)
≤ n [Ln (f)−An (f)]

for all n ≥ 1.

Proof. For n = 1 we have

1
b− a

∫ b

a

f (x) dx− f

(
a+ b

2

)
≤ f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx,

which is Bullen’s inequality.
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We can assume, without loss of generality, that f is differentiable and convex
on I. Thus, we have the inequality

f

(
a+ b

2

)
− f

(
x1 + ...+ xn

n

)
≥
(
a+ b

2
− x1 + ...+ xn

n

)
f ′
(
x1 + ...+ xn

n

)
for all x1, ..., xn ∈ [a, b] .

Integrating on [a, b]n , we get that

f

(
a+ b

2

)
−An (f)

≥ 1
(b− a)n

∫ b

a

...

∫ b

a

(
a+ b

2
− x1 + ...+ xn

n

)
f ′
(
x1 + ...+ xn

n

)
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

(
a+ b

2
− xn

)
f ′
(
x1 + ...+ xn

n

)
dx1...dxn

as ∫ b

a

...

∫ b

a

x1f
′
(
x1 + ...+ xn

n

)
dx1...dxn

= ... =
∫ b

a

...

∫ b

a

xnf
′
(
x1 + ...+ xn

n

)
dx1...dxn.

Using Lemma 14, we have that

1
(b− a)n

∫ b

a

...

∫ b

a

(
a+ b

2
− xn

)
f ′
(
x1 + ...+ xn

n

)
dx1...dxn

= n (Ln (f)−An (f)) ,

and from the above inequality we get (4.9) .

Another result of this type is embodied in the following theorem [37].

Theorem 109. Let f : I ⊆ R → R be a convex function defined on the interval
I and a, b ∈̊I with a < b. Then we have the inequality:

(4.10) 0 ≤ An (f)−An+1 (f) ≤ n

n+ 1
[Ln (f)−An (f)]

for all n ≥ 1.

Proof. For n = 1 we have to prove that

0 ≤ 1
b− a

∫ b

a

f (x) dx− 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy

≤ 1
2

[
f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

]
,

which is known (see Corollary 29, Chapter 3).
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We can assume, without loss of generality, that f is differentiable and convex
on I. Thus, we have the inequality

f

(
x1 + ...+ xn+1

n+ 1

)
− f

(
x1 + ...+ xn

n

)
≥

(
x1 + ...+ xn+1

n+ 1
− x1 + ...+ xn

n

)
f ′
(
x1 + ...+ xn

n

)
=

[
nxn+1 − (x1 + ...+ xn)

n (n+ 1)

]
f ′
(
x1 + ...+ xn

n

)
,

for all x1, ..., xn+1 ∈ [a, b] .
Integrating on [a, b]n+1

, we get:

An+1 (f)−An (f)

≥ 1
(b− a)n+1

n (n+ 1)

[∫ b

a

...

∫ b

a

nxn+1f
′
(
x1 + ...+ xn

n

)
dx1...dxn+1

−
∫ b

a

...

∫ b

a

(x1 + ...+ xn) f ′
(
x1 + ...+ xn

n

)
dx1...dxn+1

]

=
1

(b− a)n+1
n (n+ 1)

[
n · b

2 − a2

2

∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)
dx1...dxn

−n (b− a)
∫ b

a

...

∫ b

a

xnf
′
(
x1 + ...+ xn

n

)
dx1...dxn

]

=
1

(b− a)n (n+ 1)

[∫ b

a

...

∫ b

a

(
a+ b

2
− xn

)
f ′
(
x1 + ...+ xn

n

)
dx1...dxn

]
=

n

n+ 1
[An (f)− Ln (f)] ,

and the inequality (4.10) is proved.

Next, we shall point out some estimations for the difference Ln (f) − An (f)
(see [37]).

Theorem 110. Let f : I ⊆ R → R be a differentiable function on I̊ and a, b ∈̊I
with a < b. If |f ′|2 is integrable on [a, b], then we have the inequality:

|Ln (f)−An (f)|(4.11)

≤
√

3 (b− a)
6n
√
n

[
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣f ′(x1 + ...+ xn
n

)∣∣∣∣2 dx1...dxn

] 1
2

for all n ≥ 1.

Proof. If |f ′|2 is integrable on [a, b] , then f ′ is integrable on [a, b] and we have
the equality (see Lemma 14):

Ln (f)−An (f)

=
1
n
· 1
(b− a)n

∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)(
xn −

a+ b

2

)
dx1...dxn.
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On the other hand, it is clear that∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)
xn dx1...dxn

=
∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)(
x1 + ...+ xn

n

)
dx1...dxn,

and thus

Ln (f)−An (f)

=
1

n (b− a)n

∫ b

a

...

∫ b

a

f ′
(
x1 + ...+ xn

n

)(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn

for all n ≥ 1.
If we apply the Cauchy-Buniakowsky-Schwartz integral inequality, we have

|Ln (f)−An (f)|(4.12)

≤ 1
n

(
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣f ′(x1 + ...+ xn
n

)∣∣∣∣2 dx1...dxn

) 1
2

×

(
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣x1 + ...+ xn
n

− a+ b

2

∣∣∣∣2 dx1...dxn

) 1
2

.

Let us compute:

A :=
1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn.

We have:

A =
1

(b− a)n

∫ b

a

...

∫ b

a

 1
n2

x2
1 + ...+ x2

n + 2
∑

1≤i<j≤n

xixj

 dx1...dxn

−2 · a+ b

2
· 1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n

)
dx1...dxn +

(
a+ b

2

)2

.

However, a simple calculation shows us that:

1
n2
· 1
(b− a)n

∫ b

a

...

∫ b

a

x2
1 + ...+ x2

n + 2
∑

1≤i<j≤n

xixj

 dx1...dxn

=
1
n2

n · 1
(b− a)

∫ b

a

x2dx+ 2 · n (n− 1)
2

(
1

b− a

∫ b

a

xdx

)2


=
1
n

[
b3 − a3

3 (b− a)
+

2 (n− 1)
2

·
(
a+ b

2

)2
]

and
1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n

)
dx1...dxn

=
1

(b− a)

∫ b

a

xdx =
a+ b

2
.



3. ESTIMATION OF SOME SEQUENCES OF MULTIPLE INTEGRALS 171

Thus,

A =
1
n

[
a2 + ab+ b2

3
+ (n− 1)

(
a+ b

2

)2
]
−
(
a+ b

2

)2

=
1
n

[
a2 + ab+ b2

3
−
(
a+ b

2

)2
]

=
1

12n
(b− a)2 .

Using inequality (4.12) with A as above, we easily obtain the inequality (4.11) . We
shall omit the details.

Corollary 33. Let f : I ⊆ R → R be a differentiable function on I̊ and a, b ∈̊I
with a < b. If M := supx∈[a,b] |f ′ (x)| <∞, then we have the inequality:

(4.13) |Ln (f)−An (f)| ≤
√

3 (b− a)M
6n
√
n

for all n ≥ 1.

The above corollary allows us to state the following estimation result for convex
mappings [37].

Theorem 111. Let f : I ⊆ R → R be a convex function on I and a, b ∈̊I with
a < b. If M := supx∈[a,b] |f ′ (x)| <∞, then we have the inequalities:

(4.14) 0 ≤ An (f)− f

(
a+ b

2

)
≤
√

3 (b− a)M
6
√
n

, n ≥ 1

and

(4.15) 0 ≤ An (f)−An+1 (f) ≤
√

3 (b− a)M
6 (n+ 1)

√
n
, n ≥ 1.

Moreover, we have that:

lim
n→∞

np
[
An (f)− f

(
a+ b

2

)]
= 0 for 0 ≤ p <

1
2

and

lim
n→∞

nq [An (f)−An+1 (f)] = 0 for 0 ≤ q <
3
2
.

Next, we shall point out some estimation results for the weighted sequence

An (f, q) =
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
q1x1 + ...+ qnxn

Qn

)
dx1...dxn

for all n ≥ 1, where qi > 0, i = 1, n, [37].
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Theorem 112. Let f : I ⊆ R → R be a convex function on I and a, b ∈̊I with
a < b. If

∣∣f ′+∣∣2 is integrable on [a, b], then we have the inequality

0 ≤ An (f, q)− f

(
a+ b

2

)
(4.16)

≤

√
3
(∑n

j=1 q
2
j

) 1
2

(b− a)

6Qn

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣f ′+(q1x1 + ...+ qnxn
Qn

)∣∣∣∣2 dx1...dxn

] 1
2

for n ≥ 1.

Proof. By the convexity of f, we can write that

f

(
q1x1 + ...+ qnxn

Qn

)
− f

(
a+ b

2

)
≤

(
q1x1 + ...+ qnxn

Qn
− a+ b

2

)
f ′+

(
q1x1 + ...+ qnxn

Qn

)

for all x1, ..., xn ∈ [a, b] .
If we integrate over [a, b]n , we obtain

An (f, q)− f

(
a+ b

2

)
(4.17)

≤ 1
(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn
− a+ b

2

)
×f ′+

(
q1x1 + ...+ qnxn

Qn

)
dx1...dxn

≤

[
1

(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn
− a+ b

2

)2

dx1...dxn

] 1
2

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣f ′+(q1x1 + ...+ qnxn
Qn

)∣∣∣∣2 dx1...dxn

] 1
2

on using the Cauchy-Buniakowsky-Schwartz inequality for the last inequality.
Now, denote

B :=
1

(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn
− a+ b

2

)2

dx1...dxn, n ≥ 1.
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Then we have

B =
1
Q2
n

· 1
(b− a)n

×
∫ b

a

...

∫ b

a

q21x2
1 + ...+ q2nx

2
n + 2

∑
1≤i<j≤n

qixiqjxj

 dx1...dxn

−2 · a+ b

2
· 1
(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn

)
dx1...dxn

+
(
a+ b

2

)2

.

However,

1
Q2
n

· 1
(b− a)n

∫ b

a

...

∫ b

a

 n∑
j=1

q2jx
2
j + 2

∑
1≤i<j≤n

qixiqjxj

 dx1...dxn

=
1
Q2
n

 n∑
j=1

q2j

 · 1
b− a

∫ b

a

x2dx+ 2
∑

1≤i<j≤n

qiqj

(
1

b− a

∫ b

a

xdx

)2


=
1
Q2
n

b2 + ab+ a2

3

n∑
j=1

q2j + 2
∑

1≤i<j≤n

qiqj

(
a+ b

2

)2


and
1

(b− a)n

∫ b

a

...

∫ b

a

[
q1x1 + ...+ qnxn

Qn

]
dx1...dxn

=
1

b− a

∫ b

a

xdx =
a+ b

2
.

Then we have

B =
1
Q2
n

 n∑
j=1

q2j

(
b2 + ab+ a2

3

)
+ 2

∑
1≤i<j≤n

qiqj

(
a+ b

2

)2
− (a+ b

2

)2

=
1
Q2
n

 n∑
j=1

q2j

(
b2 + ab+ a2

3

)
+ 2

∑
1≤i<j≤n

qiqj

(
a+ b

2

)2

−Q2
n

(
a+ b

2

)2
 .

As

Q2
n =

n∑
j=1

q2j + 2
∑

1≤i<j≤n

qiqj ,

then

B =
1
Q2
n

·
n∑
j=1

q2j

[
b2 + ab+ a2

3
−
(
a+ b

2

)2
]

=
(b− a)2

∑n
j=1 q

2
j

12Q2
n

.

Using the inequality (4.17) , we deduce the desired inequality (4.16) .
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Corollary 34. With the above assumptions, given that M := supx∈[a,b] |f ′ (x)| <
∞, we have the inequality:

(4.18) 0 ≤ An (f, q)− f

(
a+ b

2

)
≤

√
3 (b− a)

(∑n
j=1 q

2
j

) 1
2

6Qn
M

for n ≥ 1.

Remark 57. Note that if limn→∞

∑n
j=1 q

2
j

Q2
n

= 0, then, from (4.18) , we recapture
the result from Theorem 107.

The following result also holds [37]:

Theorem 113. Let f : I ⊆ R → R be a convex function on I and a, b ∈̊I
with a < b. If

∣∣f ′+∣∣2 is integrable on [a, b] and qi > 0 (i ∈ N∗) , then one has the
estimation:

0 ≤ An (f, q)−An (f)(4.19)

≤
√

3 (b− a)
6

 n∑
j=1

(
qj
Qn

− 1
n

)2
 1

2

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣f ′+(q1x1 + ...+ qnxn
Qn

)∣∣∣∣2 dx1...dxn

] 1
2

for all n ≥ 1, where Qn :=
∑n
i=1 qi.

Proof. Using the convexity of f, we have that

f

(
q1x1 + ...+ qnxn

Qn

)
− f

(
x1 + ...+ xn

n

)
≤

(
q1x1 + ...+ qnxn

Qn
− x1 + ...+ xn

n

)
f ′+

(
q1x1 + ...+ qnxn

Qn

)
for all x1, ..., xn ∈ [a, b] .

Integrating on [a, b]n , we obtain

An (f, q)−An (f)(4.20)

≤ 1
(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn
− x1 + ...+ xn

n

)
×f ′+

(
q1x1 + ...+ qnxn

Qn

)
dx1...dxn

≤

[
1

(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn
− x1 + ...+ xn

n

)2

dx1...dxn

] 1
2

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

∣∣∣∣f ′+(q1x1 + ...+ qnxn
Qn

)∣∣∣∣2 dx1...dxn

] 1
2

,

by applying the Cauchy-Buniakowsky-Schwartz integral inequality for the last in-
equality.
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Let us define

C :=
1

(b− a)n

∫ b

a

...

∫ b

a

(
q1x1 + ...+ qnxn

Qn
− x1 + ...+ xn

n

)2

dx1...dxn.

Then we have:

C =
1

Q2
nn

2
· 1
(b− a)n

×
∫ b

a

...

∫ b

a

[(nq1 −Qn)x1 + ...+ (nqn −Qn)xn]
2
dx1...dxn

=
1

n2Q2
n

· 1
(b− a)n

∫ b

a

...

∫ b

a

 n∑
j=1

(nqj −Qn)
2
x2
j

+ 2
∑

1≤i<j≤n

(nqi −Qn) (nqj −Qn)xixj

 dx1...dxn

=
1

n2Q2
n

 n∑
j=1

(nqj −Qn)
2 1
b− a

∫ b

a

x2dx

+ 2
∑

1≤i<j≤n

(nqi −Qn) (nqj −Qn)

(
1

b− a

∫ b

a

xdx

)2


=
1

n2Q2
n

 n∑
j=1

(nqj −Qn)
2 a

2 + ab+ b2

3

+ 2
∑

1≤i<j≤n

(nqi −Qn) (nqj −Qn)
(
a+ b

2

)2


=
1

n2Q2
n

 n∑
j=1

(nqj −Qn)
2

[
a2 + ab+ b2

3
−
(
a+ b

2

)2
]

+
(
a+ b

2

)2
 n∑
j=1

(nqi −Qn)
2 + 2

∑
1≤i<j≤n

(nqi −Qn) (nqj −Qn)

 .
However, it is easy to see that

n∑
j=1

(nqj −Qn)
2 + 2

∑
1≤i<j≤n

(nqi −Qn) (nqj −Qn)

=

 n∑
j=1

(nqj −Qn)

2

= 0.

Hence,

C =

∑n
j=1 (Qn − nqj)

2

Q2
nn

2
· (b− a)2

12
.

Finally, by using inequality (4.20), we deduce the desired inequality (4.19) .
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Corollary 35. With the above assumptions, given that M := supx∈[a,b] |f ′ (x)| <
∞, we have the inequality:

(4.21) 0 ≤ An (f, q)−An (f) ≤
√

3 (b− a)M
6

 n∑
j=1

(
qj
Qn

− 1
n

)2
 1

2

for all n ≥ 1.
Remark 58. If we assume that qi > 0 (i ∈ N∗) are such that

lim
n→∞

∑n
j=1 (Qn − nqj)

2

Q2
nn

2
= 0,

then we have
lim
n→∞

[An (f, q)−An (f)] = 0.

4. Further Generalizations

Now, let T be a nonempty set and m be a natural number, with m ≥ 2. Suppose
that α1, ..., αm : T → R are m functions with the property

αi (t) ≥ 0
(
i = 1,m

)
and α1 (t) + ...+ αm (t) = 1 for all t ∈ T.

Consider f : I ⊆ R → R, a given convex mapping in the interval I and a, b ∈̊I with
a < b. We can define the following sequence of mappings [57]

H
[m]
1 (t) : =

1
b− a

∫ b

a

f

(
α1 (t) + x1 (α2 (t) + ...+ αm (t))

a+ b

2

)
dx1

H
[m]
2 (t) : =

1
(b− a)2

∫ b

a

∫ b

a

f

(
α1 (t)x1 + α2 (t)x2

+ (α3 (t) + ...+ αm (t))
a+ b

2

)
dx1dx2

..........................................................................

H
[m]
m−1 (t) : =

1
(b− a)m−1

∫ b

a

...

∫ b

a

f

(
α1 (t)x1 + ...+ αm−1 (t)xm−1

+αm (t)
a+ b

2

)
dx1...dxm−1

and

H [m] (t) :=
1

(b− a)m

∫ b

a

...

∫ b

a

f (α1 (t)x1 + ...+ αm (t)xm) dx1...dxm,

where t is in T.
The following theorem holds [57]:
Theorem 114. Let f, αi

(
i = 1,m

)
and m be as above. Then:

(i) We have the inequalities:

(4.22) f

(
a+ b

2

)
≤ H

[m]
1 (t) ≤ ... ≤ H

[m]
m−1 (t) ≤ H [m] (t) ≤ 1

b− a

∫ b

a

f (x) dx
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for all t ∈ T ;
(ii) If there exists a t0 ∈ T such that α1 (t0) = ... = αp (t0) = 0 (1 ≤ p ≤ m− 1) ,

then

(4.23) inf
t∈T

H
[m]
l (t) = H

[m]
l (t0) = f

(
a+ b

2

)
for 1 ≤ l ≤ p;

(iii) If there exists a t1 ∈ T such that αp (t1) = 1 (1 ≤ p ≤ m− 1) , then

(4.24) sup
t∈T

H
[m]
l (t) = sup

t∈T
H [m] (t) = H

[m]
l (t1) = H [m] (t1) =

1
b− a

∫ b

a

f (x) dx

and

(4.25) inf
t∈T

H [m]
q (t) = H [m]

q (t1) = f

(
a+ b

2

)
for all p ≤ l ≤ m− 1 and 1 ≤ q ≤ p− 1;

(iv) If T is a convex subset of a linear space Y and the αi
(
i = 1,m

)
satisfy

the condition

αi (γt1 + βt2) = γαi (t1) + βαi (t2) ,
(
i = 1,m

)
for all t1, t2 in T and γ, β with γ + β = 1 and γ, β ≥ 0, then H

[m]
l

(1 ≤ l ≤ m− 1) and H [m] are convex mappings on T.

Proof. (i) By Jensen’s integral inequality, we have that

H
[m]
l (t) ≥ f

(
α1 (t) · 1

b− a

∫ b

a

x1dx1 + (α2 (t) + ...+ αm (t))
a+ b

2

)

= f

(
a+ b

2

)
for all t ∈ T, which shows the first inequality in (4.22) .
Now, suppose that 1 ≤ l ≤ m − 2 and t ∈ T. Then, by Jensen’s integral
inequality, we also have:

H
[m]
l+1 (t)

=
1

(b− a)l+1

∫ b

a

...

∫ b

a

f

(
α1 (t)x1 + ...+ αl+1 (t)xl+1

+ (αl+2 (t) + ...+ αm (t))
a+ b

2

)
dx1...dxl+1

≥ 1

(b− a)l

∫ b

a

...

∫ b

a

f

(
α1 (t)x1 + ...+ αl (t)xl

+αl+1 (t)
1

b− a

∫ b

a

xl+1dxl+1 + (αl+2 (t) + ...+ αm (t))
a+ b

2

)
dx1...dxl

= H
[m]
l (t) ,

which shows that the finite sequence
{
H

[m]
l (t)

}
l=1,m−1

is monotonic non-

decreasing for all t ∈ T.
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On the other hand, Jensen’s inequality yields that

H [m] (t)

≥ 1
(b− a)m−1

∫ b

a

...

∫ b

a

f

(
α1 (t)x1 + ...+ αm−1 (t)xm−1

+αm (t)
1

b− a

∫ b

a

xmdxm

)
dx1...dxm−1

= H
[m]
m−1 (t)

for all t ∈ T.
Finally, by the convexity of f, one has:

f (α1 (t)x1 + ...+ αm (t)xm) ≤ α1 (t) f (x1) + ...+ αm (t) f (xm)

for all t ∈ T and xi ∈ [a, b] with i = 1,m. Integrating this inequality on
[a, b]m , we derive:∫ b

a

...

∫ b

a

f (α1 (t)x1 + ...+ αm (t)xm) dx1...dxm

≤
∫ b

a

...

∫ b

a

[α1 (t) f (x1) + ...+ αm (t) f (xm)] dx1...dxm

= (b− a)m−1
∫ b

a

f (x) dx,

which implies the inequality

H [m] (t) ≤ 1
b− a

∫ b

a

f (x) dx

for all t ∈ T, and the statement (4.22) is proved.
(ii) If α1 (t0) = ... = αp (t0) = 0 (1 ≤ p ≤ m− 1) , then

αp+1 (t0) + ...+ αm (t0) = 1.

Therefore,

H [m]
p (t0)

=
1

(b− a)p

∫ b

a

...

∫ b

a

f

[
(αp+1 (t0) + ...+ αm (t0))

a+ b

2

]
dx1...dxp

= f

(
a+ b

2

)
.

Since

f

(
a+ b

2

)
≤ H

[m]
1 (t0) ≤ ... ≤ H [m]

p (t0) ,

the statement (ii) is proved.
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(iii) If αp (t1) = 1, then αs (t1) = 0 for all s 6= p (1 ≤ s ≤ m) . Then for
p ≤ l ≤ m− 1, we have

H
[m]
l (t1) =

1

(b− a)l

∫ b

a

...

∫ b

a

f (xp) dx1...dxp =
1

b− a

∫ b

a

f (x) dx

=
1

(b− a)m

∫ b

a

...

∫ b

a

f (xp) dx1...dxm

= H [m] (t1) .

If 1 ≤ q ≤ p− 1, one has

H [m]
q (t1) =

1
(b− a)q

∫ b

a

...

∫ b

a

f

(
a+ b

2

)
dx1...dxq = f

(
a+ b

2

)
.

Using the statement (i), we easily obtain the bounds (4.24) and (4.25) .
(iv) Follows by the convexity of f. We shall omit the details.

With the assumptions for f, αi
(
i = 1,m

)
, T and m, we can define another

sequence of mappings connected with H [m]
l (1 ≤ l ≤ m− 1) and given by:

G
[m]
1 (t) : = α1 (t)

1
b− a

∫ b

a

f (x) dx+ (α2 (t) + ...+ αm (t)) f
(
a+ b

2

)
G

[m]
2 (t) : = (α1 (t) + α2 (t))

1
b− a

∫ b

a

f (x) dx+ (α3 (t) + ...+ αm (t))

×f
(
a+ b

2

)
.......................................................................................

G
[m]
m−1 (t) : = (α1 (t) + ..+ αm−1 (t))

1
b− a

∫ b

a

f (x) dx+ αm (t) f
(
a+ b

2

)
for all t ∈ T.

The following theorem also holds [57].
Theorem 115. With the above assumptions, one has:

(i) The inequalities

f

(
a+ b

2

)
≤ G

[m]
1 (t) ≤ ... ≤ G

[m]
m−1 (t) ≤ 1

b− a

∫ b

a

f (x) dx

hold for all t ∈ T ;
(ii) For all i = 1,m, one has

H
[m]
i (t) ≤ G

[m]
i (t) for all t ∈ T ;

(iii) If there exists a t0 ∈ T such that α1 (t0) = ... = αp (t0) = 0 (1 ≤ p ≤ m− 1) ,
then:

inf
t∈T

G
[m]
l (t) = G

[m]
l (t0) = f

(
a+ b

2

)
for all 1 ≤ l ≤ p;
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(iv) If there exists a t1 ∈ T such that αp (t1) = 1, then

sup
t∈T

G
[m]
l (t) = G

[m]
l (t1) =

1
b− a

∫ b

a

f (x) dx

and

inf
t∈T

G[m]
q (t) = G[m]

q (t1) = f

(
a+ b

2

)
,

for all p ≤ l ≤ m− 1 and 1 ≤ q ≤ p− 1;
(v) If T is a convex subset of a linear space Y, f

(
a+b
2

)
≥ 0 and the αi(

i = 1,m
)

are convex mappings on T, then the G
[m]
l are convex on T

for all l = 1,m− 1.

Proof. The argument of (i) , (iii) , (iv) and (v) are obvious by the definition of
G

[m]
l

(
l = 1,m− 1

)
. Let us prove the statement (ii) .

Since f is convex on I, one has

H
[m]
i (t) =

1

(b− a)i

∫ b

a

...

∫ b

a

f

(
α1 (t)x1 + ...+ αi (t)xi

+(αi+1 (t) + ..+ αm (t))
a+ b

2

)
dx1...dxi

≤ 1

(b− a)i

∫ b

a

...

∫ b

a

[
α1 (t) f (x1) + ..+ αi (t) f (xi)

+ (αi+1 (t) + ...+ αm (t)) f
(
a+ b

2

)]
dx1...dxi

= G
[m]
i (t) , i = 1,m− 1

for all t ∈ T, which proves the statement (ii) .

5. Properties of the Sequence of Mappings Hn

Let I ⊆ R → R be an interval of real numbers and a, b ∈ I with a < b and
f : I → R be a mapping with the property that it is integrable on [a, b] . Then we
can define the following sequence of mappings Hn : [0, 1] → R given by

Hn (t) :=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t)

a+ b

2

)
dx1...dxn

for n ≥ 1 and t ∈ [0, 1] .
Some properties of this sequence of mappings are embodied in the following

theorem [24].

Theorem 116. Let f : I ⊆ R be a convex mapping on I and a, b ∈ I with
a < b. Then

(i) The Hn are convex on [0, 1] for all n ≥ 1;
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(ii) One has the inequalities:

f

(
a+ b

2

)
(4.26)

≤ Hn (t)

≤ 1
(b− a)n+1

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t)xn+1

)
dx1...dxn+1

and

Hn (t)(4.27)

≤ t · 1
(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn

+(1− t) · f
(
a+ b

2

)
≤ 1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn

for all t ∈ [0, 1] ;
(iii) One has the bounds

(4.28) inf
t∈[0,1]

Hn (t) = f

(
a+ b

2

)
= Hn (0) for all n ≥ 1;

and

sup
t∈[0,1]

Hn (t)(4.29)

=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn

= Hn (1) for n ≥ 1;

(iv) The mapping Hn is monotonic nondecreasing on [0, 1] for all n ≥ 1.

Proof. (i) Follows by the convexity of f.
(ii) Applying Jensen’s integral inequality, we have that

1
b− a

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t)xn+1

)
dxn+1

≥ f

[
1

b− a

∫ b

a

(
t · x1 + ...+ xn

n
+ (1− t)xn+1

)
dxn+1

]

= f

(
t · x1 + ...+ xn

n
+ (1− t) · 1

b− a

∫ b

a

xn+1dxn+1

)

= f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
for all x1, ..., xn ∈ [a, b] and t ∈ [0, 1] .
Integrating this inequality on [a, b]n over the variables x1, ..., xn, we deduce
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the second inequality in (4.26) .
By Jensen’s integral inequality for multiple integrals, we have

1
(b− a)n

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn

≥ f

[
1

(b− a)n

∫ b

a

...

∫ b

a

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn

]

= f

[
t · 1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n

)
dx1...dxn + (1− t) · a+ b

2

]

= f

(
t · a+ b

2
+ (1− t) · a+ b

2

)
= f

(
a+ b

2

)
,

and the inequality is completely proved.
By the convexity of f on [a, b] , we can write that:

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
≤ t · f

(
x1 + ...+ xn

n

)
+ (1− t) · f

(
a+ b

2

)
for all x1, ..., xn ∈ [a, b] and t ∈ [0, 1] . Integrating this inequality on [a, b]n ,
we deduce

Hn (t)

=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn

≤ t · 1
(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn + (1− t) · f

(
a+ b

2

)
,

and the first inequality in (4.27) is proved.
As we know that

f

(
a+ b

2

)
≤ 1

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn,

(see the inequality (4.2)) we obtain the last part of (4.27) .
(iii) The bounds (4.28) and (4.29) follow by the inequalities (4.26) and (4.27) .

We shall omit the details.
(iv) Let 0 < t1 < t2 ≤ 1. By the convexity of f, we have that

Hn (t2)−Hn (t1)
t2 − t1

≥ Hn (t1)−Hn (0)
t1

,

but Hn (t1) ≥ Hn (0) (see the first inequality in (4.26)) and then we get
that Hn (t2) −Hn (t1) ≥ 0 for all 0 ≤ t1 < t2 ≤ 1, which shows that the
mapping Hn (·) is monotonic nondecreasing on [0, 1] .

We shall now give another result of monotonicity which, in a sense, completes
the above theorem [24].
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Theorem 117. Let f : I ⊆ R → R be a convex mapping on I and a, b ∈ T,
with a < b. Then

(4.30) f

(
a+ b

2

)
≤ Hn+1 (t) ≤ Hn (t) ≤ ... ≤ H1 (t) = H (t)

for all n ≥ 1 and t ∈ [0, 1] . That is, the sequence of mappings (Hn)n≥1 is mono-
tonically nonincreasing.

Proof. We shall give two arguments.

(1) Let us define the real numbers belonging to [a, b] :

y1 : = t · x1 + ...+ xn
n

+ (1− t) · a+ b

2
;

y2 : = t · x2 + x3 + ...+ xn+1

n
+ (1− t) · a+ b

2
;

...........................................................

yn+1 : = t · xn+1 + x1 + ...+ xn−1

n
+ (1− t) · a+ b

2
,

where x1, ..., xn ∈ [a, b] .
Using Jensen’s discrete inequality,

1
n+ 1

[f (y1) + f (y2) + ...+ f (yn+1)] ≥ f

(
y1 + y2 + ...+ yn+1

n+ 1

)
and, taking into account that:

y1 + y2 + ...+ yn+1

n+ 1

=
1

n+ 1

[
t · n (x1 + ...+ xn)

n
+ (n+ 1) (1− t) · a+ b

2

]
= t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2
,

we obtain the inequality:

1
n+ 1

[
f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
+f
(
t · x2 + ...+ xn+1

n
+ (1− t) · a+ b

2

)
+ ...

+f
(
t · xn+1 + x1 + ...+ xn−1

n
+ (1− t) · a+ b

2

)]
≥ f

(
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2

)
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for all t ∈ [0, 1] and x1, ..., xn ∈ [a, b] .
Integrating this inequality on [a, b]n+1

, we deduce

1
n+ 1

[
1

(b− a)n+1

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn+1

+...+
1

(b− a)n+1

∫ b

a

...

∫ b

a

f

(
t · xn+1 + x1 + ...+ xn−1

n

+ (1− t) · a+ b

2

)
dx1...dxn+1

]
≥ 1

(b− a)n

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2

)
dx1...dxn+1.

However, it is easy to see that:

1
(b− a)n+1

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn+1

= ...... =
1

(b− a)n+1

∫ b

a

...

∫ b

a

f

(
t · xn+1 + x1 + ...+ xn−1

n

+(1− t) · a+ b

2

)
dx1...dxn+1

=
1

(b− a)n

∫ b

a

...

∫ b

a

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn

and thus, by the above inequality, we deduce

Hn (t) ≥ Hn+1 (t) for all t ∈ [0, 1] and n ≥ 1.

The proof is thus completed.
(2) Now, we shall present the second proof for the above inequality.

By the convexity of f, we can state that:

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
−f
(
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2

)
≥ f ′+

(
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2

)
×
[
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2
− t · x1 + ...+ xn+1

n+ 1
− (1− t) · a+ b

2

]
= tf ′+

(
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2

)(
x1 + ...+ xn − nxn+1

n (n+ 1)

)
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for all t ∈ [0, 1] and x1, ..., xn ∈ [a, b] .
Integrating this inequality on [a, b]n+1

, we obtain

Hn+1 (t)−Hn (t)

≥ t

n (n+ 1)

[
1

(b− a)n+1

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn+1

n+ 1

+ (1− t) · a+ b

2

)
(x1 + ...+ xn − nxn+1) dx1...dxn+1

]
=

t

n (n+ 1)

[
1

(b− a)n+1

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn+1

n+ 1

+ (1− t) · a+ b

2

)
x1dx1...dxn+1 + .....

+
1

(b− a)n+1

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn+1

n+ 1

+ (1− t) · a+ b

2

)
xndx1...dxn+1

−n 1
(b− a)n+1

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn+1

n+ 1

+ (1− t) · a+ b

2

)
xn+1dx1...dxn+1

]
= 0

and the second proof is completed.

It is natural to ask what happens with the difference Hn (t)− f
(
a+b
2

)
which is

clearly non-negative for all t ∈ [0, 1] .
The following theorem contains an upper bound for this difference [24].
Theorem 118. Let f : I ⊆ R → R be a convex mapping and f ′+ its right

derivative which exists on I̊ and is monotonic nondecreasing on I̊. If a, b ∈̊I with
a < b, then we have the inequalities

0 ≤ Hn (t)− f

(
a+ b

2

)
(4.31)

≤ t

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 −

a+ b

2

)
dx1...dxn

≤ t√
n
· b− a

2
√

3

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n

+(1− t) · a+ b

2

)]2
dx1...dxn

] 1
2

for all n ≥ 1 and t ∈ [0, 1] .
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Proof. As f is convex on I, we can write:

f (x)− f (y) ≥ f ′+ (y) (x− y) for all x, y ∈ I̊.

Choosing in this inequality

x =
a+ b

2
and y = t · x1 + ...+ xn

n
+ (1− t) · a+ b

2
,

we deduce the inequality:

f

(
a+ b

2

)
− f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
≥ tf ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)(
a+ b

2
− x1 + ...+ xn

n

)
.

Integrating this inequality on [a, b]n , we derive that

f

(
a+ b

2

)
−Hn (t)(4.32)

≥ t

[
1

(b− a)n

∫ b

a

...

∫ b

a

a+ b

2
· f ′+

(
t · x1 + ...+ xn

n

+(1− t) · a+ b

2

)
dx1...dxn

− 1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 + ...+ xn

n

)
dx1...dxn

]
.

As a simple calculation shows that:

1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 + ...+ xn

n

)
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
x1dx1...dxn,

by the inequality (4.32) , we deduce the second part of (4.31) .
Now, let us observe that the second term in the inequality (4.32) is the integral

I =
t

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn.
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By the well-known Cauchy-Buniakowsky-Schwartz integral inequality for multiple
integrals, we have

I ≤ t

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)]2
dx1...dxn

] 1
2

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn

] 1
2

.

As a simple calculation shows us that (see the proof of Theorem 110):

1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn =
1

12n
(b− a)2 ,

we deduce the last part of the inequality (4.31) .
The proof of the theorem is thus completed.

Corollary 36. Let f : I ⊆ R → R be a convex mapping and a, b ∈̊I with
a < b. Put M := supx∈[a,b] |f ′ (x)| <∞. Then we have the inequality:

(4.33) 0 ≤ Hn (t)− f

(
a+ b

2

)
≤ t (b− a)M

2
√

3
√
n

for all t ∈ [0, 1] and n ≥ 1.
In particular, we have

lim
n→∞

Hn (t) = f

(
a+ b

2

)
uniformly on [0, 1] .

Proof. The argument is obvious by the above theorem on observing that,
under the above assumptions, we have

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)]2
dx1...dxn

] 1
2

≤M.

The following result also holds [24]:

Theorem 119. With the above assumptions, we have

0 ≤ t

(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn(4.34)

+ (1− t) f
(
a+ b

2

)
−Hn (t)
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≤ t (1− t)
1

(b− a)n

∫ b

a

...

∫ b

a

(
f ′+

(
x1 + ...+ xn

n

)
− f ′+

(
a+ b

2

))
×
(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn

=
t (1− t)
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)(
x1 −

a+ b

2

)
dx1...dxn

≤ t (1− t) (b− a)
2
√

3
√
n

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
x1 + ...+ xn

n

)]2
dx1...dxn

] 1
2

for all n ≥ 1 and t ∈ [0, 1] .

Proof. By the convexity of f we can write

f

(
t · x1 + ...+ xn

n
+ (1− t)

a+ b

2

)
− f

(
x1 + ...+ xn

n

)
(4.35)

≥ f ′+

(
x1 + ...+ xn

n

)[
t · x1 + ...+ xn

n
+ (1− t)

a+ b

2
− x1 + ...+ xn

n

]
= (1− t) f ′+

(
x1 + ...+ xn

n

)(
a+ b

2
− x1 + ...+ xn

n

)
for all t ∈ [0, 1] and x1, ..., xn ∈ [a, b] .

Similarly, we have:

f

(
t · x1 + ...+ xn

n
+ (1− t)

a+ b

2

)
− f

(
a+ b

2

)
(4.36)

≥ f ′+

(
a+ b

2

)[
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2
− a+ b

2

]
= −tf ′+

(
a+ b

2

)(
a+ b

2
− x1 + ...+ xn

n

)
for all t ∈ [0, 1] and x1, ..., xn ∈ [a, b] .

If we multiply the inequality (4.35) by t and (4.36) by (1− t) and add the
obtained inequalities, we deduce

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
−tf

(
x1 + ...+ xn

n

)
− (1− t) · f

(
a+ b

2

)
≥ t (1− t)

[
f ′+

(
x1 + ...+ xn

n

)
− f ′+

(
a+ b

2

)](
a+ b

2
− x1 + ...+ xn

n

)
.
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That is,

tf

(
x1 + ...+ xn

n

)
+ (1− t) · f

(
a+ b

2

)
−f
(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
≤ t (1− t)

[
f ′+

(
x1 + ...+ xn

n

)
− f ′+

(
a+ b

2

)](
x1 + ...+ xn

n
− a+ b

2

)

for all t ∈ [0, 1] and x1, ..., xn ∈ [a, b] .
Integrating this inequality on [a, b]n , we have:

0 ≤ tHn (1) + (1− t)Hn (0)−Hn (t)

≤ t (1− t)
1

(b− a)n

[∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)
×
(
x1 + ...+ xn

n

)
dx1...dxn + f ′+

(
a+ b

2

)
· a+ b

2

−f ′+
(
a+ b

2

)∫ b

a

...

∫ b

a

x1 + ...+ xn
n

dx1...dxn

−a+ b

2

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)
dx1...dxn

]

= t (1− t)

[
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)
x1dx1...dxn

−a+ b

2
· 1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)
dx1...dxn

]
,

as a simple calculation shows us that:

1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)(
x1 + ...+ xn

n

)
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)
x1dx1...dxn

and

1
(b− a)n

∫ b

a

...

∫ b

a

x1 + ...+ xn
n

dx1...dxn =
a+ b

2
.

Thus, the first inequality in (4.34) is proved.
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Now, by the Cauchy-Buniakowsky-Schwartz integral inequality, we have that∣∣∣∣∣ 1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)(
x1 −

a+ b

2

)
dx1...dxn

∣∣∣∣∣
=

∣∣∣∣∣ 1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn

∣∣∣∣∣
≤

(
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
x1 + ...+ xn

n

)]2
dx1...dxn

) 1
2

×

(
1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn

) 1
2

and as

1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn =
(b− a)2

12n
,

the theorem is thus proved.

Remark 59. Note that instead of the right membership in the inequality (4.34)
we can also put the term T given by

T : =
t (1− t) (b− a)

2
√

3
√
n

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
x1 + ...+ xn

n

)
− f ′+

(
a+ b

2

)]2
dx1...dxn

] 1
2

.

Corollary 37. With the above assumptions and if M := supx∈[a,b] |f ′ (x)| <
∞, then we have the inequality:

(4.37) 0 ≤ tHn (1) + (1− t)Hn (0)−Hn (t) ≤ t (1− t)
2
√

3
√
n
·M

for all n ≥ 1 and t ∈ [0, 1] .
In particular,

lim
n→∞

[tHn (1) + (1− t)Hn (0)−Hn (t)] = 0

uniformly on [0, 1] .

The following corollary is interesting as well.

Corollary 38. With the above assumptions and if there exists a constant
K > 0 such that:∣∣f ′+ (x)− f ′+ (y)

∣∣ ≤ K |x− y| for all x, y ∈ [a, b] ,

then we have the inequality:

(4.38) 0 ≤ tHn (1) + (1− t)Hn (0)−Hn (t) ≤ Kt (1− t)
12n

(b− a)2

for all t ∈ [0, 1] and n ≥ 1.
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Proof. The argument follows by the above remark on observing that

1
(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
x1 + ...+ xn

n

)
− f ′+

(
a+ b

2

)]2
dx1...dxn

≤ K2

(b− a)n

∫ b

a

...

∫ b

a

[
x1 + ...+ xn

n
− a+ b

2

]2
dx1...dxn

=
K2 (b− a)2

12n
.

In addition, it is natural to ask about an upper bound for the differenceHn (1)−
Hn (t) , n ≥ 1 for all t ∈ [0, 1] , [24].

Theorem 120. Let f : I ⊆ R → R be a convex mapping on the interval I and
a, b ∈̊I with a < b. Then we have the inequalities

0 ≤ 1
(b− a)n

∫ b

a

...

∫ b

a

f

(
x1 + ...+ xn

n

)
dx1...dxn −Hn (t)(4.39)

≤ (1− t)

[
1

(b− a)n

∫ b

a

...

∫ b

a

(
f ′+

(
x1 + ...+ xn

n

)
−f ′+

(
a+ b

2

))(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn

]
≤ (1− t)

[
1

(b− a)n

×
∫ b

a

...

∫ b

a

f ′+

(
x1 + ...+ xn

n

)(
x1 −

a+ b

2

)
dx1...dxn

]

≤ (1− t) (b− a)
2
√

3
√
n

×

(
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
x1 + ...+ xn

n

)]2
dx1...dxn

) 1
2

for all t ∈ [0, 1] and n ≥ 1.

Proof. By the convexity of f, we have that

f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
− f

(
x1 + ...+ xn

n

)
≥ (1− t) f ′+

(
x1 + ...+ xn

n

)[
a+ b

2
− x1 + ...+ xn

n

]
for all x1, ..., xn ∈ [a, b] and t ∈ [0, 1] .

Now, the argument follows as above and we shall omit the details.
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Remark 60. In the right membership of the above we also can put the term:

(1− t) (b− a)
2
√

3
√
n

×

(
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
x1 + ...+ xn

n

)
− f ′+

(
a+ b

2

)]2
dx1...dxn

) 1
2

.

Corollary 39. With the above assumptions and if M := supx∈[a,b] |f ′ (x)| <
∞, then we have the inequality:

(4.40) 0 ≤ Hn (1)−Hn (t) ≤ (1− t) (b− a)M
2
√

3
√
n

.

In particular,

lim
n→∞

[Hn (1)−Hn (t)] = 0

uniformly on [0, 1] .

Corollary 40. With the above assumptions, and if there exists a constant
K > 0 such that ∣∣f ′+ (x)− f ′+ (y)

∣∣ ≤ K |x− y| for all x, y ∈ [a, b] ,

then we have the inequality:

(4.41) 0 ≤ Hn (1)−Hn (t) ≤ K (1− t) (b− a)2

12n

for all n ≥ 1 and t ∈ [0, 1] .

We shall point out now an upper bound for the difference Hn (t) − Hn+1 (t) ,
n ≥ 1 which is non-negative for all t ∈ [0, 1] (c.f. Theorem 117) (see [24]):

Theorem 121. Let f : I ⊆ R → R be a convex function on the interval I and
a, b ∈̊I with a < b. Then we have the inequality:

0 ≤ Hn (t)−Hn+1 (t)(4.42)

≤ t

n+ 1

[
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n

+(1− t) · a+ b

2

)(
x1 −

a+ b

2

)
dx1...dxn

]
≤ t (b− a)

2
√

3
√
n (n+ 1)

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n

+ (1− t) · a+ b

2

)]2
dx1...dxn

] 1
2

for all t ∈ [0, 1] and n ≥ 1.
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Proof. By the convexity of f, we have that

f

(
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2

)
− f

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
≥ f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
[
t · x1 + ...+ xn+1

n+ 1
+ (1− t) · a+ b

2
− t · x1 + ...+ xn

n
− (1− t) · a+ b

2

]
=

t

n (n+ 1)
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
[nxn+1 − (x1 + ...+ xn)]

for all x1, ..., xn ∈ [a, b] and t ∈ [0, 1] .
Integrating this inequality on [a, b]n+1

, we derive

0 ≤ Hn (t)−Hn+1 (t)

≤ t

n (n+ 1)

[
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t
x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
× (x1 + ...+ xn) dx1...dxn

−n · a+ b

2
· 1
(b− a)n

×
∫ b

a

...

∫ b

a

f ′+

(
t
x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn

]

=
t

n+ 1

[
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n

+ (1− t) · a+ b

2

)
x1dx1...dxn

−a+ b

2
· 1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n

+ (1− t) · a+ b

2

)
dx1...dxn

]
,

and the first inequality in (4.42) is proved.
Now, let us observe that

1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 −

a+ b

2

)
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn ≤
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≤

(
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)]2
dx1...dxn

) 1
2

×

(
1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn

) 1
2

.

However, we showed that:

1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn =
(b− a)2

12n
,

and thus the last inequality has also been proved.

Corollary 41. With the above assumptions, given that M := supx∈[a,b] |f ′ (x)| <
∞, then we have

(4.43) 0 ≤ Hn (t)−Hn+1 (t) ≤ Mt (b− a)
2
√

3
√
n (n+ 1)

for all t ∈ [0, 1] and n ≥ 1.
In particular,

lim
n→∞

[Hn (t)−Hn+1 (t)] = 0

uniformly on [0, 1] .

The following theorem also holds [24].

Theorem 122. With the above assumptions, we also have the bound

0 ≤ Hn (t)−Hn+1 (t)(4.44)

≤ t (b− a)
2
√

3
√
n (n+ 1)

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n

+ (1− t) · a+ b

2

)
− f ′+

(
a+ b

2

)]2
dx1...dxn

] 1
2

for all t ∈ [0, 1] and n ≥ 1.

Proof. Let us observe that

1
(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
− f ′+

(
a+ b

2

)]
×
(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn
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=
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)(
x1 + ...+ xn

n

)

+f ′+

(
a+ b

2

)
· a+ b

2
− f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
a+ b

2

−f ′+
(
a+ b

2

)(
x1 + ...+ xn

n

)]
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
x1 dx1...dxn

+f ′+

(
a+ b

2

)
· a+ b

2

−a+ b

2
· 1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
dx1...dxn

−f ′+
(
a+ b

2

)
· a+ b

2

=
1

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)

×
(
x1 −

a+ b

2

)
dx1...dxn.

Now, using the above theorem and the Cauchy-Buniakowsky-Schwartz integral in-
equality, we have that:

0 ≤ Hn (t)−Hn+1 (t)

≤ t

n+ 1
· 1
(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
− f ′+

(
a+ b

2

)](
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn

≤ t

n+ 1

{
1

(b− a)n

×
∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)]2
dx1...dxn

} 1
2

×

[
1

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn

] 1
2

=
t (b− a)

2
√

3
√
n (n+ 1)

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)

−f ′+
(
a+ b

2

)]2
dx1...dxn

] 1
2
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and the theorem is proved.

Corollary 42. With the above assumptions, given that there exists a K > 0
such that ∣∣f ′+ (x)− f ′+ (y)

∣∣ ≤ K |x− y| for all x, y ∈ [a, b] ,

then we have the inequality:

(4.45) 0 ≤ Hn (t)−Hn+1 (t) ≤ t2 (b− a)2K2

12n (n+ 1)

for all t ∈ [0, 1] and n ≥ 1.

Proof. By (4.44) , we can state that

1
(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
−f ′+

(
a+ b

2

)]2
dx1...dxn

≤ K2 t2

(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n
− a+ b

2

)2

dx1...dxn,

and the corollary is proved.

Finally, note that, by a similar argument to that in the proof of Theorem 122,
we can give the following result which completes, in a sense, the estimation in
Theorem 118 (see also [24]).

Theorem 123. With the above assumptions, one has the inequality:

0 ≤ Hn (t)− f

(
a+ b

2

)
(4.46)

≤ t (b− a)
2
√

3
√
n

[
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n

+ (1− t) · a+ b

2

)
− f ′+

(
a+ b

2

)]2
dx1...dxn

] 1
2

for all t ∈ [0, 1] and n ≥ 1.

Proof. Using Theorem 118, we have:

0 ≤ Hn (t)−Hn+1 (t)

≤ t

(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 −

a+ b

2

)
dx1...dxn.
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However, we know, by Theorem 122, that

1
(b− a)n

∫ b

a

...

∫ b

a

f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
×
(
x1 −

a+ b

2

)
dx1...dxn

=
1

(b− a)n

∫ b

a

...

∫ b

a

[
f ′+

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)
− f ′+

(
a+ b

2

)]
×
(
x1 + ...+ xn

n
− a+ b

2

)
dx1...dxn.

Applying the Cauchy-Buniakowsky-Schwartz integral inequality, we deduce the de-
sired result.

Corollary 43. With the above assumptions, given that there exists a K > 0
such that ∣∣f ′+ (x)− f ′+ (y)

∣∣ ≤ K |x− y| for all x, y ∈ [a, b] ,
we have the inequality:

0 ≤ Hn (t)− f

(
a+ b

2

)
≤ t2 (b− a)2K2

12n

for all t ∈ [0, 1] and n ≥ 1.

6. Applications for Special Means

(1) Let 0 ≤ a < b and p ∈ (−∞, 0)∪ [1,∞) \ {−1} . Let us define the sequence
of mappings:

hp,n (t) :=
1

(b− a)n

∫ b

a

...

∫ b

a

(
t · x1 + ...+ xn

n
+ (1− t) · a+ b

2

)p
dx1...dxn,

where n ≥ 1, n ∈ N, and t ∈ [0, 1] .
By the use of the above results, we can state the following properties:
(i) hp,n (t) are convex and monotonic nondecreasing on [0, 1] ;
(ii) hp,n (t) ≥ hp,n+1 (t) for all n ≥ 1 and t ∈ [0, 1] ;
(iii) One has the inequalities

[A (a, b)]p ≤ hp,n (t)

≤ 1
(b− a)n+1

∫ b

a

...

∫ b

a

(
t · x1 + ...+ xn

n
+ (1− t) · xn+1

)p
dx1...dxn+1

and

hp,n (t) ≤ t · 1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n

)p
dx1...dxn

+(1− t) · [A (a, b)]p

≤ 1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n

)p
dx1...dxn

for all n ≥ 1 and t ∈ [0, 1] ;
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(iv) If p ≥ 1, then one has the inequalities

0 ≤ hp,n (t)− [A (a, b)]p ≤ t (b− a) pbp−1

2
√

3
√
n

and

0 ≤ 1
(b− a)n

∫ b

a

...

∫ b

a

(
x1 + ...+ xn

n

)p
dx1...dxn − hp,n (t)

≤ (1− t) (b− a) pbp−1

2
√

3
√
n

for all n ≥ 1 and t ∈ [0, 1] .
(v) If p ≥ 1, one has the inequalities

0 ≤ t · hp,n (1) + (1− t) · hp,n (0)− hp,n (t) ≤ t (1− t) pbp−1

2
√

3
√
n

and

0 ≤ hp,n (t)− hp,n+1 (t) ≤ t (b− a) pbp−1

2
√

3
√
n (n+ 1)

for all n ≥ 1 and t ∈ [0, 1] .
(vi) If p ≥ 2, then one has the inequalities

0 ≤ hp,n (t)− [A (a, b)]p ≤ t2 (b− a)2 p (p− 1) bp−2

12n
and

0 ≤ hp,n (t)− hp,n+1 (t) ≤ t2 (b− a)2 p (p− 1) bp−2

12n (n+ 1)
and

0 ≤ t · hp,n (1) + (1− t) · hp,n (0)− hp,n (t)

≤ t (1− t) (b− a)2 p (p− 1) bp−2

12n
and

0 ≤ hp,n (1)− hp,n (t) ≤ (1− t) (b− a)2 p (p− 1) bp−2

12n
for all n ≥ 1 and t ∈ [0, 1] .



CHAPTER 5

The H· −H· Inequality for Different Kinds of
Convexity

1. Integral Inequalities of H· −H· Type for Log-Convex Functions

In what follows, I will be used to denote an interval of real numbers.
A function f : I → [0,∞) is said to be log-convex or multiplicatively convex if

log t is convex, or, equivalently, if for all x, y ∈ I and t ∈ [0, 1] one has the inequality
[147, p. 7]:

(5.1) f (tx+ (1− t) y) ≤ [f (x)]t [f (y)]1−t .

We note that if f and g are convex and g is increasing, then g ◦ f is convex;
moreover, since f = exp (log f) , it follows that a log-convex function is convex, but
the converse may not necessarily be true [147, p. 7]. This follows directly from
(5.1) because, by the arithmetic-geometric mean inequality, we have

[f (x)]t [f (y)]1−t ≤ tf (x) + (1− t) f (y)

for all x, y ∈ I and t ∈ [0, 1] .
Let us recall the Hermite-Hadamard inequality

(5.2) f

(
a+ b

2

)
≤ 1
b− a

∫ b

a

f (x) dx ≤ f (a) + f (b)
2

,

where f : I ⊆ R → R is a convex map on the interval I, a, b ∈ I and a < b.
Note that if we apply the above inequality for the log-convex functions f : I →

(0,∞) , we have that

ln
[
f

(
a+ b

2

)]
≤ 1
b− a

∫ b

a

ln f (x) dx ≤ ln f (a) + ln f (b)
2

,

from which we get

(5.3) f

(
a+ b

2

)
≤ exp

[
1

b− a

∫ b

a

ln f (x) dx

]
≤
√
f (a) f (b),

which is an inequality of Hadamard’s type for log-convex functions.
Let us denote by A (a, b) the arithmetic mean of the nonnegative real numbers,

and by G (a, b) the geometric mean of the same numbers.
Note that, by the use of these notations, Hadamard’s inequality (5.2) can be

written in the form:

(5.4) f (A (a, b)) ≤ 1
b− a

∫ b

a

A (f (x) , f (a+ b− x)) dx ≤ A (f (a) , f (b)) .

199
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It is easy to see this as ∫ b

a

f (x) dx =
∫ b

a

f (a+ b− x) dx.

We now prove a similar result for log-convex mappings and geometric means
[59].

Theorem 124. Let f : I → [0,∞) be a log-convex mapping on I and a, b ∈ I
with a < b. Then one has the inequality:

(5.5) f (A (a, b)) ≤ 1
b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx ≤ G (f (a) , f (b)) .

Proof. Since f is log-convex, we have that

f (ta+ (1− t) b) ≤ [f (a)]t [f (b)]1−t

for all t ∈ [0, 1] and

f ((1− t) a+ tb) ≤ [f (a)]1−t [f (b)]t

for all t ∈ [0, 1] .
If we multiply the above inequalities and take square roots, we obtain

(5.6) G (f (ta+ (1− t) b) , f ((1− t) a+ tb)) ≤ G (f (a) , f (b)) .

for all t ∈ [0, 1] .
Integrating this inequality on [0, 1] over t, we get∫ 1

0

G (f (ta+ (1− t) b) , f ((1− t) a+ tb)) dt ≤ G (f (a) , f (b)) .

If we change the variable x := ta+ (1− t) b, t ∈ [0, 1] , we obtain∫ 1

0

G (f (ta+ (1− t) b) , f ((1− t) a+ tb)) dt

=
1

b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx

and the second inequality in (5.5) is proved.
Now, by (5.1) , for t = 1

2 , we have that

f

(
x+ y

2

)
≤
√
f (x) f (y) for all x, y ∈ I.

If we choose x = ta+ (1− t) b, y = (1− t) a+ tb, we get the inequality

(5.7) f

(
a+ b

2

)
≤ G (f (ta+ (1− t) b) , f ((1− t) a+ tb))

for all t ∈ [0, 1] .
Integrating this inequality on [0, 1] over t, we obtain the first inequality in (5.5) .

This proves the theorem.

Corollary 44. With the above assumptions, a ≥ 0 and f nondecreasing on
I, we have the inequality:

f (G (a, b)) ≤ 1
b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx(5.8)

≤ G (f (a) , f (b)) .
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The following result offers another inequality of Hadamard type for convex
functions.

Corollary 45. Let f : I → R be a convex function on the interval I of the
real numbers and a, b ∈ I with a < b. Then one has the inequalities:

f

(
a+ b

2

)
≤ ln

[
1

b− a

∫ b

a

exp
[
f (x) + f (a+ b− x)

2

]
dx

]
(5.9)

≤ f (a) + f (b)
2

.

Proof. Define the mapping g : I → (0,∞) , g (x) = exp f (x) , which is clearly
log-convex on I.

Now, if we apply Theorem 124, we obtain

exp f
(
a+ b

2

)
≤ 1

b− a

∫ b

a

√
exp f (x) · exp f (a+ b− x)dx

≤
√

exp f (a) · exp f (b),

which implies (5.9) .

The following theorem for log-convex functions also holds [59].

Theorem 125. Let f : I → (0,∞) be a log-convex mapping on I and a, b ∈ I
with a < b. Then one has the inequalities:

f

(
a+ b

2

)
≤ exp

[
1

b− a

∫ b

a

ln f (x) dx

]
(5.10)

≤ 1
b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx

≤ 1
b− a

∫ b

a

f (x) dx

≤ L (f (a) , f (b)) ,

where L (p, q) is the logarithmic mean of the strictly positive real numbers p, q, i.e.,

L (p, q) =
p− q

ln p− ln q
if p 6= q and L (p, p) = p.

Proof. The first inequality from (5.10) was proved before.
We now have that

G (f (x) , f (a+ b− x)) = exp [ln (G (f (x) , f (a+ b− x)))]

for all x ∈ [a, b] .
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Integrating this inequality on [a, b] and using the well-known Jensen’s integral
inequality for the convex mapping exp (·) , we have that

1
b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx

=
1

b− a

∫ b

a

exp [ln (G (f (x) , f (a+ b− x)))] dx

≥ exp

[
1

b− a

∫ b

a

ln [G (f (x) , f (a+ b− x))]

]
dx

= exp

[
1

b− a

∫ b

a

(
ln f (x) + ln f (a+ b− x)

2

)]
dx

= exp

[
1

b− a

∫ b

a

ln f (x) dx

]
.

As it is clear that ∫ b

a

ln f (x) dx =
∫ b

a

ln f (a+ b− x) dx,

the second inequality in (5.10) is proved.
By the arithmetic mean-geometric mean inequality, we have that

G (f (x) , f (a+ b− x)) ≤ f (x) + f (a+ b− x)
2

, x ∈ [a, b]

from which we get, by integration, that

1
b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx ≤ 1
b− a

∫ b

a

f (x) dx

and the third inequality in (5.10) is proved.
To prove the last inequality, we observe, by the log-convexity of f, that

(5.11) f (ta+ (1− t) b) ≤ [f (a)]t [f (b)]1−t

for all t ∈ [a, b] .
Integrating (5.11) over t in [0, 1] , we have∫ 1

0

f (ta+ (1− t) b) dt ≤
∫ 1

0

[f (a)]t [f (b)]1−t dt.

As ∫ 1

0

f (ta+ (1− t) b) dt =
1

b− a

∫ b

a

f (x) dx

and ∫ 1

0

[f (a)]t [f (b)]1−t dt = L [f (a) , f (b)] ,

the theorem is proved.
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Corollary 46. Let f : I → R be a convex function on the interval I of the
real numbers and a, b ∈ I with a < b. Then one has the inequality:

exp f
(
a+ b

2

)
≤ exp

(
1

b− a

∫ b

a

f (x) dx

)
(5.12)

≤ 1
b− a

∫ b

a

exp
[
f (x) + f (a+ b− x)

2

]
dx

≤ 1
b− a

∫ b

a

exp f (x) dx ≤ E (f (a) , f (b)) ,

where E is the exponential mean, i.e.,

E (p, q) =
exp p− exp q

p− q
for p 6= q and E (p, p) = p.

Remark 61. Note that the inequality

exp

[
1

b− a

∫ b

a

ln f (x) dx

]
≤ 1

b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx

≤ 1
b− a

∫ b

a

f (x) dx

holds for every strictly positive and integrable mapping f : [a, b] → R and the
inequality

exp

(
1

b− a

∫ b

a

f (x) dx

)
≤ 1

b− a

∫ b

a

exp
[
f (x) + f (a+ b− x)

2

]
dx

≤ 1
b− a

∫ b

a

exp f (x) dx

holds for every f : [a, b] → R an integrable mapping on [a, b] .

Taking into account that the above two inequalities hold, we can assert that
for every f : [a, b] → (0,∞) an integrable map on [a, b] we have the inequalities:

exp

[
1

b− a

∫ b

a

ln f (x) dx

]
(5.13)

≤ 1
b− a

∫ b

a

G (f (x) , f (a+ b− x)) dx

≤ 1
b− a

∫ b

a

f (x) dx

≤ ln

[
1

b− a

∫ b

a

expA (f (x) , f (a+ b− x)) dx

]

≤ ln

[
1

b− a

∫ b

a

exp f (x) dx

]
,

which is of interest in itself.
The following results improving the H· − H· inequality for differentiable log-

convex functions also hold [39].



204 5. THE H· −H· INEQUALITY FOR DIFFERENT KINDS OF CONVEXITY

Theorem 126. Let f : I → (0,∞) be a differentiable log-convex function on
the interval of real numbers I̊ (the interior of I) and a, b ∈̊I with a < b. Then the
following inequalities hold:

1
b−a

∫ b
a
f (x) dx

f
(
a+b
2

)(5.14)

≥ L

(
exp

[
f ′
(
a+b
2

)
f
(
a+b
2

) (b− a

2

)]
, exp

[
−
f ′
(
a+b
2

)
f
(
a+b
2

) (b− a

2

)])
≥ 1.

Proof. Since f is differentiable and log-convex on I̊, we have that

log f (x)− log f (y) ≥ d

dt
(log f) (y) (x− y)

for all x, y ∈̊I, which gives that

log
[
f (x)
f (y)

]
≥ f ′ (y)

f (y)
(x− y)

for all x, y ∈̊I. That is,

(5.15) f (x) ≥ f (y) exp
[
f ′ (y)
f (y)

(x− y)
]

for all x, y ∈ I̊.

Now, if we choose y = a+b
2 , we obtain:

(5.16)
f (x)
f
(
a+b
2

) ≥ exp

[
f ′
(
a+b
2

)
f
(
a+b
2

) (x− a+ b

2

)]
, x ∈ [a, b] .

Integrating this inequality over x on [a, b] and using Jensen’s integral inequality, we
deduce that:

1
b−a

∫ b
a
f (x) dx

f
(
a+b
2

) ≥ 1
b− a

∫ b

a

exp

[
f ′
(
a+b
2

)
f
(
a+b
2

) (x− a+ b

2

)]
dx(5.17)

≥ exp

[
1

b− a

∫ b

a

[
f ′
(
a+b
2

)
f
(
a+b
2

) (x− a+ b

2

)]
dx

]
= 1.

Now, as for α 6= 0 we have that

1
b− a

∫ b

a

exp (αx) dx =
exp (αb)− exp (αa)

α (b− a)

= L [exp (αb) , exp (αa)] ,

where L (·, ·) is the usual logarithmic mean, then

1
b− a

∫ b

a

exp
[
α

(
x− a+ b

2

)]
dx

=
exp

[
α
(
b−a
2

)]
− exp

[
−α

(
b−a
2

)]
α
[(
b−a
2

)
−
(
−
(
b−a
2

))]
= L

(
exp

[
α

(
b− a

2

)]
, exp

[
−α

(
b− a

2

)])
.
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Using the above equality for α =
f ′( a+b

2 )
f( a+b

2 ) the inequality (5.17) gives the desired

result (5.14).

The following corollary holds.

Corollary 47. Let g : I → R be a differentiable convex function on I̊ and
a, b ∈̊I with a < b. Then we have the inequality:

1
b−a

∫ b
a

exp (g (x)) dx

exp g
(
a+b
2

)(5.18)

≥ L

(
exp

[
g′
(
a+ b

2

)(
b− a

2

)]
, exp

[
−g′

(
a+ b

2

)(
b− a

2

)])
≥ 1.

The following theorem also holds [39].

Theorem 127. Let f : I → R be as in Theorem 126. Then we have the
inequality:

f(a)+f(b)
2

1
b−a

∫ b
a
f (x) dx

≥ 1 + log

 ∫ b
a
f (x) dx∫ b

a
f (x) exp

[
f ′(x)
f(x)

(
a+b
2 − x

)]
dx

(5.19)

≥ 1 + log

[
1
b−a

∫ b
a
f (x) dx

f
(
a+b
2

) ]
≥ 1.

Proof. From the inequality (5.15) we have

f

(
a+ b

2

)
≥ f (y) exp

[
f ′ (y)
f (y)

(
a+ b

2
− y

)]
,

for all y ∈ [a, b].
Integrating over y and using Jensen’s integral inequality for exp (·) functions,

we have

(b− a) f
(
a+ b

2

)
≥

∫ b

a

f (y) exp
[
f ′ (y)
f (y)

(
a+ b

2
− y

)]
dy

≥
∫ b

a

f (y) dy · exp

∫ ba f (y)
[
f ′(y)
f(y)

(
a+b
2 − y

)]
dy∫ b

a
f (y) dy


=

∫ b

a

f (y) dy · exp

(∫ b
a
f ′ (y)

(
a+b
2 − y

)
dy∫ b

a
f (y) dy

)
.

A simple integration by parts gives∫ b

a

f ′ (y)
(
a+ b

2
− y

)
dy =

∫ b

a

f (y) dy − f (a) + f (b)
2

(b− a) .
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Then we have

exp

[
1−

f(a)+f(b)
2 (b− a)∫ b
a
f (x) dx

]
≤

∫ b
a
f (y) exp

[
f ′(y)
f(y)

(
a+b
2 − y

)]
dy∫ b

a
f (y) dy

≤
(b− a) f

(
a+b
2

)∫ b
a
f (y) dy

,

which is equivalent to

1−
f(a)+f(b)

2 (b− a)∫ b
a
f (x) dx

≤ log

∫ ba f (y) exp
[
f ′(y)
f(y)

(
a+b
2 − y

)]
dy∫ b

a
f (y) dy


≤ log

[
f
(
a+b
2

)
1
b−a

∫ b
a
f (x) dx

]
from where we get the desired inequality.

The following corollary is a natural consequence of the above theorem.

Corollary 48. Let g : I → R be as in Corollary 47. Then we have the
inequality:

exp g(a)+exp g(b)
2

1
b−a

∫ b
a

exp g (x) dx
≥ 1 + log

[ ∫ b
a

exp g (x) dx∫ b
a

exp
[
g (x)−

(
x− a+b

2

)
g′ (x)

]
dx

]

≥ 1 + log

[
1
b−a

∫ b
a

exp g (x) dx

exp g
(
a+b
2

) ]
≥ 1.

1.1. Examples. The function f (x) = 1
x , x ∈ (0,∞) is log-convex on (0,∞).

Then we have

1
b− a

∫ b

a

dx

x
= L−1 (a, b) ,

f

(
a+ b

2

)
= A−1 (a, b) ,

f ′
(
a+b
2

)
f
(
a+b
2

) = − 1
A
.

Now, applying the inequality (5.14) for the function f (x) = 1
x , we get the inequality:

(5.20)
A (a, b)
L (a, b)

≥ L

(
exp

(
−b− a

2A

)
, exp

(
b− a

2A

))
≥ 1,

which is a refinement of the well-known inequality

(5.21) A (a, b) ≥ L (a, b) ,

where A (a, b) is the arithmetic mean and L (a, b) is the logarithmic mean of a, b,
that is, A (a, b) = a+b

2 , and L (a, b) = a−b
ln a−ln b .
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For f (x) = 1
x , we also get

f (a) + f (b)
2

= H−1 (a, b) ,

where H (a, b) := 1
1
a + 1

b

is the harmonic mean of a, b. Now, using the inequality
(5.19) we obtain another interesting inequality:

(5.22)
L (a, b)
H (a, b)

≥ 1 + log
[
A (a, b)
L (a, b)

]
≥ 1,

which is a refinement of the following well-known inequality

(5.23) L (a, b) ≥ H (a, b) .

Similar inequalities may be stated for the log-convex functions f (x) = xx,
x > 0 or f (x) = ex + 1, x ∈ R, etc. We omit the details.

2. The H· −H· Inequality for r−Convex Functions

2.1. Introduction. Recall that a positive function f is log-convex on a real
interval [a, b] if for all x, y ∈ [a, b] and λ ∈ [0, 1] we have

(5.24) f (λx+ (1− λ) y) ≤ f (x)λ f (y)1−λ .

If the reverse inequality holds, f is said to be log-concave.
In addition, the power mean Mr (x, y;λ) of order r of positive numbers x, y is

defined by

Mr (x, y;λ) =

 (λxr + (1− λ) yr)
1
r , if r 6= 0

xλy1−λ, if r = 0.

In the special case λ = 1
2 , we contract this notation to Mr (x, y).

In view of the above, a natural generalising concept is that of r−convexity. A
positive function f is r−convex on [a, b] (see [80]) if for all x, y ∈ [a, b] and λ ∈ [0, 1]

(5.25) f (λx+ (1− λ) y) ≤Mr (f (x) , f (y) ;λ) .

The definition of r−convexity naturally complements the concept of r−concavity, in
which the inequality is reversed (cf. Uhrin [180] ) and which plays an important role
in statistics. We have that 0−convex functions are simply log-convex functions and
1−convex functions are ordinary convex functions. For the latter, the requirement
that an r− convex function be positive clearly can be relaxed.

Again, in all of the above, we may take a real linear space X in place of the
real line. The condition x, y ∈ [a, b] then becomes x, y ∈ U for U a convex set in X.

We shall develop Hermite-Hadamard-type inequalities for log-convex functions
(in Subsection 2.2) and more generally for r−convex functions (in Subsection 2.3).
It is convenient to separate off the proof of the former special case as the functional
representations differ in points of detail from those of the general case.

It will be convenient to invoke the logarithmic mean L (x, y) of tow positive
numbers x, y, which is given by

L (x, y) =


x−y

ln x−ln y , x 6= y

x, x = y
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and the generalised logarithmic means of order r of positive numbers x, y, defined
by

Lr (x, y) =



r
r+1 ·

xr+1−yr+1

xr−yr , r 6= 0,−1, x 6= y

x−y
ln x−ln y , r = 0, x 6= y

ln x−ln y
x−y , r = −1, x 6= y

x, x = y.

Finally, in Subsection 2.4, we present generalisations of two recent results in the
literature, one for log-convex and the other for log-concave functions.

2.2. Results for Log-convex Functions. In the previous section, we proved
the following result (see also [80, Theorem 2.6]).

Theorem 128. Let f be a positive, log-convex function on [a, b]. Then

1
b− a

∫ b

a

f (t) dt ≤ L (f (a) , f (b)) .

For f a positive log-concave functions, the inequality is reversed.
A similar proof to that in the second part of Theorem 125 gives the following

generalisation (see [80, Theorem 2.2]).
Theorem 129. Let f be a positive, log-convex function on a convex set U ⊂ X,

where X is a linear vector space. Then for a, b ∈ U ,∫ 1

0

f (sa+ (1− s) b) ds ≤ L (f (a) , f (b)) .

Some tighter inequalities may be derived by way of corollaries to Theorems 129
and 128

Corollary 49. Let f be a positive log-convex function on [a, b]. Then

1
b− a

∫ b

a

f (t) dt(5.26)

≤ min
x∈[a,b]

[
(x− a)L (f (a) , f (x)) + (b− x)L (f (x) , f (b))

b− a

]
.

If f is a positive log-concave function, then

1
b− a

∫ b

a

f (t) dt(5.27)

≥ max
x∈[a,b]

[
(x− a)L (f (a) , f (x)) + (b− x)L (f (x) , f (b))

b− a

]
.

Proof. Let f be a positive log-convex function. Then by Theorem 128, we
have that∫ b

a

f (t) dt =
∫ x

a

f (t) dt+
∫ b

x

f (t) dt

≤ (x− a)L (f (a) , f (x)) + (b− x)L (f (x) , f (b))

for all x ∈ [a, b], whence (5.26). Similarly, we can prove (5.27).
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Corollary 50. ([80]) Let f be a positive log-convex function on [a, b]. Then

1
b− a

∫ b

a

f (t) dt ≤ 1
n

n∑
i=1

L

(
f

(
a+

i− 1
n

(b− a)
)
, f

(
a+

i

n
(b− a)

))
.

If f is a positive log-concave function, the inequality is reversed.

Proof. The result follows by applying Theorem 128 to the integrals on the
right in ∫ b

a

f (t) dt =
n∑
i=1

∫ a+
i(b−a)

n

a+
(i−1)(b−a)

n

f (t) dt.

Corollary 51. (a) If f : [a, b] → R+ is log-convex, then

1
b− a

∫ b

a

f (t) dt ≤M 1
3

(f (a) , f (b)) ,

while, if f is log-concave, then

(5.28)
1

b− a

∫ b

a

f (t) dt ≥
√
f (a) f (b).

(b) If f : U → R+ (U ⊂ X) is log-convex, then for a, b ∈ U ,∫ 1

0

f (sa+ (1− s) b) ds ≤M 1
3

(f (a) , f (b)) ,

while if f is log-concave, then∫ 1

0

f (sa+ (1− s) b) ds ≥
√
f (a) f (b).

Proof. Part (a) follows from Theorem 128 and the inequalities

G (a, b) ≤ L (a, b) ≤M 1
3

(a, b)

for logarithmic means (cf. [98], [134], [148]).

2.3. Inequalities of Hadamard Type for r−Convex Functions. The fol-
lowing result holds.

Theorem 130. ([80]) Suppose f is a positive r-convex function on [a, b]. Then

1
b− a

∫ b

a

f (t) dt ≤ Lr (f (a) , f (b)) .

If f is a positive r−concave function, then the inequality is reversed.
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Proof. The case r = 0 has been dealt with as Theorem 128. Suppose that
r 6= 0,−1. First assume that f (a) 6= f (b). By (5.25) we have∫ b

a

f (t) dt = (b− a)
∫ 1

0

f (sb+ (1− s) a) ds

≤ (b− a)
∫ 1

0

{sfr (b) + (1− s) fr (a)}
1
r ds

= (b− a)
∫ fr(b)

fr(a)

t
1
r dt

fr (b)− fr (a)

= (b− a)
r

r + 1
· f

r+1 (b)− fr+1 (a)
fr (b)− fr (a)

= (b− a)Lr (f (a) , f (b)) .

For f (a) = f (b), we have similarly∫ b

a

f (t) dt ≤ (b− a)
∫ 1

0

{sfr (a) + (1− s) fr (a)}
1
r ds

= (b− a) f (a)
= (b− a)Lr (f (a) , f (a)) .

Finally, let r = −1. For f (a) 6= f (b) we have again∫ b

a

f (t) dt ≤ (b− a)
∫ 1

0

{
sf−1 (b) + (1− s) f−1 (a)

}−1
ds

=
b− a

1
f(b) −

1
f(a)

∫ 1
f(b)

1
f(a)

t−1dt

=
b− a

1
f(b) −

1
f(a)

(
ln

1
f (b)

− ln
1

f (a)

)
= (b− a) f (a) f (b)

ln f (a)− ln f (b)
f (a)− f (b)

= (b− a)L−1 (f (a) , f (b)) .

The proof when f (a) = f (b) is similar.

2.4. On Some Inequalities of Fink, Mond and Pečarić. Recently, Fink
[77] showed that

(5.29)
π

4

∫ 1

−1

f (x+ vt) cos
πt

2
dt ≤ f (x+ v) + f (x− v)

2

for a positive, log-convex function f . He gave also a reverse and rather more
complicated inequality for positive, log-concave functions. Mond and Pečarić [115]
established the inequality

(5.30)
π

4

∫ 1

−1

f (x+ vt) cos
πt

2
dt ≥

√
f (x+ v) f (x− v)

for a positive, log-concave function.
We now consider some generalisation of these inequalities. We shall invoke a

useful result due to Féjer [72].
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Lemma 15. Let f : [a, b] → R be a convex function and p : [a, b] → R a positive,
integrable function such that

p (a+ t) = p (b− t) , 0 ≤ t ≤ 1
2

(b− a) .

Then

f

(
a+ b

2

)
≤
∫ b
a
p (t) f (t) dt∫ b
a
p (t) dt

≤ f (a) + f (b)
2

.

Theorem 131. Let p be a nonnegative, integrable, even function.
(a) If f is a positive log-convex function, then

(5.31)

∫ 1

−1
p (t) f (x+ vt) dt∫ 1

−1
p (t) dt

≤ f (x+ v) + f (x− v)
2

.

(b) If f is a positive log-concave function, then

(5.32)

∫ 1

−1
p (t) f (x+ vt) dt∫ 1

−1
p (t) dt

≥
√
f (x+ v) f (x− v).

Proof. (a) Since f is log-convex, we have

(5.33) f (x+ vt) ≤ [f (x+ v)]
(1+t)

2 [f (x− v)]
(1−t)

2 (−1 ≤ t ≤ 1) .

Set B =
(
f(x+v)
f(x−v)

) 1
2
. Then integration yields

(5.34)

∫ 1

−1
p (t) f (x+ vt) dt∫ 1

−1
p (t) dt

≤ (f (x+ v) f (x− v))
1
2

∫ 1

−1
p (t)Btdt∫ 1

−1
p (t) dt

.

Since the map : t→ Bt is convex and p satisfies

p (−1 + t) = p (1− t) ,

we can apply Lemma 15 to derive

(5.35) 1 ≤
∫ 1

−1
p (t)Btdt∫ 1

−1
p (t) dt

≤ B +B−1

2
.

By the second inequality, (5.34) becomes∫ 1

−1
f (x+ vt) p (t) dt∫ 1

−1
p (t) dt

≤ B +B−1

2
(f (x+ v) f (x− v))

1
2

=
f (x+ v) + f (x− v)

2
and we have (5.31).

(b) If f is log-concave, the inequality in (5.33) and so also (5.34) is reversed.
The first inequality in (5.35) gives (5.32) at once.

Remark 62. The inequality (5.32) is a weighted generalisation of (5.28).
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Remark 63. Let f be a positive log-convex function. Then it is also convex,
so using Lemma 15, we have (5.31). That is, we have

f (x) ≤
∫ 1

−1
p (t) f (x+ vt) dt∫ 1

−1
p (t) dt

≤ f (x+ v) + f (x− v)
2

.

Thus we see that (5.29) follows from Féjer’s generalisation of the Hadamard
inequality. Inequality (5.30) does not appear to follow in this way.

By the same argument, we have the following result.
Theorem 132. Let p be a nonnegative, integrable, even function and U a

convex set from a linear vector space X. Suppose x + v, x − v ∈ U and x, v ∈ X.
If f is a positive, log-convex function, then (5.31) holds, while if f is a positive,
log-concave function, then (5.32) holds.

Theorem 133. Let p be as in Theorem 132 and f a positive function.
(a) Suppose f is r−convex. Then if r ≤ 1,

(5.36)

∫ 1

−1
f (x+ vt) p (t) dt∫ 1

−1
p (t) dt

≤ f (x+ v) + f (x− v)
2

,

while if r ≥ 1

(5.37)

∫ 1

−1
f (x+ vt) p (t) dt∫ 1

−1
p (t) dt

≤Mr (f (x+ v) , f (x− v)) .

(b) Suppose f is r−concave. Then if r ≤ 1, (5.37) holds with the inequality
reversed. If r ≥ 1, then the inequality (5.36) is reversed.

Proof. For r = 0 the theorem reduces to Theorem 132, so we may suppose
that r 6= 0.

If f is an r−convex function, then by definition we have for |t| ≤ 1 that

f

(
1 + t

2
(x+ v) +

1− t

2
(x− v)

)
≤
[
1 + t

2
fr (x+ v) +

1− t

2
fr (x− v)

] 1
r

,

that is,
f (x+ tv) ≤ h (t) ,

say, and so

(5.38)

∫ 1

−1
f (x+ vt) p (t) dt∫ 1

−1
p (t) dt

≤
∫ 1

−1
h (t) p (t) dt∫ 1

−1
p (t) dt

.

Now h is convex on [−1, 1] for r ≤ 1 and concave for r ≥ 1. So for r ≤ 1, we have
by Lemma 15 that

Mr (f (x+ v) , f (x− v)) ≤
∫ 1

−1
h (t) p (t) dt∫ 1

−1
p (t) dt

(5.39)

≤ f (x+ v) + f (x− v)
2

,

while for r ≥ 1 we have the reverse inequality.
Therefore (5.38) gives for r ≤ 1 that (5.36) holds and for r ≥ 1 that (5.37)

holds.
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Now, let f be an r−concave function. Then for r 6= 0, the inequality (5.38) is
reversed. So, using (5.39), we have for r ≤ 1 the reverse inequality to (5.37) and
for r ≥ 1 the reverse inequality in (5.36), and we are done.

Remark 64. Inequality (5.36) can be obtained from the fact that an r−convex
function is convex for r ≤ 1. Similarly, an r−concave function is concave for r ≥ 1.

3. Stolarsky Means and H· −H·’s Inequality

3.1. Introduction. Recall the second part of the H· − H· inequality. This
states that if f : [a, b] → R is convex, then

1
b− a

∫ b

a

f(t)dt ≤ f (a) + f (b)
2

.

The H· − H· inequality has recently been extended in two quite different ways.
Recall that the integral power mean Mp of a positive function f on [a, b] is a
functional given by

(5.40) Mp(f) =


[

1
b−a

∫ b
a
f(t)pdt

]1/p
, p 6= 0,

exp
[

1
b−a

∫ b
a

ln f(t)dt
]
, p = 0.

Further, the extended logarithmic mean Lp of two positive numbers a, b is given
for a = b by Lp(a, a) = a and for a 6= b by

Lp(a, b) =



[
bp+1 − ap+1

(p+ 1)(b− a)

]1/p
, p 6= −1, 0 ,

b− a

ln b− ln a
, p = −1 ,

1
e

(
bb

aa

)1/(b−1)

, p = 0 .

The second part of the H· −H· inequality may now be recast as a relationship

M1(f) ≤ L1(f(a), f(b))

between integral power means and extended logarithmic means. In [134] the fol-
lowing extension is derived for this suggestive result (see also [138]).

Theorem 134. If f : [a, b] → R is positive, continuous and convex, then

(5.41) Mp(f) ≤ Lp (f(a), f(b)) ,

while if f is concave, (5.41) is reversed.
Remark 65. We note that L−1(a, b) is the well–known logarithmic mean L(a, b)

and L0(a, b) is the identric mean I(a, b).
The second extension involves the power mean Mr(x, y;λ) of order r of positive

numbers x, y, which is defined by

Mr(x, y;λ) =

 (λxr + (1− λ)yr)1/r , if r 6= 0,

xλy1−λ , if r = 0.
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In the special case λ = 1
2 this notation is contracted to Mr(x, y).

It involves also the alternative extended logarithmic mean Fr(x, y) of two pos-
itive numbers x, y, which is prescribed by Fr(x, x) = x and for x 6= y by

Fr(x, y) =



r
r+1 ·

xr+1−yr+1

xr−yr , r 6= 0,−1,

x−y
ln x−ln y , r = 0,

xy ln x−ln y
x−y , r = −1.

,

This includes the usual logarithmic mean as the special case r = 0.
An idea of r–convexity may be introduced via power means (see also [138]).
Definition 1. A positive function f is said to be r–convex on an interval [a, b]

if, for all x, y ∈ [a, b] and λ ∈ [0, 1],

(5.42) f(λx+ (1− λ)y) ≤Mr(f(x), f(y);λ).

This definition of r–convexity naturally complements the concept of r–concavity
in which the inequality is reversed (see [180]). This concept plays an important
role in statistics.

The definition of r–convexity can be expanded as the condition that

fr(λx+ (1− λ)y) ≤

 λfr(x) + (1− λ)fr(y) , if r 6= 0,

fλ(x)f1−λ(y) , if r = 0.

For a positive function f , it is applicable for nonintegral values of r. Also, suppose
as is usual that f is nonnegative and possesses a second derivative. If r ≥ 2, then

d2

dx2
fr = r(r − 1)fr−2(f ′)2 + rfr−1f ′′,

which is nonnegative if f ′′ ≥ 0. Hence under the restrictions noted, ordinary
convexity implies r–convexity. The reverse implication is not the case, as is shown
by the function f(x) = x1/2 for x > 0.

We note that the standard definition of r–convexity (see [114, Chapter 1, Sec-
tion 6]) is quite different. Recall that when the derivative f (r) exists, f is r–convex
if and only if f (r) ≥ 0 (see [114, Chapter 1, Theorem 1]). Consider the function

f(x) := x(x3 − x2 + 1)

on I = (1/2, 1). For x ∈ I, we have f (2) < 0 but f (3) > 0, so f is 3–convex but not
convex. The function g = −f on the same domain is a function which is convex
but not 3–convex.

After this lengthy aside, we are ready to state the second extension of Hadamard’s
inequality, which was established recently in [80]. This relaxes the assumption of
convexity to one of r–convexity.

Theorem 135. Suppose f is a positive function on [a, b]. If f is r–convex,
then

(5.43)
1

b− a

∫ b

a

f(t)dt ≤ Fr(f(a), f(b)),

while if f is r–concave, the inequality is reversed.
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In Subsection 3.3 we prove a result which subsumes Theorems 134 and 135
as special cases. The relevant generalization of Lp and Fr turns out to be the
well–known Stolarsky mean E(x, y; r, s) (see Stolarsky [172]). This is given by
E(x, x; r, s) = x if x = y > 0 and for distinct positive numbers x, y by

E(x, y; r, s) =
[
r

s

ys − xs

yr − xr

] 1
s−r

, r 6= s and r, s 6= 0,

E(x, y; r, 0) = E(x, y; 0, r) =
[
1
r

yr − xr

ln y − lnx

] 1
r

, r 6= 0,

E(x, y; r, r) = e−
1
r

(
xx

r

yyr

) 1
xr−yr

, r 6= 0,

E(x, y; 0, 0) =
√
xy .

Clearly E(x, y; 1, p+ 1) = Lp(x, y) and E(x, y; r, r + 1) = Fr(x, y).
The key to our proof is a new integral representation of Stolarsky’s mean. This

is of some interest in its own right and is presented in Subection 3.2.
In Subsection 3.4 we establish a related generalization of the Fink–Mond–

Pečarić inequalities [77, 115].

3.2. Integral Representations. Carlson [14] has established the integral
representation

(5.44) L(x, y) =
[∫ 1

0

dt

tx+ (1− t)y

]−1

,

while Neuman [120] has given the alternative integral representation

(5.45) L(x, y) =
∫ 1

0

xty1−tdt.

Let M̄p(f) denote the integral mean (5.40) for a = 0, b = 1 and put ex,y(t) :=
tx+ (1− t)y. A simple evaluation of the right–hand side shows that

Lp(x, y) = M̄p(ex,y),

which provides a generalization of the integral representation (5.44) for the extended
logarithmic means Lp(x, y). Similarly we can derive

Fr(x, y) =
∫ 1

0

Mr(x, y; t)dt

as a natural extension of (5.45).
In the above we regard Mr(x, y; t) as a function of the parameter t. Set

mr,x,y(t) := Mr(x, y; t).

Then we may evaluate the integrals on the right–hand side of

(5.46) M̄s−r(mr,x,y) =



[∫ 1

0

(Mr(x, y; t))
s−r

dt

]1/(s−r)
, s 6= r

exp
[∫ 1

0

lnMr(x, y; t)dt
]
, s = r
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to give a simple derivation of the representation

(5.47) E(x, y; r, s) = M̄s−r(mr,x,y).

3.3. Hadamard’s Inequality for r–Convex Functions. The following re-
sult holds [138].

Theorem 136. Suppose f is a positive function on [a, b]. Then if f is r–convex,

(5.48) Mp(f) ≤ E(f(a), f(b); r, p+ r),

while if f is r–concave, the inequality is reversed.

Proof. First we suppose r–convexity. Let p 6= 0. Then

Mp(f) =

[
1

b− a

∫ b

a

fp(t)dt

]1/p

=
[∫ 1

0

fp(sb+ (1− s)a)ds
]1/p

≤
[∫ 1

0

Mp
r (f(b), f(a); s)ds

]1/p
.

From (5.46) and (5.47) we deduce that

Mp(f) ≤ M̄p

(
mr,f(b),f(a)

)
= E (f(a), f(b); r, r + p) .

Similarly, for p = 0, we have

M0(f) = exp

[
1

b− a

∫ b

a

ln f(t)dt

]
= exp

[∫ 1

0

ln f(sb+ (1− s)a)ds
]

≤ exp
[∫ 1

0

lnMr(f(b), f(a); s)ds
]

and again from (5.46) and (5.47) we derive

M0(f) ≤ M̄0

(
mr,f(b),f(a)

)
= E (f(a), f(b); r, r) .

The proof in the case of r–concavity is exactly similar.

Remark 66. ([138]) For p = 1, (5.48) becomes

M1(f) ≤ E(f(a), f(b); r, r + 1),

that is (5.43), while for r = 1 we have

Mp(f) ≤ E(f(a), f(b); 1, p+ 1),

which is (5.41). Thus our result subsumes Theorems 134 and 135.
We observe that an r-convex function f can be defined on a convex set U in

a real linear space X with (5.42) holding whenever x, y ∈ U and λ ∈ [0, 1]. This
leads to the following result (see also [138]).

Theorem 137. Suppose f is a positive function on U(⊂ X), where U is convex
and X a linear space. Then if f is r–convex,

M̄p(f(ea,b)) ≤ E(f(a), f(b); r, p+ r),

while if f is r–concave, the inequality is reversed.
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3.4. A Further Generalization of the Fink–Mond–Pečarić Inequali-
ties. The following generalization of Fink-Mond-Pečarić inequalities ([77, 115])
was obtained in [80].

Theorem 138. Let w be a nonnegative, integrable, even function on [−1, 1]
with positive integral and let f be a positive function.

a) If f is r–convex function, then for r ≤ 1,

(5.49)

∫ 1

−1
f(x+ vt)w(t)dt∫ 1

−1
w(t)dt

≤ f(x+ v) + f(x− v)
2

,

while if r ≥ 1,

(5.50)

∫ 1

−1
f(x+ vt)w(t)dt∫ 1

−1
w(t)dt

≤Mr(f(x+ v), f(x− v)).

b) Suppose f is r–concave. Then if r ≤ 1, the inequality (5.50) is reversed,
while if r ≥ 1, the inequality (5.49) is reversed.

We extend these results to allow a power mean of order p on the left–hand sides
of (5.49) and (5.50) in place of an arithmetic integral mean. The power mean of
order p is defined by

M̃p(f, w) =



[ ∫ 1
−1 f

p(t)w(t)dt∫ 1
−1 w(t)dt

]1/p
, p 6= 0

exp
{ ∫ 1

−1 w(t) ln f(t)dt∫ 1
−1 w(t)dt

}
, p = 0.

We shall need the following useful result due to Fejér [72].

Lemma 16. Suppose h : [a, b] → R is convex and w : [a, b] → R a nonnegative,
integrable function with positive integral and such that

(5.51) w(a+ t) = w(b− t) , 0 ≤ t ≤ 1
2
(b− a).

Then

(5.52) h

(
a+ b

2

)
≤
∫ b
a
w(t)h(t)dt∫ b
a
w(t)dt

≤ h(a) + h(b)
2

.

The inequality is reversed if h is concave.

We shall derive the following generalization of Theorem 138 (cf. [138]).

Theorem 139. Let w be a nonnegative, integrable, even function with positive
integral over [−1, 1], and let f be a positive function. Put f̃(t) := f(x + vt) for
t ∈ [−1, 1].

a) If f is r–convex and m = max{r, p}, then

(5.53) M̃p(f̃ , w) ≤Mm(f(x+ v), f(x− v)).

b) If f is r-concave and m = min{r, p},then the inequality is reversed.

Proof. The Proof is as follows.
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a) Take f to be positive and r–convex. First suppose that p, r 6= 0. Since f
is r–convex, we have

f

(
1 + t

2
(x+ v) +

1− t

2
(x− v)

)
≤
[
1 + t

2
fr(x+ v) +

1− t

2
fr(x− v)

]1/r
.

Therefore

M̃p(f̃ , w) =

[∫ 1

−1
fp(x+ vt)w(t)dt∫ 1

−1
w(t)dt

]1/p

(5.54)

≤

∫ 1

−1

[
1+t
2 fr(x+ vt) + 1−t

2 fr(x− v)
]p/r

w(t)dt∫ 1

−1
w(t)dt

1/p

=

[∫ 1

−1
h(t)w(t)dt∫ 1

−1
w(t)dt

]1/p

,

where h(t) =
[
1+t
2 fr(x+ v) + 1−t

2 fr(x− v)
]p/r.

We have that h(t) is convex on [−1, 1] for r ≤ p and concave for r ≥ p.
Since w is even, w(−1 + t) = w(1 − t), so that (5.51) holds for a = −1,
b = 1. Hence by Lemma 16(

fr(x+ v) + fr(x− v)
2

)p/r
≤
∫ 1

−1
w(t)h(t)dt∫ 1

−1
w(t)dt

≤ fp(x+ v) + fp(x− v)
2

applies if r ≤ p and the reverse inequality holds for r ≥ p.
If r ≤ p with p > 0, we may take p–th roots to derive

Mr(f(x+ v), f(x− v)) ≤

(∫ 1

−1
w(t)h(t)dt∫ 1

−1
w(t)dt

)1/p

(5.55)

≤ Mp(f(x+ v), f(x− v)).

The same conclusion holds if r ≥ p with p < 0. The inequalities in (5.55)
are reversed if r ≤ p with p < 0 or r ≥ p with p > 0. Coupling these
results with (5.54) gives part (a) of the enunciation for the case p, r 6= 0.
Now suppose r = 0 and p 6= 0. Then we have

M̃p(f̃ , w) =

[∫ 1

−1
fp(x+ vt)w(t)dt∫ 1

−1
w(t)dt

]1/p

(5.56)

≤

[∫ 1

−1
f(x+ v)p

1+t
2 f(x− v)p

1−t
2 w(t)dt∫ 1

−1
w(t)dt

]1/p

.

Put
h(t) = f(x+ v)p

1+t
2 f(x− v)p

1−t
2 .

Then h is convex, and by (5.52)(√
f(x+ v)f(x− v)

)p
≤
∫ 1

−1
w(t)h(t)dt∫ 1

−1
w(t)dt

≤ fp(x+ v) + fp(x− v)
2

.
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For p > 0, we get (5.55) with r = 0. For p < 0 the inequalities are
reversed. So by (5.56), we again have (5.53).
Suppose r 6= 0 and p = 0. Then we have

M̃0(f̃ , w)(5.57)

≤ exp

[∫ 1

−1
w(t) ln f(x+ vt)dt∫ 1

−1
w(t)dt

]

≤ exp

∫ 1

−1
w(t) ln

[
1+t
2 fr(x+ v) + 1−t

2 fr(x− v)
]1/r

dt∫ 1

−1
w(t)dt

 .
The function

h(t) := ln
[
1 + t

2
fr(x+ v) +

1− t

2
fr(x− v)

]1/r
is convex for r < 0 and concave for r > 0. So, for r < 0, (5.52) gives

lnMr(f(x+ v), f(x− v)) ≤
∫ 1

−1
w(t)h(t)dt∫ 1

−1
w(t)dt

(5.58)

≤ lnM0(f(x+ v), f(x− v)).

The inequalities are reversed if r > 0. By (5.57) and (5.58) we again have
(5.53).
Finally, suppose r = 0, p = 0. We have

M̃0(f̃ , w) = exp

[∫ 1

−1
w(t) ln f(x+ vt)dt∫ 1

−1
w(t)dt

]

≤ exp

[∫ 1

−1
w(t) ln f(x+ v)

1+t
2 f(x− v)

1−t
2 dt∫ 1

−1
w(t)dt

]
= M0[f(x+ v), f(x− v)].

Thus (a) is established in all cases.
b) The proof is similar.

Remark 67. ([138]) Suppose U is a convex set in a real linear space X. Then
the conclusion of Theorem 139 holds when x, v ∈ X are such that x+ v, x− v ∈ U
and f : U → R+ is r–convex (r–concave) on U .

4. Functional Stolarsky Means and H· −H· Inequality

4.1. Introduction. As a response to the needs of diverse applications, a con-
siderable variety of particular means of sets of numbers have been proposed and
studied in the literature. See, for example, the compendious treatment of Bullen,
Mitrinović and Vasić [12]. Valuable work has been done in systematising and uni-
fying this area via the judicious introduction of parameters.

A helpful paradigm is due to Stolarsky [172]. See also Tobey [179]. The
Stolarsky mean Er,s(x, y) of two positive numbers x and y is given by Er,s(x, x) = x
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when the numbers coincide and otherwise by

(5.59) Er,s(x, y) =



[
r

s
· y

s − xs

yr − xr

]1/(s−r)
, r 6= s, r, s 6= 0;

[
1
r
· yr − xr

ln y − lnx

]1/r
, r 6= 0, s = 0;

e−1/r

(
xx

r

yyr

)1/(xr−yr)

, s = r 6= 0;

√
xy, r = s = 0.

For various choices of the parameters r, s, this subsumes a number of commonly
employed means as special cases. Apart from direct application, it has theoretical
interest. Thus there is a comparison theorem prescribing for which pairs (r, s), (u, v)
the inequality Er,s(x, y) < Eu,v(x, y) holds for all x 6= y (see Leach and Sholander
[90] and Páles [131, 132]). A trivial special case is the familar inequality between
the geometric and arithmetic means of a pair of distinct positive numbers.

An interesting representation has been found [138] linking the Stolarsky mean
with power means and integral means. The power mean mr(x, y; t) of order r and
weights t and 1− t (for t ∈ [0, 1]) of positive numbers x, y is defined by

(5.60) mr(x, y; t) =

 (txr + (1− t)yr)1/r if r 6= 0,

xty1−t, if r = 0,

whilst the integral mean over [0, 1] of a positive function f is

Mr(f) =


[∫ 1

0
(f(t))rdt

]1/r
, if r 6= 0,

exp
(∫ 1

0
ln f(t)dt

)
, if r = 0.

It can be verified readily that

Er,s(x, y) = Ms−r(mr),

where mr(t) := mr(x, y; t).
This suggests that a natural way to generalize the Stolarsky mean is to replace

the role of a power mean in this relation by a quasiarithmetic mean. In this section,
following [137], we develop such a generalization, which is seen to subsume and
unify some recently proposed functional means.

In Subsection 4.2 we define a general class of weighted functional Stolarsky
means and establish a basic comparison theorem. In Subsection 4.3 we generalize
some Hadamard–type results from [138] for r–convex functions. We conclude in
Subsection 4.4 by addressing multidimensional generalizations.

4.2. Functional Stolarsky Means.

Definition 2. [137] Let g(·) be strictly monotone and continuous function on
an interval I, and let f be strictly monotone and continuous on the range of g−1.
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Suppose µ is a probability measure on [0, 1]. Then the weighted functional Stolarsky
mean of two real numbers x, y ∈ I is given by

φf,g(x, y;µ) = f−1

{∫ 1

0

f
[
g−1(ug(y) + (1− u)g(x))

]
dµ(u)

}
.

We have trivially that φf,g(x, x;µ) = x. Our definition subsumes a number of
means extant in the literature. Thus for g(x) := x, f : (0,∞) → R, we have a
functional mean considered in [17]. If µ(u) := u, we suppress µ from the notation
for φ and write φf,g(x, y). For f(x) = xs−r and g(x) = xr, φf,g(x, y) reduces to the
classical Stolarsky mean Er,s(x, y) given by (5.59).

For x 6= y, set t = u[g(y)−g(x)]+g(x). Under this change of variable we derive

φf,g(x, y) = f−1

 1
g(y)− g(x)

g(y)∫
g(x)

f
(
g−1(t)

)
dt

 .

For f(x) := x, this reduces to the mean considered in [161].
The general functional Stolarsky mean admits the following comparison theo-

rem [137].
Theorem 140. Suppose f, g satisfy the conditions of Definition 2 and similarly

for F,G. If
(i) F ◦f−1 is convex and F increasing, or F ◦f−1 concave and F decreasing,

and
(ii) either G ◦ g−1 is convex and G increasing, or G ◦ g−1 concave and G

decreasing,
then

φf,g(x, y;µ) ≤ φF,G(x, y;µ).

If
(iii) either F ◦ f−1 is convex and F decreasing, or F ◦ f−1 concave and F

increasing, and
(iv) either G ◦ g−1 is convex and G decreasing, or G ◦ g−1 concave and G

increasing,
then

φf,g(x, y;µ) ≥ φF,G(x, y;µ).

Proof. Suppose G ◦ g−1 is convex. Then the discrete Jensen inequality gives
for X, Y in the domain of G ◦ g−1 that

(G ◦ g−1)(tX + (1− t)Y ) ≤ t((G ◦ g−1)(X) + (1− t)(G ◦ g−1)(Y ).

For X = g(x) and Y = g(y), this is equivalent to

G{g−1[tg(x) + (1− t)g(y)]} ≤ tG(x) + (1− t)G(y).

If G is increasing, we have consequently that

(5.61) g−1[tg(x) + (1− t)g(y)] ≤ G−1[tG(x) + (1− t)G(y)].

Similarly, we can prove that (5.61) holds if G ◦ g−1 is concave and G decreasing,
and that the inequality is reversed if either G ◦ g−1 is convex and G decreasing, or
G ◦ g−1 concave and G increasing.
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Moreover, by the integral Jensen inequality for a convex function F ◦ f−1, we
have for H integrable that

(F ◦ f−1)
[∫ 1

0

H(t)dµ(t)
]
≤
∫ 1

0

(F ◦ f−1)(H(t))dµ(t),

which for H(t) = f(h(t)) becomes

F

{
f−1

[∫ 1

0

f(h(t))dµ(t)
]}

≤
∫ 1

0

F (h(t))dµ(t).

If F is also increasing we get

(5.62) f−1

[∫ 1

0

f(h(t))dµ(t)
]
≤ F−1

[∫ 1

0

F (h(t))dµ(t)
]
.

Similarly, we can prove that (5.62) applies if F◦f−1 is concave and F decreasing,
and that (5.62) is reversed if either F ◦ f−1 is convex and F decreasing, or F ◦ f−1

concave and F increasing. We have that f and f−1 are either both increasing or
both decreasing. Therefore if h1(t) ≤ h2(t), we have

f−1

[∫ 1

0

f(h1(t))dµ(t)
]
≤ f−1

[∫ 1

0

f(h2(t))dµ(t)
]
.

Now let x 6= y and suppose the conditions for (5.61) and (5.62) are satisfied.
Then

φf,g(x, y;µ) = f−1

{∫ 1

0

f
[
g−1(ug(y) + (1− u)g(x))

]
dµ(u)

}
(5.63)

≤ f−1

{∫ 1

0

f [G−1(uG(y) + (1− u)G(x))]dµ(u)
}

≤ F−1

{∫ 1

0

F [G−1(uG(y) + (1− u)G(x))]dµ(u)
}

= φF,G(x, y;µ).

If the conditions apply for the inequalities in (5.61) and (5.62) to be reversed, we
have the reverse inequalities in (5.63) too.

In the special case g(x) = G(x) = x with f and F strictly increasing on (0,∞),
this reduces to [17, Theorem 1.3].

4.3. Inequalities of Hadamard Type for g-Convex Functions. In [138]
the following definition was given (see also [137]).

Definition 3. Let f be a real–valued function on an interval [a, b] and g a
strictly monotone continuous function on the range of f . We say that f is g–convex
if, for all x and y ∈ [a, b] and λ ∈ [0, 1],

f(λx+ (1− λ)y) ≤ g−1[λ(g ◦ f)(x) + (1− λ)(g ◦ f)(y)].

We say that f is g–concave if the reverse inequality holds.
Theorem 141. ([137]) Suppose f is defined on [a, b] and let F be a strictly

monotone continuous function defined on the range of f . If f is G–convex, then

F−1

[
1

b− a

∫ b

a

F (f(x))dx

]
≤ φF,G(f(a), f(b)).
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If f is G–concave then the reverse inequality applies.

Proof. We have for a G–convex function f that

F−1

[
1

b− a

∫ b

a

F (f(x))dx

]
= F−1

[∫ 1

0

F (f(ub+ (1− u)a))du
]

≤ F−1

[∫ 1

0

F ◦G−1(G(f(b)) + (1− u)G(f(a)))du
]

= φF,G(f(a), f(b)).

The second part follows similarly.

For F (x) = xp and G(x) = xr, this reduces to [138, Theorem 3.1] and for
F (x) = x to a result from [161].

Theorem 142. ([137]) Suppose f : [a, b] → R is continuous. Let F be a
strictly monotone continuous function defined on the range of f and w : [a, b] → R
an integrable positive function. If either

(i) f is g-convex, F ◦ g−1 is convex and F decreasing, or
(ii) f is g-concave, F ◦ g−1 is concave and F increasing,

then

(5.64) F−1

{∫ b
a
w(x)F (f(x))dx∫ b
a
w(x)dx

}
≤ g−1{α∗(g ◦ f)(b) + (1− α∗)(g ◦ f)(a)},

where

α(x) =
x− a

b− a
, α∗ =

∫ b
a
α(x)w(x)dx∫ b
a
w(x)dx

.

The inequality in (5.64) is reversed if either
(iii) f is g-concave, F ◦ g−1 is convex and F increasing, or
(iv) f is g-concave, F ◦ g−1 is concave and F decreasing.

Moreover, if either
(v) f is g-convex, F ◦ g−1 is convex and F increasing, or

(vi) f is g-convex, F ◦ g−1 is concave and F decreasing,
then

(5.65) F−1

[∫ b
a
w(x)F (f(x))dx∫ b
a
w(x)dx

]
≤ F−1[α∗(F ◦ f)(b) + (1− α∗)(F ◦ f)(a)].

The inequality in (5.65) is reversed if either
(vii) f is g-concave, F ◦ g−1 convex and F decreasing, or

(viii) f is g-concave, F ◦ g−1 concave and F increasing.
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Proof. Let f be g-convex (respectively g-concave). We have

(5.66) F−1

[∫ b
a
w(x)F (f(x))dx∫ b
a
w(x)dx

]

= F−1

{∫ b
a
w(x)F [f(α(x)b+ (1− α(x))a)]dx∫ b

a
w(x)dx

}
≥

(≤) F
−1

{∫ b
a
w(x)F [g−1{α(x)(g ◦ f)(b) + (1− α(x))(g ◦ f)(a)}]dx∫ b

a
w(x)dx

}
.

On the other hand, by Jensen’s integral inequality we have that if F ◦g−1 is convex
(concave) then

(5.67)

∫ b
a
w(x)F{g−1[α(x)(g ◦ f)(b) + (1− α(x))(g ◦ f)(a)]}dx∫ b

a
w(x)dx

≥
(≤) F

{
g−1

[∫ b
a
w(x)[α(x)(g ◦ f)(b) + (1− α(x))(g ◦ f)(a)]dx∫ b

a
w(x)dx

]}
= F

{
g−1[α∗(g ◦ f)(b) + (1− α∗)(g ◦ f)(a)]

}
.

From (5.66) and (5.67) we get (5.64) (the reverse inequality).
Moreover, by Jensen’s discrete inequality, if F ◦ f−1 is convex (concave), we

have that

(5.68)

∫ b
a
w(x)F{g−1[α(x)(g ◦ f)(b) + (1− α(x))(g ◦ f)(a)]}dx∫ b

a
w(x)dx

≥
(≤)

∫ b
a
w(x){α(x)(F ◦ f)(b) + (1− α(x))(F ◦ f)(a)]}dx∫ b

a
w(x)dx

= α∗(F ◦ f)(b) + (1− α∗)(F ◦ f)(a).

From (5.66) and (5.68) we get (5.65) (its reverse inequality).

Let F (x) = x and suppose w is symmetric on [a, b], that is,

w(a+ t) = w(b− t), 0 ≤ t ≤ 1
2
(b− a).

Then α∗ = 1/2 and we have a result obtained in [143].
Definition 4. ([137]) A positive function f is said to be r–convex on an

interval [a, b] if, for all x, y ∈ [a, b] and λ ∈ [0, 1],

f(λx+ (1− λ)y) ≤ mr(f(x), f(y);λ),

where mr is defined by (5.60).
Corollary 52. ([137]) Let f : [a, b] → R be a positive continuous function

and w an integrable positive function.
(a) If f is r-convex and ` = max{r, p}, then[∫ b

a
w(x)(f(x))pdx∫ b

a
w(x)

]1/p

≤ m`(f(b), f(a);λ).
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(b) If f is r-concave and ` = min{r, p}, then the inequality is reversed.
For p = 1 and r = 0, that is, when f is a log-convex function, we have

[f(b)]λ[f(a)]1−λ ≤
∫ b
a
w(x)f(x)dx∫ b
a
w(x)dx

≤ λf(b) + (1− λ)f(a).

(see Fink [75] and Pečarić and Čuljak [143]). For some related results see also
[77, 80, 115, 134].

4.4. Multidimensional Functional Stolarsky–Tobey Means.
Definition 5. ([137]) Let En−1 ⊂ Rn−1 represent the simplex

En−1 =

(u1, . . . , un−1) : ui ≥ 0 (1 ≤ i ≤ n− 1),
n−1∑
j=1

uj ≤ 1


and set un = 1 −

n−1∑
j=1

uj. With u = (u1, . . . , un), let µ(u) be a probability measure

on En−1.
For u ∈ En−1, r ∈ R and x = (x1, . . . , xn) ∈ Rn+, the power mean of order r of

x1, . . . , xn is defined by

mr(x;u) :=



(
n∑
i=1

uix
r
i

)1/r

, if r 6= 0,

n∏
i=1

xui
i if r = 0.

The integral power mean M t of order t ∈ R of a positive function f on En−1

with probability measure µ is defined by

M t(f ;µ) :=


[∫
En−1

{f(u)}t dµ(u)
]1/t

, if t 6= 0,

exp
[∫
En−1

ln(f(u))dµ(u)
]
, if t = 0,

assuming that the expressions involved are well–defined (see [84, Chapter 3]).
Let x = (x1, . . . , xn) ∈ Rn+ and r, t ∈ R. Tobey [179] has studied the two–

dimensional homogeneous mean

Lr,t(x;µ) := M t(mr(x; ·);µ)

of x1, . . . , xn.
Now let I be a real interval and xi ∈ I (1 ≤ i ≤ n) and suppose f, g are two

strictly monotone continuous functions on I. We say that φf,g(x;µ) is a functional
Stolarsky–Tobey mean if

φf,g(x;µ) = f−1

{∫
En−1

f

[
g−1

(
n∑
i=1

uig(xi)

)]
dµ(u)

}
,

where x = (x1, x2, . . . , xn).
Special cases of the above means are given in [17, 120, 145, 161]. For example,

for g(x) := x we have a functional mean considered in [17]. Tobey’s homogeneous
mean is subsumed under f(y) = yt, g(y) = yr and I = R.
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The proof of the following theorem follows closely that of Theorem 140.

Theorem 143. ([137]) If

(i) either F ◦ f−1 is convex and F increasing, or F ◦ f−1 concave and F
decreasing, and

(ii) either G ◦ g−1 is convex and G increasing, or G ◦ g−1 concave and G
decreasing,
then

φf,g(x;µ) ≤ φF,G(x;µ).

If
(iii) either F ◦ f−1 is convex and F decreasing, or F ◦ f−1 concave and F

increasing, and
(iv) either G ◦ g−1 is convex and G is decreasing, or G ◦ g−1 is concave and

G is increasing,
then

φf,g(x;µ) ≥ φF,G(x;µ).

Denote by

wi =
∫
En−1

uidµ(u)

the i-th weight associated with the probability measure µ on En−1. Then wi > 0
(1 ≤ i ≤ n) and w1 + · · ·+ wn = 1.

We have

φf,f (x;µ) = f−1

{
n∑
i=1

wif(xi)

}
,

which is just the quasiarithmetic mean of the numbers {xi} with weights {wi} for
the function f .

Theorem 144. ([137]) If either

(i) f ◦ g−1 is convex and f increasing, or
(ii) f ◦ g−1 is concave and f decreasing,

then

(5.69) φg,g(x;µ) ≤ φf,g(x;µ) ≤ φf,f (x;µ).

If either
(iii) f ◦ g−1 is convex and f decreasing, or
(iv) f ◦ g−1 is concave and f increasing,

then the inequality is reversed.

Proof. By Jensen’s integral inequality we have that if f ◦ g−1 is convex,∫
En−1

f

[
g−1

(
n∑
i=1

uig(xi)

)]
dµ(u)

≥ f

{
g−1

[∫
En−1

(
n∑
i=1

uig(xi)

)
dµ(u)

]}
= f

{
g−1

[
n∑
i=1

wig(xi)

]}
= f(φg,g(x;µ)).
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By Jensen’s discrete inequalitiy we have that if f ◦ g−1 is convex, then∫
En−1

f

[
g−1

(
n∑
i=1

uig(xi)

)]
dµ(u)(5.70)

≤
∫
En−1

n∑
i=1

uif(xi)dµ(u) =
n∑
i=1

wif(xi) = f(φf,f (x;µ)).

If f is increasing, (5.69) now follows from (5.70) and (5.70). The other cases are
derived similarly.

Our next theorem considers unweighted functional Stolarsky–Tobey means,
when µ reduces to Lebesgue measure

dµ(u) = (n− 1)!du1 . . . dun−1 = (n− 1)!du.

An easy calculation gives ∫
En−1

du1 . . . dun−1 =
1

(n− 1)!

and

wi =
∫
En−1

uidµ(u) =
1
n
.

We write φf,g(x) for φf,g(x, µ) in this case.

Theorem 145. ([137]) Suppose xi 6= xj for i 6= j and let H(t) be such that
H(n−1) = f ◦ g−1. Then

φf,g(x) = f−1

[
(n− 1)!

n∑
i=1

(H ◦ g)(xi)∏
j∈A(i)(g(xi)− g(xj))

]
,

where A(i) := {1, 2, . . . , n} \ {i}.

Proof. We use the well–known relation

[t1, . . . , tn]f =
n∑
i=1

f(ti)∏
j∈A(i)(ti − tj)

=
∫
En−1

f (n−1)

(
n∑
i=1

uiti

)
du,

where [t1, . . . , tn]f stands for the divided differences of order n− 1 of t with knots
at t1, . . . , tn and t ∈ Cn−1(a, b), a = min(ti), b = max(ti), 1 ≤ i ≤ n. So we have

φf,g(x) = f−1

{
(n− 1)!

∫
En−1

(f ◦ g−1)

(
n∑
i=1

uig(xi)

)
du

}

= f−1

{
(n− 1)!

∫
En−1

H(n−1)

(
n∑
i=1

uig(xi)

)
du

}
,

whence the desired result.

The above gives as special cases results obtained in [120, 145, 161].
Theorems 144 and 145 give the following.
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Corollary 53. ([137]) If either (i) or (ii) of Theorem 144 holds and H is
as in Theorem 145, then

g

(
1
n

n∑
i=1

g(xi)

)
≤ f−1

[
(n− 1)!

n∑
i=1

(H ◦ g)(xi)∏
j∈A(i)(g(xi)− g(xj))

]

≤ f−1

(
1
n

n∑
i=1

f(xi)

)
.

If either (i) or (ii) from Theorem 144 applies, then the inequalities are reversed.

5. Generalization of H· −H· Inequality for G-Convex Functions

5.1. Introduction. Recall that a positive function f is said to be r-convex
on an interval [a, b] if, for all x, y ∈ [a, b] and λ ∈ [0, 1],

(5.71) f (λx+ (1− λy)) ≤

 [λfr (x) + (1− λy) fr (y)]
1
r , if r 6= 0

fλ (x) f1−λ (y) , if r = 0.

If the inequality (5.71) is reversed, then is said to be r-concave ([80]). This
concept plays an important role in statistics. By the concept of r-convexity, the
authors in [80] proved that:

Theorem 146. ([80]). Suppose that f is a positive r-convex function on [a, b].
Then

(5.72)
1

b− a

∫ b

a

f (t) dt ≤ Lr (f (a) , f (b)) .

If f is a positive r-concave function, then the inequality (5.72) is reversed, where

Lr (f (a) , f (b)) =



r
r+1

fr+1(a)−fr+1(b)
fr(a)−fr(b) , r 6= 0,−1, f (a) 6= f (b)

f(a)−f(b)
ln f(a)−ln f(b) , r = 0, f (a) 6= f (b)

f (a) f (b) ln f(a)−ln f(b)
f(a)−f(b) , r = −1, f (a) 6= f (b)

f (a) , f (a) = f (b) .

The authors in [138] established a relationship between power mean of f and
Stolarsky mean of f(a) and f(b), which generalize (5.72) and is stated as the fol-
lowing :

Theorem 147. ([138]). Suppose that f is a positive r-convex function on [a, b],
then

(5.73) Mp (f) ≤ E (f (a) , f (b) ; r, p+ r) .

If f is r-concave, the inequality (5.73) is reversed, where

Mp (f) =


[

1
b−a

∫ b
a
fp (t) dt

] 1
p

, p 6= 0,

exp
[

1
b−a

∫ b
a

ln f (t) dt
]
, p = 0,
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E (f (a) , f (b) ; r, p+ r) =
[

r

p+ r
· f

r+1 (a)− fr+1 (b)
fr (a)− fr (b)

] 1
p

,

(r, p+ r) 6= 0, p 6= 0, f (a) 6= f (b)

E (f (a) , f (b) ; 0, r) = E (f (a) , f (b) ; r, 0)

=
[
1
r
· fr (a)− fr (b)
ln f (a)− ln f (b)

] 1
r

, r 6= 0, f (a) 6= f (b)

E (f (a) , f (b) ; r, r) = e
−1
r

(
f (a)f

r(a)

f (b)f
r(b)

) 1
fr(a)−fr(b)

, r 6= 0, f (a) 6= f (b)

E (f (a) , f (b) ; 0, 0) =
√
f (a) f (b), f (a) 6= f (b)

E (f (a) , f (b) ; r, p+ r) = f (a) ,

Fejèr in [72] had a weighted generalization of Hadamard’s inequality :
Theorem 148. ([72]). If f : [a, b] → R is convex and w : [a, b] → R is a

nonnegative and integrable function such that w is symmetric to x = a+b
2 , then

(5.74) f

(
a+ b

2

)∫ b

a

w (t) dt ≤
∫ b

a

f (t)w (t) dt ≤ f (a) + f (b)
2

∫ b

a

w (t) dt.

If f is concave, then the inequality (5.74) is reversed.
The Fejèr type inequality is much less represented in the literature. In [138],

authors proved the following :
Theorem 149. ([138]). Let w be a nonnegative, integrable, even function with

positive integral over [1,−1], and let f be a positive function. Put f̃ (t) = f (x+ vt)
for t ∈ [−1, 1].

(a) If f is r-convex and m = max{r, p}, then

(5.75) M̃p

(
f̃ , w

)
≤Mm (f (x+ v) , f (x− v))

(b) If f is r-concave and m = min{r, p}, then the inequality (5.75) is reversed,
where

M̃p

(
f̃ , w

)
=



[∫ 1

−1
fp (x+ vt)w (t) dt∫ 1

−1
w (t) dt

] 1
p

, p 6= 0

exp

[∫ 1

−1
w (t) ln f (x+ vt) dt∫ 1

−1
w (t) dt

]
, p = 0,

and

Mm (f (x+ v) , f (x− v)) =


[
fm (x+ v) + fm (x− v)

2

] 1
m

, m 6= 0

√
f (x+ v) f (x− v), m = 0.

For other Fejèr type inequalities see [77], [115], and [138]. In this section
we shall establish some general Fejèr type inequalities and we shall show that the
above theorems follow from these inequalities. For this purpose we introduce a
generalization of the concept of r-convexity (r-concavity) (cf. [97]):
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Let f : [a, b] → R be a real-valued function and g : J → R be a strictly
monotonically continuous function on interval J such that f ([a, b]) ⊂ J . We say
that f is g-convex if for all x and y in [a, b] and λ ∈ [0, 1] (see [97])

(5.76) f (λx+ (1− λ) y) ≤ g−1 [λ (g ◦ f) (x) + (1− λ) (g ◦ f) (y)] .

We say that f is g-concave if (5.76) is reversed . This definition is quite different
from the standard definition of g-convex (see Definition 1.21, [147]).

Remark 68. (a) ([97]) If f : [a, b] → R is convex, then f is g-convex
with g(x) = x.

(b) If f : [a, b] → R+ is log-convex, then f is g-convex with g(x) = lnx.
(c) If f : [a, b] → R+ is r-convex, r 6= 0, then f is g-convex with g(x) = xr,

r 6= 0.

5.2. Weighted Generalization of Hadamard’s Inequality for g-Convex
Functions. Let f : [a, b] → R be an integrable function and g : J → R be a strictly
monotonically continuous function with f ([a, b]) ⊂ J . Define G, H by (see [97])

G (x) = g−1

[
a+ b− 2x
b− a

(g ◦ f) (a) +
2x− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+g−1

[
2x− 2a
b− a

(g ◦ f)
(
a+ b

2

)
+
a+ b− 2x
b− a

(g ◦ f) (b)
]
,

H (x) = g−1

[
b− x

b− a
(g ◦ f) (a) +

x− a

b− a
(g ◦ f) (b)

]
+g−1

[
x− a

b− a
(g ◦ f) (a) +

b− x

b− a
(g ◦ f) (b)

]
,

for all x ∈ [a, b], then we have the following theorem (cf. [97]).
Theorem 150. Suppose that f, g,G,H are defined as above, let f be a g-convex

function and let w : [a, b] → R be a nonnegative integrable function such that w is
symmetric to t = a+b

2 .
(a) If g is strictly increasing concave or strictly decreasing convex then∫ b

a

f (t)w (t) dt ≤
∫ a+b

2

a

G (t)w (t) dt ≤
∫ a+b

2

a

H (t)w (t) dt(5.77)

≤ f (a) + f (b)
2

∫ b

a

w (t) dt.

(b) If g is strictly increasing convex or strictly decreasing concave then∫ b

a

f (t)w (t) dt ≤
∫ a+b

2

a

G (t)w (t) dt ≤
∫ a+b

2

a

H (t)w (t) dt(5.78)

≤ g−1

[
(g ◦ f) (a) + (g ◦ f) (b)

2

] ∫ b

a

w (t) dt.

Further, in case f is g-concave. If g is strictly increasing convex or strictly
decreasing concave on J , then the inequality (5.77) is reversed; if g is strictly in-
creasing concave or strictly decreasing convex on J then the inequality (5.78) is
reversed.

Proof. The proof is as follows.
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(a) Suppose that g is strictly increasing concave, since f is g-convex, then g◦f
is convex and g−1 is strictly increasing convex . By using the symmetrical
properties of w and changing variables,∫ b

a

f (t)w (t) dt

=
∫ a+b

2

a

f (t)w (t) dt+
∫ b

a+b
2

f (t)w (t) dt

=
∫ a+b

2

a

[f (t) + f (a+ b− t)]w (t) dt

=
∫ a+b

2

a

[
g−1 ((g ◦ f) (t)) + g−1 ((g ◦ f) (a+ b− t))

]
w (t) dt

≤
∫ a+b

2

a

(
g−1

[
a+ b− 2t
b− a

(g ◦ f) (a) +
2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+ g−1

[
2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)
+
a+ b− 2t
b− a

(g ◦ f) (b)
])

w (t) dt

=
∫ a+b

2

a

G (t)w (t) dt

≤
∫ a+b

2

a

(
g−1

[
b− t

b− a
(g ◦ f) (a) +

t− a

b− a
(g ◦ f) (b)

]
+ g−1

[
t− a

b− a
(g ◦ f) (a) +

b− t

b− a
(g ◦ f) (b)

])
w (t) dt

=
∫ a+b

2

a

H (t)w (t) dt ≤ f (a) + f (b)
2

∫ b

a

w (t) dt.

Next, suppose that g is strictly decreasing convex, then g ◦ f is concave
and g−1 is strictly decreasing convex. By using the same method, we see
that (5.77) also holds.

(b) Suppose that g is strictly increasing convex, then g ◦ f is convex and g−1

is strictly increasing concave and∫ b

a

f (t)w (t) dt ≤
∫ a+b

2

a

G (t)w (t) dt ≤
∫ a+b

2

a

H (t)w (t) dt

=
∫ a+b

2

a

(
g−1

[
b− t

b− a
(g ◦ f) (a) +

t− a

b− a
(g ◦ f) (b)

]
+ g−1

[
t− a

b− a
(g ◦ f) (a) +

b− t

b− a
(g ◦ f) (b)

])
w (t) dt

≤
∫ a+b

2

a

2g−1

[
(g ◦ f) (a) + (g ◦ f) (b)

2

]
w (t) dt

= g−1

[
(g ◦ f) (a) + (g ◦ f) (b)

2

] ∫ b

a

w (t) dt.

Next, suppose that g is strictly decreasing concave, then g ◦ f is concave
and g−1 is strictly decreasing concave and (5.78) still holds.
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Further, in case f is g-concave, we can use the same method to prove that the
statement is true and the proof is completed.

Remark 69. ([97]) If f is convex in [a, b], then by Remark 68, f is g-convex
with g(x) = x and by Theorem 150 we have∫ b

a

f (t)w (t) dt ≤
∫ a+b

2

a

G (t)w (t) dt

=
∫ a+b

2

a

2
[
2t− 2a
b− a

f

(
a+ b

2

)
+
a+ b− 2t
b− a

· f (a) + f (b)
2

]
w (t) dt

≤ f (a) + f (b)
2

∫ b

a

w (t) dt.

Hence Theorem 150 refines and generalizes the second Fejèr inequality .

Remark 70. ([97]) If f is convex in [a, b], then by Remark 68, f is g-convex
with g(x) = x. Let w (x) = 1, x ∈ [a, b]. Then by Theorem 150 we have∫ b

a

f (t) dt ≤
∫ a+b

2

a

G (t) dt =
b− a

2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
≤ f (a) + f (b)

2
(b− a)

which implies that

1
b− a

∫ b

a

f (t) dt ≤ 1
b− a

∫ a+b
2

a

G (t) dt

=
1
2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]
≤ f (a) + f (b)

2
,

this is the Bullen’s inequality [77].

Remark 71. Let f be a r-convex on [a, b], then by Remark 68 f is g-convex
with

g (x) =

 xr, r 6= 0

lnx, r = 0
, x ∈ (0,∞) .

Let w (x) = 1, x ∈ [a, b]. Then by Theorem 150,

1
b− a

∫ b

a

f (t) dt ≤ 1
b− a

∫ a+b
2

a

H (t) dt = Lr (f (a) , f (b))

≤


f (a) + f (b)

2
, r ≤ 1

[
fr (a) + fr (b)

2

] 1
r

, r > 1.

Further, if f is positive r-concave, then the above inequality is reversed. Hence
Theorem 150 generalizes Theorem 146.
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5.3. Further Generalisations. Let f : [a, b] → R be an integrable g-convex
(g-concave) function and let g : J → R, h : I → R be strictly monotonically
continuous functions with f ([a, b]) ⊂ J ⊂ J . Define M , N by (see [97])

M (x) =
(
h ◦ g−1

) [a+ b− 2x
b− a

(g ◦ f) (a) +
2x− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+
(
h ◦ g−1

) [x− a

b− a
(g ◦ f) (a) +

x− a

b− a
(g ◦ f) (b)

]
,

N (x) =
(
h ◦ g−1

) [b− x

b− a
(g ◦ f) (a) +

x− a

b− a
(g ◦ f) (b)

]
+
(
h ◦ g−1

) [x− a

b− a
(g ◦ f) (a) +

b− x

b− a
(g ◦ f) (b)

]
,

for all x ∈ [a, b], then we have the following results.

Theorem 151. ([97]) Let f, g, h,M,N be functions defined as above and let
w : [a, b] → R be integrable on [a, b] with positive integral and symmetric to x = a+b

2 .
Suppose that h is strictly increasing.

(a) If f is g-convex and h ◦ g−1 is convex then

∫ b

a

(h ◦ f) (t)w (t) dt ≤
∫ a+b

2

a

M (t)w (t) dt ≤
∫ a+b

2

a

N (t)w (t) dt(5.79)

≤ (h ◦ f) (a) + (h ◦ f) (b)
2

∫ b

a

w (t) dt.

(b) If f is g-concave and h ◦ g−1 is concave then the inequality (5.79) is
reversed.

(c) If f is g-convex and h ◦ g−1 is concave, then

∫ b

a

(h ◦ f) (t)w (t) dt(5.80)

≤
∫ a+b

2

a

M (t)w (t) dt ≤
∫ a+b

2

a

N (t)w (t) dt

≤
(
h ◦ g−1

) [ (g ◦ f) (a) + (g ◦ f) (b)
2

] ∫ b

a

w (t) dt.

(d) If f is g-concave and h ◦ g−1 is convex, then the inequality (5.80) is re-
versed.

Proof. The proof is as follows.

(a) Suppose that g is strictly increasing, since f is g-convex then g ◦ f is
convex and h◦g−1 is strictly increasing convex. By using the symmetrical
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properties of w and changing variables we obtain

∫ b

a

(h ◦ f) (t)w (t) dt =
∫ a+b

2

a

(h ◦ f) (t)w (t) dt+
∫ b

a+b
2

(h ◦ f) (t)w (t) dt

=
∫ a+b

2

a

[(h ◦ f) (t) + (h ◦ f) (a+ b− t)]w (t) dt

=
∫ a+b

2

a

[(
h ◦ g−1

)
(g ◦ f) (t) +

(
h ◦ g−1

)
(g ◦ f) (a+ b− t)

]
w (t) dt

≤
∫ a+b

2

a

((
h ◦ g−1

) [a+ b− 2t
b− a

(g ◦ f) (a) +
2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+
(
h ◦ g−1

) [2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)
+
a+ b− 2t
b− a

(g ◦ f) (b)
])

w (t) dt

=
∫ a+b

2

a

M (t)w (t) dt

≤
∫ a+b

2

a

((
h ◦ g−1

) [ b− t

b− a
(g ◦ f) (a) +

t− a

b− a
(g ◦ f) (b)

]
+
(
h ◦ g−1

) [ t− a

b− a
(g ◦ f) (a) +

b− t

b− a
(g ◦ f) (b)

])
w (t) dt

=
∫ a+b

2

a

N (t)w (t) dt ≤
∫ a+b

2

a

[(h ◦ f) (a) + (h ◦ f) (b)]w (t) dt

=
(h ◦ f) (a) + (h ◦ f) (b)

2

∫ a+b
2

a

w (t) dt.

Next, suppose that g is strictly decreasing, then g◦f is concave and h◦g−1

is strictly decreasing convex and the inequality (5.79) also holds.
(b) Suppose that g is strictly increasing, since f is g-concave and h ◦ g−1 is

concave, then g ◦ f is concave and h ◦ g−1 is strictly increasing concave.
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By using the method as in (a) we have∫ b

a

(h ◦ f) (t)w (t) dt(5.81)

≥
∫ a+b

2

a

((
h ◦ g−1

) [a+ b− 2t
b− a

(g ◦ f) (a) +
2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+
(
h ◦ g−1

) [2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)
+
a+ b− 2t
b− a

(g ◦ f) (b)
])

w (t) dt

=
∫ a+b

2

a

M (t)w (t) dt

≥
∫ a+b

2

a

((
h ◦ g−1

) [ b− t

b− a
(g ◦ f) (a) +

t− a

b− a
(g ◦ f) (b)

]
+
(
h ◦ g−1

) [ t− a

b− a
(g ◦ f) (a) +

b− t

b− a
(g ◦ f) (b)

])
w (t) dt

=
∫ a+b

2

a

N (t)w (t) dt ≥
∫ a+b

2

a

[(h ◦ f) (a) + (h ◦ f) (b)]w (t) dt

=
(h ◦ f) (a) + (h ◦ f) (b)

2

∫ a+b
2

a

w (t) dt.

Next, suppose that g is strictly decreasing, since f is g-concave and h◦g−1

is concave, then g ◦ f is convex and h ◦ g−1 is strictly decreasing concave
and (5.81) also holds.

(c) Suppose that g is strictly increasing, since f is g-convex and h ◦ g−1 is
concave, then g ◦f is convex and h◦g−1 is strictly increasing concave. By
using the same method as in (a) we have∫ b

a

(h ◦ f) (t)w (t) dt

≤
∫ a+b

2

a

((
h ◦ g−1

) [a+ b− 2t
b− a

(g ◦ f) (a) +
2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+
(
h ◦ g−1

) [2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)
+
a+ b− 2t
b− a

(g ◦ f) (b)
])

w (t) dt

=
∫ a+b

2

a

M (t)w (t) dt

≤
∫ a+b

2

a

((
h ◦ g−1

) [ b− t

b− a
(g ◦ f) (a) +

t− a

b− a
(g ◦ f) (b)

]
+
(
h ◦ g−1

) [ t− a

b− a
(g ◦ f) (a) +

b− t

b− a
(g ◦ f) (b)

])
w (t) dt

=
∫ a+b

2

a

N (t)w (t) dt ≤
∫ a+b

2

a

2
(
h ◦ g−1

) [ (g ◦ f) (a) + (g ◦ f) (b)
2

]
w (t) dt

=
(
h ◦ g−1

) [ (g ◦ f) (a) + (g ◦ f) (b)
2

] ∫ a+b
2

a

w (t) dt.
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Next, suppose that g is strictly decreasing, since f is g-convex and h◦g−1

is concave, then g ◦ f is concave and h ◦ g−1 is strictly decreasing and the
inequality (5.80) also holds.

(d) Suppose that g is increasing, since f is g-concave and h ◦ g−1 is convex,
then g ◦ f is concave and h ◦ g−1 is strictly increasing convex. By using
the same method as used in (a), we have∫ b

a

(h ◦ f) (t)w (t) dt(5.82)

≥
∫ a+b

2

a

((
h ◦ g−1

) [a+ b− 2t
b− a

(g ◦ f) (a) +
2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)]
+
(
h ◦ g−1

) [2t− 2a
b− a

(g ◦ f)
(
a+ b

2

)
+
a+ b− 2t
b− a

(g ◦ f) (b)
])

w (t) dt

=
∫ a+b

2

a

M (t)w (t) dt

≥
∫ a+b

2

a

((
h ◦ g−1

) [ b− t

b− a
(g ◦ f) (a) +

t− a

b− a
(g ◦ f) (b)

]
+
(
h ◦ g−1

) [ t− a

b− a
(g ◦ f) (a) +

b− t

b− a
(g ◦ f) (b)

])
w (t) dt

=
∫ a+b

2

a

N (t)w (t) dt ≥
∫ a+b

2

a

2
(
h ◦ g−1

) [ (g ◦ f) (a) + (g ◦ f) (b)
2

]
w (t) dt

=
(
h ◦ g−1

) [ (g ◦ f) (a) + (g ◦ f) (b)
2

] ∫ a+b
2

a

w (t) dt.

Next, suppose that g is strictly decreasing, since f is g-concave and h◦g−1

is convex, then g ◦ f is convex and h ◦ g−1 is strictly decreasing convex,
hence the inequality (5.82) also holds.

The proof is completed.

A similar proof gives the following theorem:
Theorem 152. ([97]) Let f, g, h,M,N,w be functions as in Theorem 151.

Suppose that h is strictly decreasing on I.
(a) If f is g-concave and h ◦ g−1 is convex, then the inequality (5.79) holds.
(b) If f is g-convex and h ◦ g−1 is convex, then the inequality (5.79) reversed.
(c) If f is g-concave and h ◦ g−1 is convex, then the inequality (5.80) holds.
(d) If f is g-convex and h ◦ g−1 is convex, then the inequality (5.80) reversed.

Corollary 54. Let f : [a, b] → R+ be a positive integrable function and let
w : [a, b] → R be a nonnegative integrable function with positive integral such that
w is symmetric to x = a+b

2 .
(a) If f is r-convex and m = max {r, p}, then

(5.83) Mp (f, w) ≤Mm (f (a) , f (b)) .

(b) If f is r-concave and m = min {r, p}, then the inequality (5.83) is reversed.

Proof. The proof is as follows.
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(a) Suppose that f is r-convex, let g, h be functions defined by

h (x) =

 xp, p 6= 0

lnx, p = 0
; g (x) =

 xr, r 6= 0

lnx, r = 0

for all x ∈ (0,∞). Then f is a g-convex function and

(
h ◦ g−1

)
(x) =



x
p
r , r 6= 0, p 6= 0;

epx r = 0, p 6= 0;

1
r lnx r 6= 0, p = 0;

x r = 0, p = 0.

By using Theorems 151 and 152, we can state
(1) If p > 0, then h is strictly increasing, h ◦ g−1 is convex for r ≤ p and

h ◦ g−1 is concave for r > p, hence

Mp (f, w) =

[∫ b
a
fp (t)w (t) dt∫ b
a
w (t) dt

] 1
p

≤



[
fp (a) + fp (b)

2

] 1
p

, r ≤ p;

[
fr (a) + fr (b)

2

] 1
r

, r > p.

(2) If p < 0, then h is strictly decreasing, h ◦ g−1 is convex for p ≤ r and
h ◦ g−1 is concave for r < p, hence

Mp (f, w) ≤



[
fp (a) + fp (b)

2

] 1
p

, r < p;

[
fr (a) + fr (b)

2

] 1
r

, p ≤ r 6= 0;

√
f (a) f (b), p < r = 0.

(3) If p = 0 then h is strictly increasing, h ◦ g−1 is convex for r ≤ 0, and
h ◦ g−1 is concave for r > 0, hence

Mp (f, w) = exp

(∫ b
a
w (t) ln f (t) dt∫ b
a
w (t) dt

)
≤


√
f (a) f (b), r ≤ 0

[
fr (a) + fr (b)

2

] 1
r

, r > 0.

By (1), (2), (3), if m = max {r, p}, then

Mp (f, w) ≤


[
fm (a) + fm (b)

2

] 1
m

, m 6= 0

√
f (a) f (b), m = 0

= Mm (f (a) , f (b)) .

(b) The proof is similar to (a).
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Remark 72. ([97]) Let f be positive r-convex on [a, b], then f is g-convex with

g (t) =

 tr, r 6= 0

ln t, t = 0
t ∈ (0,∞) .

Let

h (t) =

 tp, p 6= 0

ln t, p = 0
and w (t) = 1, for all x ∈ [a, b]. Then

(
h ◦ g−1

)
(t) =



t
p
r , r 6= 0, p 6= 0;

ept r = 0, p 6= 0;

1
r ln t r 6= 0, p = 0;

t r = 0, p = 0.

By Theorems 151 and 152, we have

h−1

[
1

b− a

∫ b

a

(h ◦ f) (t) dt

]
≤ h−1

[
1

b− a

∫ a+b
2

a

N (t) dt

]
= E (f (a) , f (b) , r, p+ r) ,

hence
Mp (f) ≤ E (f (a) , f (b) , r, p+ r) .

Similarly, if f is positive r-concave, then

Mp (f) ≥ E (f (a) , f (b) , r, p+ r) .

This is Theorem 147.
Remark 73. ([97]) In Corollary 54, let a = −1, b = 1 and let f (t) be replaced

by f (x+ tv). Then M̃p

(
f̃ , w

)
≤Mm (f (x− v) , f (x+ v)) for positive r-convex f

and the inequality is reversed for positive r-concave f . This is Theorem 149.

6. H· −H· Inequality for the Godnova-Levin Class of Functions

In 1985, E. K. Godnova and V. I. Levin (see [67] or [114, pp. 410-433])
introduced the following class of functions:

A map f : I → R is said to belong to the class Q (I) if it is nonnegative and
for all x, y ∈ I and λ ∈ (0, 1) , satisfies the inequality

(5.84) f (λx+ (1− λ) y) ≤ f (x)
λ

+
f (y)
1− λ

.

They also noted that all nonnegative monotonic and nonnegative convex functions
belong to this class and also proved the following motivating result:

If f ∈ Q (I) and x, y, z ∈ I, then

(5.85) f (x) (x− y) (x− z) + f (y) (y − x) (y − z) + f (z) (z − x) (z − y) ≥ 0.

In fact (5.85) is even equivalent to (5.84) so it can alternatively be used in the
definition of the class Q (I) .

For the case f (x) = xr, r ∈ R, the inequality (5.85) obviously coincides with
the well-known Schur inequality.
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The following result of Hermite-Hadamard type holds [67].

Theorem 153. Let f ∈ Q (I) , a, b ∈ I with a < b and f ∈ L1 [a, b] . Then one
has the inequalities:

(5.86) f

(
a+ b

2

)
≤ 4
b− a

∫ b

a

f (x) dx

and

(5.87)
1

b− a

∫ b

a

p (x) f (x) dx ≤ f (a) + f (b)
2

,

where p (x) = (b−x)(x−a)
(b−a)2 , x ∈ [a, b] .

The constant 4 in (5.86) is the best possible.

Proof. Since f ∈ Q (I) , we have, for all x, y ∈ I (with λ = 1
2 in (5.84)) that

2 (f (x) + f (y)) ≥ f

(
x+ y

2

)
,

i.e., with x = ta+ (1− t) b, y = (1− t) a+ tb,

2 (f (ta+ (1− t) b) + f ((1− t) a+ tb)) ≥ f

(
a+ b

2

)
.

By integrating, we therefore have that

(5.88) 2
[∫ 1

0

f (ta+ (1− t) b) dt+
∫ 1

0

f ((1− t) a+ tb) dt
]
≥ f

(
a+ b

2

)
.

Since ∫ 1

0

f (ta+ (1− t) b) dt =
∫ 1

0

f ((1− t) a+ tb) dt

=
1

b− a

∫ b

a

f (x) dx,

we get the inequality (5.86) from (5.88) .
For the proof of (5.87) , we first note that if f ∈ Q (I) , then for all a, b ∈ I and

λ ∈ [0, 1] , it yields

λ (1− λ) f (λa+ (1− λ) b) ≤ (1− λ) f (a) + λf (b)

and

λ (1− λ) f ((1− λ) a+ λb) ≤ λf (a) + (1− λ) f (b) .

By adding these inequalities and integrating, we find that∫ 1

0

λ (1− λ) [f (λa+ (1− λ) b) + f ((1− λ) a+ λb)] dλ(5.89)

≤ f (a) + f (b) .
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Moreover, ∫ 1

0

λ (1− λ) f (λa+ (1− λ) b) dλ(5.90)

=
∫ 1

0

λ (1− λ) f ((1− λ) a+ λb) dλ

=
1

b− a

∫ b

a

(b− x) (x− a)
(b− a)2

f (x) dx.

We get (5.87) by combining (5.89) with (5.90) and the proof is complete.
The constant 4 in (5.86) is the best possible because this inequality obviously

reduces to an equality for the function

f (x) =


1, a ≤ x < a+b

2

4, x = a+b
2

1, a+b
2 < x ≤ b.

Additionally, this function is in the class Q (I) because

f (x)
λ

+
f (y)
1− λ

≥ 1
λ

+
1

1− λ
= g (λ)

≥ min
0<λ<1

g (λ) = g

(
1
2

)
= 4 ≥ f (λx+ (1− λ) y)

for all x, y ∈ [a, b] and λ ∈ (0, 1) .
The proof is thus complete.

Next, we shall restrict the Godnova-Levin class of functions and point out a
sharp version of Hadamard’s inequality in this class. More precisely, we say that a
map f : I → R belongs to the class P (I) if it is nonnegative and, for all x, y ∈ I
and λ ∈ [0, 1] , satisfies the following inequality

(5.91) f (λx+ (1− λ) y) ≤ f (x) + f (y) .

Obviously, Q (I) ⊃ P (I) and for applications it is important to note that P (I)
also consists only of nonnegative monotonic, convex and quasi-convex functions,
i.e., nonnegative functions satisfying

f (λx+ (1− λ) y) ≤ max {f (x) , f (y)} .

The following result of Hermite-Hadamard type holds [67]:

Theorem 154. Let f ∈ P (I) , a, b ∈ I with a < b and f ∈ L1 [a, b] . Then one
has the inequality

(5.92) f

(
a+ b

2

)
≤ 2
b− a

∫ b

a

f (x) dx ≤ 2 (f (a) + f (b)) .

Both inequalities are the best possible.
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Proof. According to (5.91) with x = ta + (1− t) b, y = (1− t) a + tb and
λ = 1

2 , we find that

f

(
a+ b

2

)
≤ f (ta+ (1− t) b) + f ((1− t) a+ tb)

for all t ∈ [0, 1] . Thus, by integrating on [0, 1] , we obtain

f

(
a+ b

2

)
≤

∫ 1

0

[f (ta+ (1− t) b) + f ((1− t) a+ tb)] dt

=
2

b− a

∫ b

a

f (x) dx

and the first inequality is proved.
The proof of the second inequality follows by using (5.91) with x = a and y = b

and integrating with respect to λ over [0, 1] .
The first inequality in (5.92) reduces to an equality for the nondecreasing func-

tion

f (x) =

 0, a ≤ x < a+b
2

1, a+b
2 ≤ x ≤ b

and the second inequality reduces to an equality for the nondecreasing function

f (x) =
{

0, x = a
1, a < x ≤ b.

The proof is thus complete.

6.1. Inequalities for Positive Functionals. In paper [113], D.S. Mitrinović
and J.E. Pečarić prove the following Jensen type inequality for functions of Q(I)
type.

Theorem 155. Suppose that f ∈ Q(I); x ∈ In (n ≥ 2) and w = (w1, w2, . . . , wn)
is a positive n-tuple. Then

(5.93) f

(
1
Wn

n∑
i=1

wixi

)
≤Wn

n∑
i=1

f (xi)
wi

,

where Wn :=
∑n
i=1 wi.

Some reverses of this inequality are also pointed out.
In this subsection, we give some inequalities of Hadamard type for the functions

f ∈ Q(I) and for normalized isotonic linear functionals. Some applications to
elementary inequalities are also noted.

Let T be a nonempty set and L a linear class of real valued functions f, g : T →
R having the properties

(L1) f, g ∈ L implies αf + βg ∈ L for all α, β ∈ R.
(L2) 1 ∈ L, where 1(t) = 1, for all t ∈ T .
We also consider isotonic linear functionals A : L → R. That is, we suppose

that
(A1) A(αf + βg) = αA(f) + βA(g) for all f, g ∈ L and α, β ∈ R;
(A2) f ∈ L, f ≥ 0 (i.e. f(t) ≥ 0 for all t ∈ T ) implies A(f) ≥ 0 (i.e., A is

isotonic).
The following result is similar to the first inequality in the H· −H· inequality.
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Theorem 156. Let f ∈ Q(I), a, b ∈ I and h : T → [0, 1] so that the maps
f ◦ (ah+ b(1− h)) and f ◦ (a(1− h) + bh) belong to L. Then for all A, an isotonic
linear functional with A(1) = 1, one has the inequality

(5.94) f

(
a+ b

2

)
≤ 2 [A(f ◦ (ah+ b(1− h))) +A(f(a(1− h) + bh))] .

Proof. Sincef ∈ Q(I), then for all x, y ∈ I one has

(5.95) 2(f(x) + f(y)) ≥ f

(
x+ y

2

)
.

Let t ∈ T . If we choose x = h(t)a+(1−h(t))b, y = (1−h(t))a+ bh(t), we observe
that x, y ∈ I and, by (5.95),

2[f(h(t)a+ (1− h(t))b) + f((1− h(t))a+ h(t)b)]

≥ f

(
h(t)a+ (1− h(t))b+ (1− h(t))a+ bh(t)

2

)
= f

(
a+ b

2

)
.

This shows that we have, in the order of L,

2 [f ◦ (ah+ b(1− h)) + f ◦ ((1− h)a+ bh)] ≥ f

(
a+ b

2

)
.

Applying A and using properties (A1) and (A2), we obtain the desired inequality
(5.94).

The inequality (5.86) can be recaptured as follows [67].
Corollary 55. Let f ∈ Q(I), a, b ∈ I with a < b and f integrable in [a, b].

Then one has the inequality

(5.96) f

(
a+ b

2

)
≤ 4
b− a

∫ b

a

f (x) dx

Proof. Applying the above theorem for A =
∫ 1

0
and for h : [0, 1] → [0, 1] with

h(t) = t, we have

f

(
a+ b

2

)
≤ 2

∫ 1

0

(f(ta+ (1− t)b) + f((1− t)a+ tb))dt.

However, a simple calculation shows that∫ 1

0

f(ta+ (1− t)b)dt =
∫ 1

0

f((1− t)a+ tb)dt =
1

b− a

∫ b

a

f (x) dx

and the inequality is thus proved.

Remark 74. Since every nonnegative monotone function f : [a, b] → R is
integrable on [a, b] and belongs to Q([a, b]), hence (5.96) holds for this class of
functions.

The following discrete inequality also holds:
Corollary 56. Let f ∈ Q(I), a, b ∈ I, pi ≥ 0 (i = 1, n) with Pn =

∑n
i=1 Pi >

0 and ti ∈ [0, 1] (i = 1, n). Then one has the inequality

(5.97) f

(
a+ b

2

)
≤ 2
Pn

n∑
i=1

pi[f(tia+ (1− ti)b) + f((1− ti)a+ tib)].
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A variant of the second Hadamard inequality for functions in the class Q(I) is
embodied in the following.

Theorem 157. Let f ∈ Q(I), a, b ∈ I and h : T → [0, 1] so that h(1− h) · f ◦
(ah+ b(1−h)), h(1−h) ·f ◦ (a(1−h)+ bh) belong to L. Then for all A an isotonic
linear functional so that A(1) = 1, one has the inequality

A

(
h(1− h)

2
· f ◦ (ah+ b(1− h)

)
+A

(
h(1− h)

2
· f ◦ (a(1− h) + bh)

)
(5.98)

≤ f(a) + f(b)
2

.

Proof. If f ∈ Q(I), then for all x, y ∈ I and λ ∈ [0, 1]

λ (1− λ) f (λx+ (1− λ) y) ≤ (1− λ) f (x) + λf (y)

and
λ (1− λ) f ((1− λ)x+ λy) ≤ λf (x) + (1− λ) f (y)

Adding these inequalities, we get

λ (1− λ) [f(λx+ (1− λ) y + f((1− λ)x+ λy)] ≤ f(x) + f(y)

for all λ ∈ [0, 1] and x, y ∈ I. Let t ∈ T . If we choose λ = h(t), x = a, y = b, then
we have

h(t)(1− h(t))
2

f(ah(t) + b(1− h(t))) +
h(t)(1− h(t))

2
f(a(1− h(t)) + bh(t))

≤ f(a) + f(b)
2

which gives in the order of L:

h(1− h)
2

[f ◦ (ah+ b(1− h))] +
h (1− h)

2
[f ◦ (a(1− h) + bh)]

≤ f(a) + f(b)
2

· 1.

Applying to this inequality the functional A and using the properties (A1) and
(A2), we get the desired inequality (5.98).

The inequality (5.87) can be recaptured as follows [67].
Corollary 57. Let f ∈ Q(I), a, b ∈ I with a < b and f integrable in [a, b].

Then one has the inequality

(5.99)
1

b− a

∫ b

a

p(t)f(t)dt ≤ f(a) + f(b)
2

,

where

p(t) =
(b− t)(t− a)

(b− a)2
∈
[
0,

1
4

]
, t ∈ [a, b].

Proof. If we apply the above theorem for A =
∫ 1

0
and h : [0, 1] → [0, 1] with

h(t) = t, we get

f(a) + f(b)
2

≥ 1
2

∫ 1

0

[t(1− t)(f(ta+ (1− t)b) + f((1− t)a+ tb))]dt.
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But a simple calculation shows that∫ 1

0

t(1− t)f(ta+ (1− t)b)dt =
∫ 1

0

t(1− t)f((1− t)a+ tb)dt

=
1

b− a

∫ b

a

(b− x)(x− a)
(b− a)2

dx

and thus the inequality (5.99) is proved.

Remark 75. The inequality (5.99) holds for every nonnegative monotonic func-
tion on [a, b].

The discrete variant of (5.98) is the following:
Corollary 58. With the assumptions of Corollary 56, one has the inequalities

1
Pn

n∑
i=1

pi ·
ti(1− ti)

2
[f(tia+ (1− ti)b) + f((1− ti)a+ tib)](5.100)

≤ f(a) + f(b)
2

.

6.2. Applications.

(1) If f(x) = xp (p ≥ 1), x ∈ [0,∞) and 0 ≤ a < b, then by the well-known
H· −H· inequality, we have:(

a+ b

2

)p
≤ bp+1 − ap+1

(p+ 1) (b− a)
≤ ap + bp

2
.

If r ∈ (0, 1), then f(x) = xr is concave on [0,∞) and by the same inequal-
ity, we have

(5.101)
(
a+ b

2

)r
≥ br+1 − ar+1

(r + 1) (b− a)
≥ ar + br

2
.

Since f(x) = xr is nonnegative and monotonic nondecreasing on [a, b] ⊂
[0,∞), we can apply (5.96), i.e, we have the inequality [67]

(5.102)
(
a+ b

2

)r
≤ 4 · br+1 − ar+1

(r + 1) (b− a)
.

In conclusion, by the inequalities (5.101) and (5.102), we can state that
[67]

br+1 − ar+1

(r + 1) (b− a)
≤
(
a+ b

2

)r
≤ 4 · br+1 − ar+1

(r + 1) (b− a)
for all r ∈ (0, 1].

If we use (5.99) for the mapping f(x) = xr (r ∈ (0, 1)) then we have

1
b− a

∫ b

a

p(t)trdt ≤ ar + br

2

where

p (t) =
(b− t)(t− a)

(b− a)2
, t ∈ [a, b] ⊂ (0,∞)

which gives a converse for the inequality (5.101).
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(2) Let p6= 0 and a, b > 0. Denote the power mean

Ap(a, b) =
(
ap + bp

2

) 1
p

(p 6= 0)

with A(a, b) = A1(a, b) and A0(a, b) = G(a, b) =
√
ab. Also, consider the

identric mean defined for a < b

I(a, b) = e−1

(
bb

aa

) 1
(b−a)

.

In [148], A.O. Pittenger proved that

(5.103) A 2
3
< I < Aln 2 (ln denotes loge)

and the indices are sharp, i.e., I and Ap are not comparable for p ∈(
2
3 , ln 2

)
.

If we apply inequality (5.96) for the nonnegative monotonically in-
creasing function f(x) = ln x, x > 1, we have

ln
(
a+ b

2

)
≤ 4

b− a

∫ b

a

lnxdx = 4
(
b ln b− a ln a

b− a
− 1
)

= 4 ln

[
e−1

(
bb

aa

) 1
(b−a)

]
= ln(I4(a, b)) (a, b > 1)

which gives

(5.104) A ≤ I4 (a, b > 1).

Thus by (5.103) and (5.104) we have

A 2
3
< I < Aln 2 < A < I4 for a, b > 1.

If we apply inequality (5.99) for the mapping f : (1,∞) → R, f(x) = ln(x),
we get

1
b− a

∫ b

a

ln (t) dt ≤ ln a+ ln b
2

= lnG (a, b) (a, b > 1)

i.e.,

exp

[∫ b

a

(b− t)(t− a)
(b− a)2

ln (t) dt

]
≤ G (a, b) for all a, b > 1.

(3) If we apply the discrete inequalities (5.97) and (5.100) for the mapping
f(x) = xr (r ∈ (0, 1]), x ∈ [0,∞), we deduce the inequality:

1
Pn

n∑
i=1

pi
ti(1− ti)

2
[(tia+ (1− ti)b)r + ((1− ti)a+ tib)r]

≤ ar + br

2
≤ br+1 − ar+1

(r + 1) (b− a)
≤
(
a+ b

2

)r
≤ 2

Pn

n∑
i=1

pi[(tia+ (1− ti)b)r + ((1− ti)a+ tib)r]

for all ti ∈ [0, 1], pi ≥ 0 (i = 1, n) with Pn > 0.
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(4) If we apply the discrete inequalities (5.97) and (5.100) for the mapping
ln on [1,∞), we have the following inequalities related to the well-known
arithmetic mean-geometric mean inequality G(a, b) ≤ A(a, b),[

n∏
i=1

[(tia+ (1− ti)b)((1− ti)a+ tib)]
piti(1−ti)

2

] 1
Pn

≤ G(a, b) ≤ A (a, b)

≤

[
n∏
i=1

[(tia+ (1− ti)b)((1− ti)a+ tib)]
2pi

] 1
Pn

,

where ti ∈ [0, 1], pi ≥ 0 (i = 1, n) with Pn > 0.

7. The H· −H· Inequality for Quasi-Convex Functions

We shall start with the following definition.
Definition 6. The mapping f : I → R is said to be Jensen or J-quasi-convex

if

(5.105) f

(
x+ y

2

)
≤ max {f (x) , f (y)}

for all x, y ∈ I.
Note that the class JQC (I) of J-quasi-convex functions on I contains the class

J (I) if J-convex functions on I. In other words, functions satisfying the condition

(5.106) f

(
x+ y

2

)
≤ f (x) + f (y)

2
for all x, y ∈ I.

The following inequality of Hermite-Hadamard type holds [62].
Theorem 158. Suppose a, b ∈ I ⊆ R and a < b. If f ∈ JQC (I) ∩ L1 [a, b] ,

then

(5.107) f

(
a+ b

2

)
≤ 1
b− a

∫ b

a

f (x) dx+ I (a, b) ,

where

I (a, b) :=
1

2 (b− a)

∫ b

a

|f (x)− f (a+ b− x)| dx

Furthermore, I (a, b) satisfies the inequalities:

0 ≤ I (a, b)(5.108)

≤ 1
b− a

min

{∫ b

a

|f (x)| dx ,

1√
2

(
(b− a)

∫ b

a

f2 (x) dx− J (a, b)

) 1
2

 ,

where

J (a, b) := (b− a)
∫ b

a

f (x) f (a+ b− x) dx.
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Proof. Since f is J-quasi-convex on I, we have, for all x, y ∈ I :

f

(
x+ y

2

)
≤ f (x) + f (y) + |f (x)− f (y)|

2
.

For t ∈ [0, 1] , put x = ta+ (1− t) b, y = (1− t) a+ tb ∈ I. Then

f

(
a+ b

2

)
≤ 1

2
[f (ta+ (1− t) b) + f ((1− t) a+ tb)

+ |f (ta+ (1− t) b)− f ((1− t) a+ tb)|] .

Integrating this inequality over [0, 1] gives

f

(
a+ b

2

)
≤ 1

2

[∫ 1

0

f (ta+ (1− t) b) dt+
∫ 1

0

f ((1− t) a+ tb) dt
]

+
1
2

∫ 1

0

|f (ta+ (1− t) b)− f ((1− t) a+ tb)| dt.

Since ∫ 1

0

f (ta+ (1− t) b) dt =
∫ 1

0

f ((1− t) a+ tb) dt =
1

b− a

∫ b

a

f (x) dx,

using the change of variable x = ta+ (1− t) b, we have

1
2

∫ 1

0

|f (ta+ (1− t) b)− f ((1− t) a+ tb)| dt

=
1

2 (b− a)

∫ b

a

|f (x)− f (a+ b− x)| dx

and the inequality (5.107) is proved.
We now observe that

0 ≤ I (a, b) ≤ 1
2 (b− a)

[∫ b

a

|f (x)| dx+
∫ b

a

|f (a+ b− x)| dx

]

=
1

b− a

∫ b

a

|f (x)| dx

On the other hand, by the Cauchy-Buniakowsky-Schwartz inequality, we have

1
2 (b− a)

∫ b

a

|f (x)− f (a+ b− x)| dx

≤ 1
2

[
1

b− a

∫ b

a

|f (x)− f (a+ b− x)|2 dx

] 1
2

=
1
2

[
1

b− a

∫ b

a

(
f2 (x)− 2f (x) f (a+ b− x) + f2 (a+ b− x)

)
dx

] 1
2

=
1
2

[
2

b− a

∫ b

a

f2 (x) dx− 2
b− a

∫ b

a

f (x) f (a+ b− x) dx

] 1
2

=
√

2
2 (b− a)

[
(b− a)

∫ b

a

f2 (x) dx− (b− a)
∫ b

a

f (x) f (a+ b− x) dx

] 1
2
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and the inequality (5.108) is proved.

Remark 76. If f : I → R is quasi-convex and nonnegative, then f is J-quasi-
convex and thus satisfies

f

(
a+ b

2

)
≤ 1
b− a

∫ b

a

f (x) dx+ I (a, b) ≤ 2
b− a

∫ b

a

f (x) dx,

which improves the first inequality from (5.92) for quasi-convex functions.
E. M. Wright introduced an interesting class of functions in [187].
We say f : I → R is Wright-convex function on I ⊆ R if, for each y > x and

δ > 0 with y + δ, x ∈ I we have

(5.109) f (x+ δ)− f (x) ≤ f (y + δ)− f (y) .

The following characterisation holds for W−convex functions [62].
Proposition 58. Suppose I ⊆ R. Then the following statements are equivalent

for a function f : I → R
(i) f is W−convex on I;
(ii) For all a, b ∈ I and t ∈ [0, 1] , we have the inequality:

(5.110) f ((1− t) a+ tb) + f (ta+ (1− t) b) ≤ f (a) + f (b) .

Proof. For “(i)⇒(ii)”, let a, b ∈ I and t ∈ [0, 1] . Firstly, suppose a < b. If f
is W−convex on I, then for all y > x and δ > 0 with y + δ, x ∈ I we have

(5.111) f (x+ δ)− f (x) ≤ f (y + δ)− f (y) .

Choose x = a, y = ta + (1− t) b > 0 and δ := b − (ta+ (1− t) b) > 0. Then
x+ δ = (1− t) a+ tb, y + δ = b and thus, by (5.111) , we obtain

f ((1− t) a+ tb)− f (a) ≤ f (b)− f (ta+ (1− t) b)

whence we have (5.110) .
The proof is similar for the case a > b.
For “(ii)⇒(i)”, let y > x and δ > 0 with y + δ, x ∈ I. In (5.111) choose

a = x, b > a and t ∈ [0, 1] with ta + (1− t) b = y and b − (ta+ (1− t) b) = δ. We
have y + δ = b ∈ I, x ∈ I and x+ δ = (1− t) a+ tb. From (5.110) we derive

f (x) + f (y + δ) ≥ f (y) + f (x+ δ) ,

which shows that the map is W−convex on I.

The equivalence motivates the introduction of the following class of functions
[62].

Definition 7. For I ⊆ R, the mapping f : I → R is Wright-quasi-convex if,
for all x, y ∈ I and t ∈ [0, 1] , one has the inequality

(5.112)
1
2

[f (tx+ (1− t) y) + f ((1− t)x+ ty)] ≤ max {f (x) , f (y)} ,

or, equivalently,
1
2

[f (y) + f (δ)] ≤ max {f (x) , f (y + δ)}

for every x, y + δ ∈ I with x < y and δ > 0.
We show that the following inequality of Hermite-Hadamard type holds [62].
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Theorem 159. Let f : I → R be a W -quasi-convex map on I and suppose
a, b ∈ I ⊆ R with a < b and f ∈ L1 [a, b] . Then we have the inequality

(5.113)
1

b− a

∫ b

a

f (x) dx ≤ max {f (a) , f (b)} .

Proof. For all t ∈ [0, 1] we have

1
2

[f (ta+ (1− t) b) + f ((1− t) a+ tb)] ≤ max {f (a) , f (b)} .

On integrating this inequality over [0, 1] and using∫ 1

0

f (ta+ (1− t) b) dt =
∫ 1

0

f ((1− t) a+ tb) dt =
1

b− a

∫ b

a

f (x) dx,

we obtain the desired inequality.

Remark 77. If f is quasi-convex and nonnegative, then

1
b− a

∫ b

a

f (x) dx ≤ max {f (a) , f (b)} ≤ f (a) + f (b) ,

which improves the second inequality in (5.92) for quasi-convex and nonnegative
functions.

We now introduce the notion of a quasi-monotone function.
Definition 8. For I ⊆ R, the mapping f : I → R is quasi-monotone on I if it

is either monotone on I = [c, d] or monotone nonincreasing on a proper subinterval
[c, c′] ⊂ I and monotone nondecreasing on [c′, d] .

The class QM (I) of quasi-monotone functions on I provides an immediate
characterisation of quasi-convex functions [62].

Proposition 59. Suppose I ⊆ R. Then the following statements are equivalent
for a function f : I → R.

(a) f ∈ QM (I) ;
(b) On any subinterval if I, f achieves a supremum at an end point;
(c) f ∈ QC (I) .

Proof. That (a) implies (b) is immediate from the definition of quasi-monotonicity.
For the reverse implication, suppose it is possible that (b) holds but f 6∈ QM (I) .
Then there must exist points x, y, z ∈ I with x < y < z and f (y) > max {f (x) , f (z)} ,
contradicting (b) for the subinterval [x, z] . The equivalence of (b) and (c) is simply
the definition of quasi-convexity.

The following inclusion results hold [62].
Theorem 160. Let WQC (I) denote the class of Wright-quasi-convex functions

on I ⊆ R. Then

(5.114) QC (I) ⊂WQC (I) ⊂ JQC (I) .

Both inclusions are proper.

Proof. Let f ∈ QC (I) . Then, for all x, y ∈ I and t ∈ [0, 1] we have

f (tx+ (1− t) y) ≤ max {f (x) , f (y) , f ((1− t)x+ ty)} ≤ max {f (x) , f (y)}
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which gives by addition that

(5.115)
1
2

[f (tx+ (1− t) y) + f ((1− t)x+ ty)] ≤ max {f (x) , f (y)}

for all x, y ∈ I and t ∈ [0, 1] , i.e., f ∈ WQC (I) . The second inclusion becomes
obvious on choosing t = 1

2 in (5.115) .
Let H be a Hamel basis over the rationals. Then each real number u has a

unique representation

u =
∑
h∈H

ru,h · h

in which only finitely many of the coefficients ru,h are nonzero. Define a mapping
f : I → R by

f (u) =
∑
h∈H

ru,h.

Then

1
2

[f (y) + f (x+ δ)] =
1
2

[∑
h

ry,h +
∑
h

(rx,h + rδ,h)

]

=
1
2

[∑
h

rx,h +
∑
h

(ry,h + rδ,h)

]

≤ max

[∑
h

rx,h,
∑
h

(ry,h + rδ,h)

]
= max {f (x) , f (y + δ)}

so that f ∈WQC (I) .
We now demonstrate that H can be selected so that f /∈ QC (I) . Choose δ > 0

and x 6= 0 to be rational and y + δ to be irrational. We may choose H such that
y+ δ,− |x| ∈ H. Then f (δ) < 0, f (x) = −sgn (x) and f (y + δ) = 1. The map f is
additive, so that

f (y) = f (y + δ)− f (δ) > f (y + δ) = 1 = max {f (x) , f (y + δ)} .

Hence, f /∈ QC (I) .
For the second inequality in (5.114) , consider the Dirichlet map f : I → R

defined by

f (u) =
{

1 for u irrational
0 for u rational.

If x and y are both rational, then so is (x+y)
2 , so that, in this case

(5.116) f

(
x+ y

2

)
= max {f (x) , f (y)} .

If one of x, y is rational and the other irrational, then (x+y)
2 is irrational and so,

again, (5.116) holds. If both x and y are irrational, then max {f (x) , f (y)} = 1, so
that

f

(
x+ y

2

)
≤ max {f (x) , f (y)} .
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Hence f ∈ JQC (I) . However, if x and y are distinct rationals, there are uncount-
ably many values of t ∈ (0, 1) for which tx + (1− t) y and (1− t)x + ty are both
irrational. For each such t

1
2

[f (tx+ (1− t) y) + f ((1− t)x+ ty)] > max {f (x) , f (y)}

so that f /∈WQC (I) . Hence WQC (I) is a proper subset of JQC (I) .

We also have the following result [62].
Theorem 161. We have the inclusions

W (I) ⊂WQC (I) , C (I) ⊂ QC (I) , J (I) ⊂ JQC (I) .

Each inclusion is proper. Note that C (I) , W (I) and J (I) are the sets of convex,
W−convex and J−convex functions on I respectively.

Proof. By Proposition 58, we have for f ∈W (I) that
1
2

[f ((1− t) a+ tb) + f (ta+ (1− t) b)] ≤ f (a) + f (b)
2

for all a, b ∈ I and t ∈ [0, 1] .
Since

f (a) + f (b)
2

≤ max {f (a) , f (b)} for all a, b ∈ I,

the inequality (5.112) is satisfied, that is, f ∈ WQC (I) and the first inclusion is
thus proved.

Similar proofs hold for the other two.
As

(5.117) C (I) ⊂W (I) ⊂ J (I)

and each inclusion is proper ([91] and [93]) and by the relation (5.114) , for each
inclusion to be proper, it is sufficient that there should exist a function f with f ∈
QC (I) but f ∈ J (I) . Clearly, any strictly concave monotonic function suffices.

Remark 78. In view of the results of the foregoing theorem, the fact that there
are functions in QC (I) which are not in J (I) makes it tempting to try to cocatenate
the set inclusions (5.117) and (5.114) . However, no result of this sort appears to
exist without the imposition of further assumptions. Thus, for example, by the use
if the Hamel basis, solutions to (5.112) may be constructed which are unbounded
on every subinterval, whereas all members of QC (I) are bounded on every finite
interval. Hence, it is not the case that WC (I) ⊂ QC (I) .

We now show that the three classes of quasi-convex functions in Theorem 161
collapse into one under the additional constraint of continuity. We denote by
QM0 (I) the class of quasi-monotone functions under this constraint, with simi-
lar notation for the other classes involved in Theorems 159 and 161, [62].

Theorem 162. For a given interval I ⊆ R,
QC0 (I) = WQC0 (I) = JQC0 (I) .

Proof. The proofs of the basic inclusion results of Theorem 160 do not involve
continuity, so that

QC0 (I) ⊂WQC0 (I) ⊂ JQC0 (I) .
For the same reason, by Proposition 59, we have QM0 (I) = QC0 (I) . Hence, it
suffices to prove that JQC0 (I) ⊂ QM0 (I) . We proved by reducio ad absurdum.
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Suppose it is possible that f ∈ JQC0 (I) but f ∈ QM0 (I) . Then there must
exist points x, y, z ∈ I with x < y < z and f (z) > f (x) = f (y) . Let |y − x| = d.
By continuity there exists a given interval I0 ⊂ [x, y] of length d0 > 0 with z ∈ I0
and f strictly exceeding f (x) on I0. Since f ∈ JQC (I) , we have x+y

2 /∈ I0, so that
I0 is properly contained in either

(
x, x+y2

)
or
(
x+y

2 , y
)
.

Invoking continuity again, there must be, according to which of these two cases
holds, either a point x′ ∈

(
x, x+y2

]
with f (x′) = f (x) and I0 ⊂ (x, x′) or a point

y′ ∈
[
x+y

2 , y
)

with f (y′) = f (y) and I0 ⊂ (y′, y) . Call this interval (x′, y′) .
The previous argument may be repeated to show that there exists x′′, y′′ with

f (x′′) = f (y′′) ≤ d
4 and d

2n > d0 for all n ≥ 1, which is impossible.

Remark 79. Theorem 161 does not extend in this way. Thus, for example, if
f is continuous, strictly concave and monotonic, we have f ∈ QM0 but f /∈W0.

8. P−functions, Quasiconvex Functions and H· −H· Type Inequalities

8.1. Introduction. A nonnegative function p defined on the segment S is said
to be a function of P type ([67]) (or simply, a P -function) if

p(λx+ (1− λ)y) ≤ p(x) + p(y); x, y ∈ S, 0 ≤ λ ≤ 1.

Let S = [a, b] and let PS be the class of P -functions defined on S. It has been
proved in [67] that for an integrable function f ∈ PS , we have the H· − H·-type
inequality

f

(
a+ b

2

)
≤ 2
b− a

∫ b

a

f(x)dx ≤ 2(f(a) + f(b)).

In this section, following [139], we consider the following generalization of the
left side of this inequality. Assume for the sake of simplicity that [a, b] = [0, 1]. If
f is an integrable P -function and u ∈ (0, 1), then

f(u) ≤ 1
min(u, 1− u)

∫ 1

0

f(x)dx.

In fact we present a version of this inequality for an integral with respect to an
atomless probability measure µ defined on the Borel σ-algebra of subsets of the
segment [0, 1]. For nonnegative quasiconvex functions we show that this also holds
for an arbitrary (not necessarily atomless) probability measure. These results are
the subject of Subection 8.4.

More generally, we study links between P - functions and nonnegative quasi-
convex functions, which form an important class of generalized convex functions
(see, for example, [151]). It is well-known that the sum of quasiconvex functions is
not necessarily quasiconvex. The cone hull of the set of all quasiconvex functions
defined on a segment S is a very large set, containing for example all functions
of bounded variation. The cone hull of the set Q+ of all nonnegative quasiconvex
functions is also very broad, but one can find nonnegative functions of bounded
variation which do not belong to this set. The pointwise supremum of a family of
elements of Q+ is again an element of Q+. One of the important problems of the
theory of quasiconvex functions is to describe the least cone containing Q+ which
is closed in the topology of pointwise convergence and contains pointwise suprema
of all families of its elements. In Subection 8.3 we show that this cone coincides
with the set PS of all P -functions defined on S.
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We use methods of abstract convexity (see for example [96, 133, 171]). The
approach is based on the description of small supremal generators of the sets under
consideration.

8.2. Preliminaries. First we recall some definitions from abstract convexity.
Let R = (−∞,+∞) be a real line and R+∞ = R ∪ {+∞}. Consider a set X and
a set H of functions h : X → R defined on X. A function f : X → R+∞ is called
abstract convex with respect to H (or H- convex ) if there exists a set U ⊂ H such
that f(x) = sup{h(x) : h ∈ U}. The set

s(f,H) = {h ∈ H : h(x) ≤ f(x) for all x ∈ X}

is called the support set of a function f with respect to H. Clearly f is H-convex
if and only if f(x) = sup{h(x) : h ∈ s(f,H)} for all x ∈ X.

Let Y be a set of functions f : X → R+∞. A set H ⊂ Y is called a supremal
generator of the set Y if each function f ∈ Y is abstract convex with respect to H.

We consider only nonnegative functions defined on the real line R and mapping
into [0,+∞]. Recall that a function f defined on R is called quasiconvex if f(αx+
(1 − α)y) ≤ max(f(x), f(y)) for all x, y ∈ R and α ∈ (0, 1). A function f is
quasiconvex if and only if its lower level sets {x : f(x) ≤ c} are segments for all
c ∈ R.

Let us give some examples.

Example 8. (see for instance [159]). Let H1 be a set of two-step functions h
of the form

h(x) =
{
c vx ≥ d
0 vx < d

with v ∈ {1,−1}, c ≥ 0, d ∈ R. Then H1 is a supremal generator of the set Q+

of all nonnegative quasiconvex functions. Indeed H1 ⊂ Q+; since the pointwise
supremum of a family of quasiconvex functions is again quasiconvex, it follows that
each H1-convex function belongs to Q+. Consider now a function q ∈ Q+ and the
family of level sets Sc = {x : q(x) ≤ c} with c ≥ 0. Since q is quasiconvex it
follows that Sc is a segment for each c ≥ 0. Let xo ∈ R. Assume for the sake of
definiteness that q(xo) > 0 and let 0 < c < q(xo). Since xo 6∈ Sc it follows that
there exists v ∈ {−1, 1} such that vxo > vx for all x ∈ Sc. Let d = vxo. Then
c̄ := infvx≥d q(x) ≤ q(xo). Since Sc ⊂ {x : vx < d} it follows that the inequality
vx ≥ d implies q(x) > c. Hence c ≤ c̄. Let

h(x) =
{
c̄ vx ≥ d
0 vx < d.

Clearly h ≤ q and h(xo) ≥ c̄ ≥ c. Since c is an arbitrary number such that
0 < c < q(xo) it follows that q(x) = sup{h(x) : h ∈ s(f,H1)} for all x ∈ IR.

Example 9. (see for example [159]). Let H2 be the set of all two-step functions
of the form

h(x) =
{
c vx > d
0 vx ≤ d

with the same v, c and d as in Example 8. Then H2 is a supremal generator of the
set Ql+ of all lower semicontinuous nonnegative quasiconvex functions.
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Example 10. ([139]) Let H3 be the set of all functions h of the form

h(x) =
{
c x = u
0 x 6= u

with u ∈ R, c ≥ 0. Then H3 is a supremal generator of the set of all nonnegative
functions defined on R.

Example 11. ([139]) Let H4 be the set of all Urysohn peaks on R, that is,
continuous functions g : R → R+ of the form

g(x) =


0 |x− u| ≥ δ
c x = u

affine u− δ < x < u
affine u < x < x+ δ,

where u ∈ R, c ≥ 0 and δ > 0. It is easy to check that H4 is a supremal generator
of the set of all functions that are lower semicontinuous on R.

8.3. P -functions. A function p : R → [0,+∞] is called a function of type P
([67]) (or P -function) if

(5.118) p(λx+ (1− λ)y) ≤ p(x) + p(y) for all λ ∈ (0, 1) and x, y ∈ R.

Denote by P the set of all P -functions.
Let us point out some properties of a function f ∈ P (cf. [139]).
(1) If λi > 0 (i = 1, . . . ,m) and

∑m
i=1 λi = 1, then f(

∑m
i=1 λixi) ≤

∑m
i=1 f(xi).

This can be proved by induction.
(2) The set dom f = {x ∈ R : f(x) < +∞} is a segment. Indeed let x− =

inf dom f, x+ = supdom f . Suppose x− < x < x+. Then there exist
points x1, x2 ∈ dom f such that x ∈ (x1, x2). It follows from the definition
of P that f(x) < +∞, that is, x ∈ dom f .

(3) If the set {x : f(x) = 0} is nonempty, then it is clearly a segment.

Let S ⊂ R be a segment and PS the set of all P -functions defined on the
segment S and mapping into [0,+∞]. We have P = PS with S = R. Let S 6= R.
For each function f defined on S, consider its extension f+∞ defined by

(5.119) f+∞(x) =
{
f(x) x ∈ S
+∞ x 6∈ S.

Clearly f ∈ PS if and only if f+∞ ∈ P.
Let S be a segment. It is easy to check that the class PS enjoys the following

properties (cf [139]).
(1) PS is a cone: if f1, f2 ∈ PS , then f1 + f2 ∈ PS ; if λ > 0, f ∈ PS , then

λf ∈ PS ;
(2) PS is a complete upper semilattice: if (fα)α∈A is a family of functions

from PS and f(x) = supα∈A fα(x), then f ∈ PS ;
(3) PS is closed under pointwise convergence.

The classes PS are extremely broad. We now describe some subclasses of PS .
(1) Each quasiconvex nonnegative function defined on S belongs to PS . In

particular nonnegative convex, increasing and decreasing functions defined
on S belong to PS .
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(2) Let h be a bounded function defined on S. Then there exists a number
c > 0 such that the function f(x) = h(x) + c belongs to PS . Indeed, let
c = supx,y∈S, z∈[x,y] h(z) − h(x) − h(y). We have for each x, y ∈ S and
α ∈ [0, 1] that

h(αx+ (1− α)y) ≤ h(x) + h(y) + c.

Let f(x) = h(x) + c. Then

f(αx+ (1− α)y) = h(αx+ (1− α)y) + c ≤ (h(x) + c) + (h(y) + c) = f(x) + f(y),

that is, f ∈ PS .

We now describe a small supremal generator of the set P. Applying this gen-
erator and the extension defined by (5.119), we can easily describe a supremal
generator of the class PS for a segment S ∈ R.

Let T be the set of all collections t = {u; c1, c2} with u ∈ R and nonnegative
c1, c2. For t = {u; c1, c2} ∈ T , consider the function ht defined on R by (see [139])

(5.120) ht(x) =

 c1 x < u
c1 + c2 x = u
c2 x > u.

It is easy to check that ht ∈ P for all t ∈ T . Let H be the set of all functions of
the form ht with t ∈ T . Clearly H is a conic set, that is, if h ∈ H and λ > 0, then
λh ∈ H.

The following statement describes a certain extremal property of elements h ∈
H (cf. [139]).

Proposition 60. Let h ∈ H, h = ht with t = {u; c1, c2}. If f ∈ P, f ≤ h and
f(u) = h(u), then f = h.

Proof. Let f ∈ P, f ≤ h and f(u) = h(u). Take a point y < u and find a
point z > u and a number λ ∈ (0, 1) such that u = λy + (1 − λ)z. Since f ∈ P it
follows that

c1 + c2 = h(u) = f(u) ≤ f(y) + f(z) ≤ h(y) + h(z) = c1 + c2.

Hence f(y)+f(z) = c1+c2. Since f(y) ≤ c1 and f(z) ≤ c2 it follows that f(y) = c1.
In the same manner, we can show that f(v) = c2 for an arbitrary point v > u.

Proposition 61. ([139]) H is a supremal generator of P.

Proof. Let f ∈ P and u ∈ R. First assume that u ∈ dom f . Let ε > 0 and
c′1 = inf

x<u
f(x), c′2 = infx>u f(x). We now check that f(u)−2ε ≤ c′1 + c′2. Let points

x1 < u and x2 > u be such that f(x1) ≤ c′1 + ε and f(x2) ≤ c′2 + ε respectively.
Then f(u) − 2ε ≤ f(x1) + f(x2) − 2ε ≤ c′1 + c′2. Take nonnegative numbers c1
and c2 such that c1 ≤ c′1, c2 ≤ c′2 and c1 + c2 = f(u) − 2ε. Consider the function
ht with t = {u; c1, c2} ∈ T . It follows from the definition of t that ht ≤ f and
ht(u) = f(u)− 2ε. Thus f(u) = sup{h(u) : h ∈ H,h ≤ f} for all u ∈ dom f .

Consider now a point u 6∈ dom f . Assume for the sake of the definiteness that
u ≤ inf dom f . Let t = {u; c1, c2} ∈ T , where c2 = infx∈R f(x) and c1 is an arbitrary
positive number. Then ht ≤ f . So f(u) = +∞ = sup

h∈H,h≤f
h(u).
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Remark 80. ([139]) This proposition may be compared with the examples of
Subsection 8.2. Indeed we can consider H as a certain mixture of two-step functions
from Example 8 and pointed functions from Example 10.

Clearly the function ht is a function of bounded variation for each t ∈ T .
Therefore ht can be represented as the sum of increasing and decreasing functions.
We now show that for each t ∈ T the function ht can be represented as the sum of
nonnegative increasing and decreasing functions (cf. [139]).

Proposition 62. ([139]) Let t = {u; c1, c2} ∈ T . Then there exist a non-
negative increasing function h1

t and a nonnegative decreasing function h2
t such that

ht = h1
t + h2

t .

Proof. Let

h1
t (x) =

{
0 x < u
c2 x ≥ u

; h2
t (x) =

{
c1 x ≤ u
0 x > u

.

It is easy to check that ht1 + h2
t = ht, h1

t is an increasing function and h2
t is a

decreasing function.

Let c(Q+) be the cone hull of the set Q+ of all nonnegative quasiconvex func-
tions, that is, the set of all functions f of the form f = q1 + q2 where q1, q2 ∈ Q+.
It follows from Proposition 62 that H ⊂ c(Q+).

Let H̃ be the upper semilattice generated by H, that is, the set of all functions
h̃ of the form

h̃(x) = max
i=1,...,m

hi(x), hi ∈ H, i = 1, . . . ,m; m = 1, 2, . . . .

and H̄ be the upper semilattice generated by c(Q+), that is, the set of all functions
h̄ of the form

h̄(x) = max
i=1,...,m

q̃i(x) q̃i ∈ c(Q+), i = 1, . . . ,m; m = 1, 2, . . . .

Proposition 63. ([139]) P = cl H̃ = cl H̄, where clA is the closure of the set
A in the topology of pointwise convergence.

Proof. Let f ∈ P and s(f, H̃) = {h̃ ∈ H̃ : h̃ ≤ f} be the support set of f
with respect to H̃. We can consider s(f, H̃) as a directed set with respect to the
natural order relation: h̃1 ≥ h̃2 if h̃1(x) ≥ h̃2(x) for all x ∈ R. Since

f(x) = sup{h(x) : h ∈ s(f,H)} = sup{h̃(x) : h̃ ∈ s(f, H̃)} (x ∈ R)

and the generalized sequence {h̃ : h̃ ∈ s(f, H̃)} is increasing, it follows that f(x) is
pointwise limit of this generalized sequence. Thus

(5.121) P ⊂ cl H̃.

Since H ⊂ c(Q+) it follows that H̃ ⊂ H̄. As P is a cone and an upper semilattice
and the set Q+ is contained in P it follows that H̄ ⊂ P. Since P is closed in the
topology of pointwise convergence, it follows that cl H̃ ⊂ cl H̄ ⊂ P. The desired
result follows from this inclusion and (5.121).

Remark 81. ([139]) We have proved that a function f belongs to P if and only
if this function can be represented as the pointwise limit of a generalized sequence
(fα) where each fα is a finite maximum of the functions represented as the sum
of two nonnegative quasiconvex functions. It follows also from Propositions 61
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and 62 that each f ∈P can be represented as the supremum of a family of functions
belonging to c(Q+). Since P is a cone and a complete upper semilattice and Q+ ⊂P,
it follows that P coincides with the set of all functions which can be represented in
such a form.

Let Pl be the set of all l.s.c functions belonging to P. We now describe a
supremal generator of Pl consisting of continuous functions. Consider the set S of
all collections s = {u; c1, c2; δ}, where {u; c1, c2} ∈ T and δ > 0. For s ∈ S define
the continuous function ls by

ls(x) = c1 (x ≤ u− δ), ls(u) = c1 + c2, ls(x) = c2 (x ≥ u+ δ),

ls is affine on segments [u− δ, u] and [u, u+ δ].

Denote the set of all functions ls with s ∈ S by L.

Proposition 64. ([139]) L is a supremal generator of Pl.

Proof. Let f ∈ Pl and u ∈ dom f . Since f is l.s.c, it follows that for each
ε > 0 there exists δ > 0 such that f(x) > f(u)−ε if |x−u| < δ. There exist numbers
c1 ≤ infx<u−δ f(x) and c2 ≤ infx>u+δ f(x) such that f(u)−ε = c1+c2, for the same
reasons as those given in the proof of Proposition 61. Let s = {u; c1, c2; δ}. It follows
from the definition of the numbers c1, c2 and δ that ls ≤ f . Since ls(u) = f(u)− ε
it follows that f(u) = sup{l(u) : l ∈ L, l ≤ f}. It is easy to check that this equality
also holds for points u 6∈ dom f .

Proposition 65. ([139]) Each function l ∈ L can be represented as the sum
of increasing and decreasing continuous functions.

Proof. Let l = ls with s = {u; c1, c2; δ}. A simple calculation shows that
l = l1 + l2 where

l1 =

 0 x ≤ u− δ
c2
δ (x− u+ δ) x ∈ (u− δ, u)

c2 x > u
, l2 =

 c1 x ≤ u
c1
δ (u+ δ − x) x ∈ (u, u+ δ)

0 x > u+ δ
.

It is easy to check that l1, l2 are continuous, l1 is increasing and l2 is decreasing.

For the same reasons as those in the proof of Proposition 63, it follows that
Pl ⊂ cl L̃ = cl L̄ and clPl = cl L̃ = cl L̄ where L̃ is the set of all functions that can
be presented as the maximum of a finite family of elements of L and L̄ is the set of
all functions that can be presented as the maximum of the finite family of the sum
of two continuous quasiconvex functions.

8.4. Inequalities of H·−H· type. We begin with the following Principle of
Preservation of Inequalities ([96]).

Proposition 66.

Theorem 163. Let Y be a set of functions defined on a set X and equipped
with the natural order relation. Let H be a supremal generator of Y . Further, let
a be an increasing functional defined on Y and u ∈ X. Then

h(u) ≤ a(h) for all h ∈ H if and only if f(u) ≤ a(f) for all f ∈ Y.
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Proof. We have

f(u) = sup{h(u) : h ∈ s(f,H)} ≤ sup{a(h) : h ∈ s(f,H)}
≤ a(sup{h : h ∈ s(f,H)}) = a(f).

We now establish some inequalities of H·−H· type for P -functions by applying
the principle of preservation of inequalities.

Consider the Borel σ-algebra Σ of subsets of the segment [0, 1] and a measure µ,
that is, a nonnegative σ-additive function defined on Σ. Assume that µ([0, 1]) = 1.
Let Po be the set of all measurable (with respect to Σ) functions f ∈ P such that
dom f = [0, 1]. Since H consists of Borel- measurable functions on R and H is a
supremal generator of P, it follows that H is a supremal generator of Po as well.
Let I : Po → [0,+∞] be the functional defined by

I(f) =
∫ 1

0

fdµ.

For y ∈ [0, 1) consider the functions

e1y(x) =
{

1 x ≤ y
0 x > y

; e2y(x) =
{

0 x ≤ y
1 x > y.

Let

g1(y) =
∫ 1

0

e1ydµ = µ([0, y]), g2(y) =
∫ 1

0

e2ydµ = µ((y, 1]), y ∈ [0, 1).

By definition, set g1(1) = 1, g2(1) = 0. Clearly g1 is increasing, g2 is decreasing
and g1(y) + g2(y) = µ([0, 1]) = 1 for all y ∈ [0, 1].

Let us calculate I(ht) for ht ∈ H.
Lemma 17. ([139]) Let µ be an atomless measure, that is, µ({x}) = 0 for each

x ∈ [0, 1]. Let ht ∈ H be the function corresponding to a collection t = {y; c1, c2}.
Then I(ht) = c1g1(y) + c2g2(y).

Proof. Consider the function h̃t given by

h̃t(x) =
{
c1 x ≤ y
c2 x > y

=
{
c1e

1
y(x) x ≤ y

c2e
2
y(x) x > y

.

Since µ is atomless, it follows that I(ht) = I(h̃t). We have

I(ht) =
∫ 1

0

htdµ =
∫ 1

0

h̃tdµ =
∫ y

0

c1e
1
ydµ+

∫ 1

y

c2e
2
ydµ = c1g1(y) + c2g2(y).

For u ∈ (0, 1), consider the number

(5.122) γu = min
c1≥0, c2≥0

c1g1(u) + c2g2(u)
c1 + c2

.

It easy to check that

(5.123) γu = min(g1(u), g2(u)).

Indeed if g1(u) ≥ g2(u), then γu = g2(u) and if g1(u) ≤ g2(u), then γu = g1(u).
Thus (5.123) holds.
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Theorem 164. ([139]) Let µ be an atomless measure and u ∈ (0, 1). Then

(5.124) f(u) ≤ 1
min(g1(u), g2(u))

∫ 1

0

fdµ

for all f ∈ Po.

Proof. Clearly I is an increasing functional defined on the set Po. First we
check that (5.124) holds for all h ∈ H. We consider separately functions ht which
are defined by collections t = (u; c1, c2) and by collections t = (y; c1, c2) with y 6= u.

Let t = {u; c1, c2}. It follows directly from (5.122), (5.123), Lemma 17 and the
equality ht(u) = c1 + c2 that

ht(u) = c1 + c2 ≤
1
γu

(c1g1(u) + c2g2(u))(5.125)

=
1
γu

∫ 1

0

htdµ =
1

min(g1(u), g2(u))

∫ 1

0

htdµ.

Assume now that t = {y; c1, c2} with y 6= u. It follows from Lemma 17 that

I(ht) =
∫ 1

0

ht(x)dx = c1g1(y) + c2g2(y).

Let us calculate ht(u). Since y 6= u it follows that either ht(u) = min(c1, c2) or
ht(u) = max(c1, c2). In the first case we have, taking into account that g1(y) ≥
0, g2(y) ≥ 0 and g1(y) + g2(y) = 1, that

(5.126) ht(u) = min(c1, c2) ≤ c1g1(y) + c2g2(y) = I(ht).

Since g1(u) ≤ 1, g2(u) ≤ 1, it follows that

ht(u) ≤ I(ht) ≤
1

min(g1(u), g2(u))
I(ht).

Assume now that ht(u) = max(c1, c2). If c1 ≥ c2 then ht(u) = c1 and y > u,
the latter following directly from the definition of the function ht. Since g1 is an
increasing function, we have for y > u that

(5.127) g1(u)ht(u) ≤ g1(y)c1 ≤ g1(y)c1 + g2(y)c2 = I(ht).

Thus
ht(u) ≤

1
g1(u)

I(ht) ≤
1

min(g1(u), g2(u))
I(ht).

If c2 ≥ c1, then ht(u) = c2 and y < u. In the same manner we have

(5.128) ht(u) ≤
1

g2(u)
I(ht) ≤

1
min(g1(u), g2(u))

I(ht).

Thus we have verified that the desired inequality (5.124) holds for all h ∈ H. Since
H is a supremal generator of Po and I is an increasing functional, we can conclude,
by applying the principle of preservation of inequalities, that (5.124) holds for all
f ∈ Po.

Remark 82. ([139]) Let t = {u; c1, c2}, where γu(c1+c2) = c1g1(u)+c2g2(u).
It follows from (5.125) that the equality

ht(u) =
1

min(g1(u), g2(u))

holds. Thus the inequality (5.124) cannot be improved for all P - functions.
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Let us give an example.

Example 12. ([139]) Let µ be the Lebesgue measure, that is, I(f) =
∫ 1

0
f(x)dx.

Then g1(y) = y, g2(y) = 1− y. It follows from Theorem 164 that

f(u) ≤ 1
min(u, 1− u)

∫ 1

0

f(x)dx

for all f ∈Po. In particular we have

(5.129) f

(
1
2

)
≤ 2

∫ 1

0

f(x)dx (f ∈ Po).

This result was established in [67].

Remark 83. ([139]) In a similar manner we can prove that (5.124) holds
for each nonnegative quasiconvex function and for each (not necessarily atomless)
nonnegative measure µ such that µ([0, 1]) = 1.

Remark 84. ([139]) We can use for this purpose the supremal generator
described in Example 8. Indeed the atomlessness of the measure µ has been used
only for eliminating the special value of the function ht with t = {u; c1, c2} at the
point u. We do not need to eliminate this value in the case under consideration.

9. Convexity According to the Geometric Mean

9.1. Introduction. The usual definition of a convex function (of one variable)
depends on the structure of R as an ordered vectored space. As R is actually
an ordered field, it is natural to ask what happens when addition is replaced by
multiplication and the arithmetic mean is replaced by the geometric mean. A
moment’s reflection reveals an entire new world of beautiful inequalities, involving
a broad range of functions from the elementary ones, such as sin, cos, exp, to the
special ones, such as Γ, Psi, L (Lobacevski’s function), Si (the integral sine), etc.
(cf. [128]).

Depending on which type of mean, arithmetic (A), or geometric (G), we con-
sider respectively on the domain and the codomain of definition, we shall encounter
one of the following four classes of functions [128]:

AA – convex functions, the usual convex functions
AG – convex functions
GA – convex functions
GG – convex functions.

It is worth noticing that while (A) makes no restriction about the interval I
where it applies (it is so because x, y ∈ I, λ ∈ [0, 1] implies that (1− λ)x+λy ∈ I),
the use of (G) forces us to restrict to the subintervals J of (0,∞) in order to assure
that

x, y ∈ J, λ ∈ [0, 1] =⇒ x1−λyλ ∈ J.
To be more specific, the AG−convex functions (usually known as log−convex func-
tions) are those functions f : I ∈ (0,∞) for which

(AG) x, y ∈ J, λ ∈ [0, 1] =⇒ f ((1− λ)x+ λy) ≤ f (x)1−λ f (y)λ ,

i.e., for which log f is convex.
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The GG−convex functions (called in what follows multiplicatively convex func-
tions) are those functions f : I → J (acting on subintervals of (0,∞)) such that
(see [128])

(GG) x, y ∈ J, λ ∈ [0, 1] =⇒ f
(
x1−λyλ

)
≤ f (x)1−λ f (y)λ .

Due to the following form of the AM −GM Inequality,

(5.130) a, b ∈ (0,∞) , λ ∈ [0, 1] =⇒ a1−λbλ ≤ (1− λ) a+ λb,

every log−convex function is also convex. The most notable example of such a
functions is Euler’s gamma function,

Γ (x) =
∫ ∞

0

tx−1e−tdt, x > 0.

In fact,
d2

dx2
log Γ (x) =

∞∑
n=0

1
(x+ n)2

for x > 0 (see [185]).

As noticed by H. Bohr and J. Mollerup ([10], see also [4]), the gamma function
is the only function f : (0,∞) → (0,∞) with the following three properties:

(Γ1) f is log−convex;
(Γ2) f (x+ 1) = xf (x) for every x > 0;
(Γ3) f (n+ 1) = n! for every n ∈ N.
The class of all GA−convex functions is constituted by all functions f : I → R

(defined on subintervals of (0,∞)) for which

(GA) x, y ∈ I and λ ∈ [0, 1] =⇒ f
(
x1−λyλ

)
≤ (1− λ) f (x) + λf (y) .

In the context of twice differentiable functions f : I → R, GA−convexity means
x2f ′′ + xf ′ ≥ 0, so that all twice differentiable nondecreasing convex functions are
also GA−convex. Notice that the inequality (5.130) above is of this nature.

The aim of this section, following [128], is to investigate the class of multi-
plicatively convex functions as a source of inequalities. We shall develop a parallel
to the classical theory of convex functions based on the following remark, which
relates the two classes of functions:

Suppose that I is a subinterval of (0,∞) and f : I → (0,∞) is a multiplicatively
convex function. Then (see [128])

F = log ◦f ◦ exp : log (I) → R

is a convex function. Conversely, if J is an interval (for which exp (J) is a subin-
terval of (0,∞)) and F : J → R is a convex function, then (see [128])

f = exp ◦F ◦ log : exp (J) → (0,∞)

is a convex function.
Equivalently, f is multiplicatively convex if and only if, log f (x) is a convex

function of log x. See Lemma 18 below. Modulo this characterisation, the class of
all multiplicatively convex functions was first considered by P. Montel [117], in a
well written paper discussing the analogues of the notion of convex functions in n
variables. However, the roots of the research in this area can be traced back to long
before his time. Let us mention two such results here (see also [128]).
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Theorem 165 (Hadamard’s Three Circles Theorem). Let f be an analytical
function in the annulus a < |z| < b. Then logM (r) is a convex function of log r,
where

M (r) = sup
|z|=r

|f (z)| .

Theorem 166 (G.H. Hardy’s Mean Value Theorem). Let f be an analytical
function in the annulus a < |z| < b and let p ∈ [1,∞). Then logMp (r) is a convex
function of log r, where

Mp (r) =
(

1
2π

∫ 2π

0

∣∣f (reiθ)∣∣p dθ) 1
p

.

As lim
n→∞

Mn (r) = M (r), Hardy’s aforementioned result implies Hadamard’s.
As is well known, Hadamard’s result is instrumental in deriving the celebrated
Riesz-Thorin Interpolation Theorem (see [84]).

Books like those of Hardy, Littlewood and Polya [84] and A.W. Roberts and
D.E. Varberg [158] make some peripheric references to the functions f for which
log f (x) is a convex function of log x. Nowadays, the subject of multiplicative
convexity seems to be even forgotten, which is a pity because of its richness. What
we attempt to do in this section is not only to call attention to the abundance of
beautiful inequalities falling in the realm of multiplicative convexity, but also to
prove that many classical inequalities such as the AM −GM Inequality can benefit
from a better understanding via the multiplicative approach of convexity.

9.2. Generalities on Multiplicatively Convex Functions. The class of
multiplicatively convex functions can be easily described as being constituted by
those functions f (acting on subintervals of (0,∞)) such that log f (x) is a convex
function of log x (see [128]):

Lemma 18. Suppose that I is a subinterval of (0,∞). A function f : I → (0,∞)
is multiplicatively convex if and only if:

(5.131)

∣∣∣∣∣∣∣∣∣∣
1 log x1 log f (x1)

1 log x2 log f (x2)

1 log x3 log f (x3)

∣∣∣∣∣∣∣∣∣∣
≥ 0

for every x1 ≤ x2 ≤ x3 in I; equivalently, if and only if:

(5.132) f (x1)
log x3 f (x2)

log x1 f (x3)
log x2 ≥ f (x1)

log x2 f (x2)
log x3 f (x3)

log x1

for every x1 ≤ x2 ≤ x3 in I.

Proof. The proof follows directly from the definition of multiplicative con-
vexity, taking logarithms and noticing that any point between x1 and x3 is of the
form x1−λ

1 xλ3 , for some λ ∈ (0, 1).

Corollary 59. ([128]) Every multiplicatively convex function f : I → (0,∞)
has finite lateral derivatives at each interior point of I. Moreover, the set of all
points where f is not differentiable is at most countable.
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An example of a multiplicatively convex function which is not differentiable at
countably many points is

exp

( ∞∑
n=0

|log x− n|
2n

)
.

By Corollary 59, every multiplicatively convex function is continuous in the
interior of its domain of definition. Under the presence of continuity, the multi-
plicative convexity can be restated in terms of the geometric mean:

Theorem 167. ([128]) Suppose that I is a subinterval of (0,∞). A continuous
function f : I → [0,∞) is multiplicatively convex if and only if:

(5.133) x, y ∈ I =⇒ f (
√
xy) ≤

√
f (x) f (y).

Proof. The necessity is clear. The sufficiency part follows from the connection
between the multiplicative convexity and the usual convexity (as noticed in the
Introduction of this section) and the well known fact that mid-convexity (i.e., Jensen
convexity) is equivalent to convexity under the presence of continuity. See [84].

Theorem 167 above reveals the essence of multiplicative convexity as being the
convexity according to the geometric mean; in fact, under the presence of continuity,
the multiplicatively convex functions are precisely those functions f : I → [0,∞)
for which

(5.134) x1, . . . , xn ∈ I =⇒ f ( n
√
x1 . . . xn) ≤ n

√
f (x1) . . . f (xn).

In this respect, it is natural to say that a function f : I → (0,∞) is multiplica-
tively concave if 1

f is multiplicative convex and multiplicatively affine if f is of the
form Cxα for some C > 0 and some α ∈ R.

A refinement of the notion of multiplicative convexity is that of strict multi-
plicative convexity, which in the context of continuity will mean

f ( n
√
x1 . . . xn) < n

√
f (x1) . . . f (xn)

unless x1 = · · · = xn. Clearly, our remark concerning the connection between
the multiplicatively convex functions and the usual convex functions has a “strict”
counterpart.

A large class of strictly multiplicatively convex functions, is indicated by the
following result, which developed from [84], Theorem 177, page 125:

Proposition 67. ([128]) Every polynomial P (x) with nonnegative coefficients
is a multiplicatively convex function on [0,∞). More generally, every real analytic
function f (x) =

∑∞
n=0 cnx

n with nonnegative coefficients is a multiplicatively con-
vex functions on (0, R), where R denotes the radius of convergence.
Moreover, except for the case of functions Cxn (with C > 0 and n ∈ N), the above
examples are strictly multiplicatively convex functions.

Proof. By continuity, it suffices to prove only the first assertion. For, suppose
that P (x) =

∑N
n=0 cnx

n. According the Theorem 167, we have to prove that

x, y > 0 =⇒ (P (
√
xy))2 ≤ P (x)P (y) ,

equivalently,
x, y > 0 =⇒ (P (xy))2 ≤ P

(
x2
)
P
(
y2
)
.

Or, the latter is an easy consequence of the Cauchy-Schwartz inequality.
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Examples of such real analytic functions are:

exp, sinh, cosh on (0,∞)

tan, sec, csc,
1
x
− cotx on

(
0,
π

2

)
arcsin on (0, 1]

− log (1− x) ,
1 + x

1− x
on (0, 1) .

See the table of series of I.S. Gradshteyn and I.M. Ryzhik [82].
Remark 85. i) ([128]) If a function f is multiplicatively convex, then

so is xαfβ (x) (for all α ∈ R and all β > 0).
ii) If f is continuous, and one of the functions [f (x)]x and f

(
e

1
log x

)
is

multiplicatively convex, then so is the other.
Remark 86. ([128]) S. Saks [162] noticed that for a continuous function f :

I → (0,∞), log f (x) is a convex function of log f if and only if for every α > 0
and every compact subinterval J of I, xαf (x) should attain its maximum in J at
one of the ends of J .

Applications 1. ([128]) Proposition 67 is the source of many interesting in-
equalities. Here are several elementary examples, obtained via Theorem 167:

a) (See D. Mihet [110]). If P is a polynomial with nonnegative coefficients
then

P (x1) . . . P (xn) ≥ P ( n
√
x1 . . . xn)

n for every x1, . . . , xn ≥ 0.

This inequality extends the classical inequality of Huygens (which corre-
sponds to the case where P (x) = 1 + x) and complements a remark made
by C.H. Kimberling [92] to Chebyshev’s inequality, namely,

(P (1))n−1
P (x1 . . . xn) ≥ P (x1) . . . P (xn)

if all xk are either in [0, 1] or in [1,∞).
A similar conclusion is valid for every real analytic function as in Propo-
sition 67 above.

b) The AM − GM Inequality is an easy consequence of the strict multi-
plicative convexity of ex on [0,∞). A strengthened version of this will be
presented in Subsection 9.5 below.

c) Because 1+x
1−x is strictly multiplicatively convex on (0, 1) ,

n∏
k=1

1 + xk
1− xk

>

(
1 + (

∏
xk)

1
n

1− (
∏
xk)

1
n

)n
for every x1, . . . , xn ∈ [0, 1)

unless x1 = · · · = xn.
d) Because arcsin is a strictly multiplicatively convex function on (0, 1], in

any triangle (with the exception of equilaterals) the following inequality

sin
A

2
sin

B

2
sin

C

2
<

(
sin
(

1
2

3
√
ABC

))3

holds. That improves on a well known fact, namely

sin
A

2
sin

B

2
sin

C

2
<

1
8
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unless A = B = C (which is a consequence of the strict log-concavity of
the function sine). In a similar way, one can argue that

cos
A

2
cos

B

2
cos

C

2
<

(
sin
(

1
2

3
√

(π −A) (π −B) (π − C)
))3

unless A = B = C.
e) As tan is a strictly multiplicatively convex function on

(
0, π2

)
, in any tri-

angle we have

tan
A

2
tan

B

2
tan

C

2
>

(
tan

(
1
2

3
√
ABC

))3

unless A = B = C.
The next example provides an application of Proposition 67 via Lemma
18:

f) If 0 < a < b < c (or 0 < b < c < a, or 0 < c < a < b), then

P (a)log c P (b)log a P (c)log b > P (a)log b P (b)log c P (c)log a

for every polynomial P with nonnegative coefficients and positive degree
(and, more generally, for every strictly multiplicatively convex function).
That complements the conclusion of the standard rearrangement inequal-
ities (cf. [71, p. 167]): If 0 < a < b < c, and P > 0, then

P (a)log c P (b)log b P (c)log a = inf
σ

[
P (a)log σ(a)

P (b)log σ(b)
P (c)log σ(c)

]
,

P (a)log a P (b)log b P (c)log c = sup
σ

[
P (a)log σ(a)

P (b)log σ(b)
P (c)log σ(c)

]
,

where σ runs the set of all permutations of {a, b, c}.
The integral characterization of multiplicatively convex functions is another

source of inequalities. We leave the (straightforward) details to the interested
reader.

9.3. The Analogue of Popoviciu’s Inequality. The technique of majorisa-
tion, which dominates the classical study of convex functions, can be easily adapted
in the context of multiplicatively convex functions via the correspondence between
two classes of functions. Here we shall restrict ourselves to the multiplicative ana-
logue of a famous inequality due to Hardy, Littlewood and Polya [84]:

Proposition 68. ([128]) Suppose that x1 ≥ x2 ≥ · · · ≥ xn and y1 ≥ y2 ≥
· · · ≥ yn are two families of numbers in a subinterval I of (0,∞) such that

x1 ≥ y1

x1x2 ≥ y1y2

· · ·
x1x2 . . . xn−1 ≥ y1y2 . . . yn−1

x1x2 . . . xn ≥ y1y2 . . . yn.

Then

(5.135) f (x1) f (x2) . . . f (xn) ≥ f (y1) f (y2) . . . f (yn)

for every multiplicatively convex function f : I → (0,∞).
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A result due to H. Weyl [184] (see also [106, p. 231]) gives us the basic example
of a pair of sequences satisfying the hypothesis of Proposition 68: Given any matrix
A ∈ Mn (C) having the eigenvalues λ1, . . . , λn and the singular values s1, . . . , sn,
they can be rearranged such that

|λ1| ≥ · · · ≥ |λn| , s1 ≥ · · · ≥ sn∣∣∣∣∣
m∏
k=1

λk

∣∣∣∣∣ ≤
m∏
k=1

sk for k = 1, . . . , n− 1 and

∣∣∣∣∣
n∏
k=1

λk

∣∣∣∣∣ =
n∏
k=1

sk.

Recall that the singular values of A are precisely the eigenvalues of its modulus,
|A| = (A∗A)

1
2 . The spectral mapping theorem assures that sk = |λk| when A is

self-adjoint. One could suppose that for an arbitrary matrix, |λk| ≤ sk for all k.
However, this is not true. A counterexample is given by the matrix(

0 1
4 0

)
whose eigenvalues are λ1 = 2 > λ2 = −1 and the singular values are s1 = 4 > s2 =
1.

As noticed by A. Horn [86] (see also [106, p. 233]), the converse of Weyl’s
aforementioned result is also true, i.e., all the families of numbers which fulfill the
hypotheses of Proposition 68 are derived in that manner.

According to the above discussion, the following result holds:
Proposition 69. ([128]) Let A ∈Mn (C) be any matrix having the eigenvalues

λ1, . . . , λn and the singular values s1, . . . , sn, listed such that |λ1| ≥ · · · ≥ [λn] and
s1 ≥ · · · ≥ sn. Then

n∏
k=1

f (sk) ≥
n∏
k=1

f (|λk|)

for every multiplicatively convex function f which is continuous on [0,∞).
We shall give another application of Proposition 68, which seems to be new

even for polynomials with nonnegative coefficients (see also [128]).
Theorem 168. (The multiplicative analogue of Popoviciu’s Inequality [150]).

Suppose that f : I → (0,∞) is a multiplicatively convex function. Then

(5.136) f (x) f (y) f (z) f3 ( 3
√
xyz) ≥ f2 (

√
xy) f2 (

√
yz) f2

(√
zx
)

for every x, y, z ∈ I. Moreover, for the strictly multiplicatively convex functions the
equality occurs only when x = y = z.

Proof. Without loss of generality we may assume that x ≥ y ≥ z. Then
√
xy ≥

√
zx ≥ √

yz and x ≥ 3
√
xyz ≥ z.

If x ≥ 3
√
xyz ≥ y ≥ z, the desired conclusion follows from Proposition 68 applied

to

x1 = x, x2 = x3 = x4 = 3
√
xyz, x5 = y, x6 = z

y1 = y2 =
√
xy, y3 = y4 =

√
xz, y5 = y6 =

√
yz

while in the case x ≥ y ≥ 3
√
xyz ≥ z, we have to consider

x1 = x, x2 = y, x3 = x4 = x5 = 3
√
xyz, x6 = z

y1 = y2 =
√
xy, y3 = y4 =

√
xz, y5 = y6 =

√
yz.
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According to Theorem 168 (applied to f (x) = ex), for every x, y, z > 0 we have
x+ y + z

3
+ 3
√
xyz >

2
3
(√
xy +

√
yz +

√
zx
)

unless x = y = z.

9.4. Multiplicative Convexity of Special Functions . We begin this sub-
section by recalling the following result:

Proposition 70. (P. Montel [117]) Let f : [0, a) → [0,∞) be a continuous
function, which is multiplicatively convex on (0, a). Then

F (x) =
∫ x

0

f (t) dt

is also continuous on [0, a) and multiplicatively convex on (0, a) .

Proof. Montel’s original argument was based on the fact that under the pres-
ence of continuity, f is multiplicatively convex if and only if:

2f (x) ≤ kαf (kx) + k−αf
(x
k

)
,

for every x ∈ I and every k > 0 such that kx and x
k both belong to I.

Actually, due to the continuity of F , it suffices to show that

(F (
√
xy))2 ≤ F (x)F (y) for every x, y ∈ [0, a),

which is a consequence of the corresponding inequality at the level if integral sums,[√
xy

n

n−1∑
k=0

f

(
k

√
xy

n

)]2

≤

[
x

n

n−1∑
k=0

f
(
k
x

n

)][ y
n

n−1∑
k=0

f
(
k
y

n

)]
,

i.e., of [
n−1∑
k=0

f

(
k

√
xy

n

)]2

≤

[
n−1∑
k=0

f
(
k
x

n

)][n−1∑
k=0

f
(
k
y

n

)]
.

To see that the latter inequality holds, notice that[
f

(
k

√
xy

n

)]2
≤
[
f
(
k
x

n

)] [
f
(
k
y

n

)]
and then apply the Cauchy-Schwartz inequality.

As tan is continuous on
[
0, π2

)
and multiplicatively convex on

(
0, π2

)
, a repeated

application of Proposition 70 shows us that the Lobacevski function,

L (x) = −
∫ x

0

log cos t dt

is multiplicatively convex on
(
0, π2

)
.

Starting with t
sin t and then switching to sin t

t , which is multiplicatively concave,
a similar argument leads us to the fact that the integral sine,

Si (x) =
∫ x

0

sin t
t
dt,

is multiplicatively concave on
(
0, π2

)
.

Another striking example is the following.
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Proposition 71. ([128]) Γ is a strictly multiplicatively convex function on
[1,∞).

Proof. In fact, log Γ (1 + x) is strictly convex and increasing on (1,∞). Or,
an increasing strictly convex function of a strictly convex function is also strictly
convex. Thus, F (x) = log Γ (1 + ex) is strictly convex on (0,∞) and hence

Γ (1 + x) = eF (log x)

is strictly multiplicatively convex on [1,∞). As Γ (1 + x) = xΓ (x), we conclude
that Γ itself is strictly multiplicatively convex on [1,∞).

According to Proposition 71,

Γ3 ( 3
√
xyz) < Γ (x) Γ (y) Γ (z) for every x, y, z ≥ 1

except the case where x = y = z.
On the other hand, by Theorem 168, we infer that:

Γ (x) Γ (y) Γ (z) Γ3 ( 3
√
xyz) ≥ Γ2 (

√
xy) Γ2 (

√
yz) Γ2

(√
zx
)

for every x, y, z ≥ 1; the equality occurs only for x = y = z.

Another applications of Proposition 71 is the fact that the function Γ(2x+1)
Γ(x+1) is

strictly multiplicatively convex on [1,∞). In fact, it suffices to recall the Gauss-
Legendre duplication formula,

Γ (2x+ 1)
Γ (x+ 1)

=
22xΓ

(
x+ 1

2

)
√
π

.

In order to present further inequalities involving the gamma function we shall
need the following criteria of multiplicative convexity for differentiable functions.

Proposition 72. ([128]) Let f : I → (0,∞) be a differentiable function defined
on a subinterval of (0,∞) . Then the following assertions are equivalent:

i) f is multiplicatively convex;
ii) The function xf ′(x)

f(x) is nondecreasing;
iii) f verifies the inequality

(5.137)
f (x)
f (y)

≥
(
x

y

)y· f′y
f(y)

for every x, y ∈ I.

Moreover, if f is twice differentiable, then f is multiplicatively convex if
and only if

(5.138) x
[
f (x) f ′′ (x)− f ′2 (x)

]
+ f (x) f ′ (x) ≥ 0 for every x > 0.

The corresponding variants for the strictly multiplicatively convex func-
tions also work.

Proof. As a matter of fact, according to a remark in the Introduction of
[128], a function f : I → (0,∞) is multiplicatively convex if and only if the func-
tion F : log (I) → R, F (x) = log f (ex) is convex. Taking into account that the
differentiability is preserved under the above correspondence, the statement to be
proved is simply a translation of the usual criteria of convexity (as known in the
differentiability framework) into criteria of multiplicative convexity.



9. CONVEXITY ACCORDING TO THE GEOMETRIC MEAN 269

Directly related to the gamma function is the psi function,

Psi (x) =
d

dx
log Γ (x) =

Γ′ (x)
Γ (x)

, x > 0

also known as the digamma function. It satisfies the functional equation ψ (x+ 1) =
ψ (x) + 1

x and can also be represented as

Psi (x) = −γ −
∫ 1

0

tx−1 − 1
1− t

dt,

where ψ = 0.5772 is Euler’s constant. See [4].
By combining Propositions 71 and 72 above, we obtain the inequality:

Γ (x)
Γ (y)

≥
(
x

y

)y·Psi(y)
for every x, y ≥ 1,

as well as the fact that xPsi(x) is increasing for x ≥ 1.
The latter inequality can be used to estimate Γ from below on [1, 2] . The

interest comes from the fact that Γ is convex and attains its global minimum in
that interval because Γ (1) = Γ (2) ; more precisely, the minimum is attained near
1.46. Taking y = 1 and then y = 3

2 in (Psi), we get

Γ (x) ≥ max

{
x−γ ,

1
2
√
π

(
2x
3

) 3
2 (2−γ−2 ln 2)

}
for every x ∈ [1, 2] .

9.5. An Estimate of the AM−GM Inequality. Suppose that I is a subin-
terval of (0,∞) and that f : I → (0,∞) is a twice differentiable function. We are
interested in determining the values for which α ∈ R the function

ϕ (x) = f (x) · x(−
α
2 ) log x

is multiplicatively convex on I, or equivalently, for what values α ∈ R the function

Φ (x) = logϕ (ex) = log f (ex)− αx2

2
,

is convex on log (I). By using the fact that the convexity of a twice differentiable
function Φ is equivalent to Φ′′ ≥ 0, we get a quick answer to the aforementioned
problem:

α ≤ A (f) ,

where

A (f) = inf
x∈log(I)

d2

dx2
log f (ex)

= inf
x∈log(I)

x2
[
f (x) f ′′ (x)− (f ′ (x))2

]
+ xf (x) f ′ (x)

(f (x))2
.

By considering also

B (f) = sup
x∈log(I)

d2

dx2
log f (ex) ,
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we arrive at the following result: Under the above hypotheses,

exp

A (f)
2n2

∑
j<k

(log xj − log xk)

2

≤

(
n∏
k=1

f (xk)
) 1

n

f

((
n∏
k=1

xk

) 1
n

)

≤ exp

B (f)
2n2

∑
j<k

(log xj − log xk)

2

for every x1, . . . , xn ∈ I.
In particular, for f (x) = ex, x ∈ [A,B] (where 0 < A ≤ B), we have A (f) = A

and B (f) = B and we are led to the following improvement upon the AM −GM
Inequality.

Theorem 169. ([128]). Suppose that 0 < A ≤ B. Then

A

2n2

∑
j<k

(log xj − log xk)
2 ≤ 1

n

∑
xk −

(
n∏
k=1

xk

) 1
n

(5.139)

≤ B

2n2

∑
j<k

(log xj − log xk)
2

for every x1, . . . , xn ∈ [A,B].

As
1

2n2

∑
j<k

(log xj − log xk)
2

represents the variance of the random variable whose distribution is(
log x1 log x2 · · · log xk

1
n

1
n · · · 1

n

)
,

Theorem 169 reveals the probabilistic character of the AM−GM Inequality. Using
the technique of approximating the integrable functions by step functions, one can
immediately derive from Theorem 169 the following general result.

Theorem 170. ([128]) Let (Ω,Σ, P ) be a probability space and let X be a
random variable on this space, taking values in the interval [A,B] , where 0 < A ≤
B. Then

A ≤ M (X)− eM(logX)

D2 (logX)
≤ B.

9.6. Integral Means. In the standard approach, the mean value of an inte-
grable function f : [a, b] → R is defined by

M(f) =
1

b− a

∫ b

a

f(t) dt

and the discussion above motivates for it the alternative notation MAA(f), as it
represents the average value of f according to the arithmetic mean.
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Taking into account Lemma 1 in [124], the multiplicative mean value of a
function f : [a, b] → (0,∞) (where 0 < a < b) will be defined by the formula (see
[124])

MGG(f) = exp

(
1

log b− log a

∫ log b

log a

log f(et)dt

)
equivalently,

MGG(f) = exp

(
1

log b− log a

∫ b

a

log f(t)
dt

t

)

= exp
(
L(a, b)M

(
log f(t)

t

))
where

L(a, b) =
b− a

log b− log a

represents the logarithmic mean of a and b.
In what follows, we shall adopt for the multiplicative mean value of a function

f the (more suggestive) notation M∗(f) (see [124]).
The main properties of the multiplicative mean are listed below (cf. [124]):

M∗(1) = 1

m ≤ f ≤M ⇒ m ≤M∗(f) ≤M

M∗(fg) = M∗(f)M∗(g).

It is worth noticing that similar schemes can be developed for other pairs of
types of convexity, attached to different averaging devices (see [127]). We shall not
enter the details here, but the reader can verify easily that many other mean values
come this way. For example, the geometric mean of a function f,

exp

(
1

b− a

∫ b

a

log f(t)dt

)
is nothing but the mean value MAG(f), corresponding to the pair (A)−(G). The
geometric mean of the identity of [a, b],

I(a, b) =
1
e

(
bb

aa

)1/(b−a)

.

(usually known as the identric mean of a and b) appears many times in computing
the multiplicative mean value of some concrete functions.

Notice that the multiplicative mean value introduced here escapes the classical
theory of integral f−means. In fact, it illustrates, in a special case, the usefulness
of extending that theory for normalized weighted measures.

The aim of the next two subsections is to show that two major inequalities in
convex function theory, namely the Jensen inequality and the Hermite-Hadamard
inequality, have multiplicative counterparts (cf [124]). As a consequence we ob-
tain several new inequalities, which are quite delicate outside the framework of
multiplicative convexity.
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9.7. The Multiplicative Analogue of Jensen’s Inequality. In what fol-
lows we shall be concerned only with the integral version of the Jensen Inequality
(see [124]).

Theorem 171. Let f : [a, b] → (0,∞) be a continuous function defined on a
subinterval of (0,∞) and let ϕ : J → (0,∞) be a multiplicatively convex continuous
function defined on an interval J which includes the image of f. Then

(5.140) ϕ (M∗(f)) ≤M∗(ϕ ◦ f).

Proof. In fact, using constant step divisions of [a, b] we have

M∗(f) = exp

(
1

log b− log a

∫ b

a

log f(t)
dt

t

)

= lim
n→∞

exp

(
n∑

k= 1

log f(tk)
log tk+1 − log tk

log b− log a

)
which yields, by the multiplicative convexity of ϕ,

ϕ (M∗(f)) = lim
n→∞

ϕ

(
exp

(
n∑

k= 1

log f(tk)
log tk+1 − log tk

log b− log a

))

≤ lim
n→∞

(
exp

(
n∑

k= 1

log(ϕ ◦ f)(tk)
log tk+1 − log tk

log b− log a

))
= M∗(ϕ ◦ f).

The multiplicative analogue of Jensen’s Inequality is the source of many inter-
esting inequalities. We notice here only a couple of them. First, letting ϕ = exp tα

(α ∈ R) , we are led to the following concavity type property of the log function:(
1

log b− log a

∫ b

a

log f(t)
dt

t

)α
≤ log

(
1

log b− log a

∫ b

a

fα(t)
dt

t

)
for every α ∈ R and every function f as in the statement of Theorem 171 above.

Particularly, for f = et, we have

L(a, b)α ≤ log

(
1

log b− log a

∫ b

a

eα t
dt

t

)
whenever α ∈ R.

Our second illustration of Theorem 171 concerns the pair ϕ = log t and f = et;
ϕ is multiplicatively concave on (1,∞), which is a consequence of the AM-GM
Inequality. The multiplicative mean of f = et is exp

(
b−a

log b−log a

)
, so that we have

L(a, b) ≥ exp

(
1

log b− log a

∫ b

a

log log t
dt

t

)
= I(log a, log b)

for every 1 < a < b. However, a direct application of the Hermite-Hadamard
inequality gives us (in the case of the exp function) a better result:

L(a, b) >
√
ab > log

√
ab > I(log a, log b).
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The problem of estimating from above the difference of the two sides in Jensen’s
Inequality,

M∗(ϕ ◦ f)− ϕ (M∗(f))
can be discussed adapting the argument in [126]. We leave the details to the reader.

9.8. The Multiplicative Analogue of the Hermite-Hadamard Inequal-
ity. The classical Hermite-Hadamard Inequality states that if f : [a, b] → R is a
convex function then

(HH) f

(
a+ b

2

)
≤M(f) ≤ f(a) + f(b)

2
,

which follows easily from the midpoint and trapezoidal approximation to the middle
term. Moreover, under the presence of continuity, equality occurs (in either side)
only for linear functions.

The next result represents the multiplicative analogue of the Hermite-Hadamard
Inequality (cf. [124]):

Theorem 172. Suppose that 0 < a < b and let f : [a, b] → (0,∞) be a
continuous multiplicatively convex function. Then

(∗HH) f(
√
ab) ≤M∗(f) ≤

√
f(a)f(b).

The left side inequality is strict unless f is multiplicatively affine, while the right
side inequality is strict unless f is multiplicatively affine on each of the subintervals
[a,
√
ab] and [

√
ab, b].

As noticed L. Fejér [72], the classical Hermite-Hadamard Inequality admits a
weighted extension by replacing dx by p(t)dt, where p is a non-negative function
whose graph is symmetric with respect to the center (a+ b)/2. Of course, this fact
has a counterpart in (∗HH), where dt/t can be replaced by p(t) dt/t, with p a
non-negative function such that p(t/

√
ab) = p(

√
ab/t).

In the additive framework, the mean value verifies the equality

M(f) =
1
2

(
M(f | [a, a+ b

2
]) +M(f | [a+ b

2
, b])
)

which can be checked by an immediate computation; in the multiplicative setting
it reads as follows ([124]):

Lemma 19. Let f : [a, b] → (0,∞) be an integrable function, where 0 < a < b.
Then

M∗(f)2 = M∗(f | [a,
√
ab]) ·M∗(f | [

√
ab, b]).

Corollary 60. ([124]) The multiplicative analogue of the Hermite-Hadamard
Inequality can be improved upon

f(a1/2b1/2) <
(
f(a3/4b1/4)f(a1/4b3/4)

)1/2

< M∗(f)(5.141)

<
(
f(a1/2b1/2)

)1/2

f(a)1/4f(b)1/4

< (f(a)f(b))1/2 .

A moment’s reflection shows that by iterating Corollary 60 one can exhibit
approximations of M∗(f) from below (or from above) in terms of (G)-convex com-
binations of the values of f at the multiplicatively dyadic points a(2n−k)/2n

bk/2
n

,
k = 0, ..., 2n, n ∈ N.
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For f = exp | [a, b] (where 0 < a < b) we have M∗(f) = exp
(

b−a
log b−log a

)
.

According to the Corollary 60 above we obtain the inequalities

a3/4b1/4 + a1/4b3/4

2
<

b− a

log b− log a
<

1
2

(
a+ b

2
+
√
ab

)
,

first noticed by J. Sándor [167].
For f = Γ | [a, b] (where 1 ≤ a < b) we obtain the inequalities

(Γ) log Γ
(
a1/2b1/2

)
<

1
log b− log a

∫ b

a

log Γ(x)
x

dx <
1
2

log Γ(a)Γ(b)

which can be strenghtened via Corollary 60.
The middle term can be evaluated by Binet’s formula (see [185, p. 249]), which

leads us to
log Γ(x)

x
= log x− 1− 1

2
· log x

x
+

log
√

2π
x

+
θ(x)
x

where θ is a decresing function with limx→∞ θ(x) = 0. In fact,

θ(x) =
∫ ∞

0

(
1

et − 1
− 1
t

+
1
2

)
e−xt

1
t
dt

=
∞∑
k=1

B2k

2k(2k − 1)x2k

=
1

12x2
− 1

360x4
+

1
1260x6

− ...

where the B2k’s denote the Bernoulli numbers. Then

logM∗(Γ | [a, b]) =
1

log b− log a

∫ b

a

log Γ(t)
t

dt

=
−2(b− a)
ln b− ln a

− 1
4

ln ab+ ln
√

2π +
(ln b) b− (ln a) a

ln b− ln a

+
1

log b− log a

∫ b

a

θ(x)
x

dx

= −L(a, b)− 1
4

ln ab+ ln
√

2π + L(a, b) log I(a, b) + θ(c)

for a suitable c ∈ (a, b).
We pass now to the problem of estimating the precision in the Hermite-Hadamard

Inequality. For, we shall need a preparation.
Given a function f : I → (0,∞) (with I ⊂ (0,∞)) we shall say that f is

multiplicatively Lipschitzian provided there exist a constant L > 0 such that

max
{
f(x)
f(y)

,
f(y)
f(x)

}
≤
(y
x

)L
for all x < y in I; the smallest L for which the above inequality holds constitutes
the multiplicative Lipschitzian (see [124]) constant of f and it will be denoted by
||f ||?Lip.

Remark 87. ([124]) Though the family of multiplicatively Lipschitz functions
is large enough (to deserve attention in its own), we know the exact value of the
multiplicative Lipschitz constant only in few cases:

i) If f is of the form f(x) = xα, then ||f ||?Lip = α.
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ii) If f = exp |[a, b] (where 0 < a < b), then ||f ||?Lip = b.
iii) Clearly, ||f ||?Lip ≤ 1 for every non-decreasing functions f such that f(x)/x

is non-increasing. For example, this is the case of the functions sin and
sec on (0, π/2).

iv) If f and g are two multiplicatively Lipschitzian functions (defined on the
same interval) and α, β ∈ R, then fαgβ is multiplicatively Lipschitzian
too. Moreover,

||fαgβ ||?Lip ≤ |α| · ||f ||?Lip + |β| · ||g||?Lip.

The following result can be easily derived from the standard form of the Os-
trowski Inequality for Lipschitzian functions as stated in [18, Corollary 2, p. 345]:

Theorem 173. ([124]) Let f : [a, b] → (0,∞) be a multiplicatively convex
continuous function. Then

(5.142) f(
√
ab) ≤M∗(f) ≤ f(

√
ab)

(
b

a

)||f ||?Lip/4

and

(5.143) M∗(f) ≤
√
f(a)f(b) ≤M∗(f)

(
b

a

)||f ||?Lip/4

.

A generalization of the second part of this result, based on Theorem 172 above,
will make the subject of the next section.

For f = exp |[a, b] (where 0 < a < b), we have M∗(f) = exp
(

b−a
log b−log a

)
and

||f ||?Lip = b. By Theorem 173, we infer the inequalities

0 <
b− a

log b− log a
−
√
ab <

b

4
(log b− log a)

0 <
a+ b

2
− b− a

log b− log a
<
b

4
(log b− log a) .

For f = sec (restricted to (0, π/2) we have ||f ||?Lip = 1 and

M∗(sec |[a, b])

= exp

(
−1

log b− log a

∫ b

a

ln cosx
x

dx

)

= exp

(
1

log b− log a

∫ b

a

(
1
2
x+

1
12
x3 +

1
45
x5 +

17
2520

x7 + ...

)
dx

)

= exp
(

1
log b− log a

(
b2 − a2

4
+
b4 − a4

48
+
b6 − a6

270
+ ...

))
for every 0 < a < b < π/2. According to Theorem 173, we have

sec(
√
ab) < M∗(sec |[a, b]) < sec(

√
ab) ·

(
b

a

)1/4

and

M∗(sec |[a, b]) <
√

sec a sec b < M∗(sec |[a, b]) ·
(
b

a

)1/4

for every 0 < a < b < π/2.
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9.9. Approximating M∗(f) by Geometric Means. As the reader already
noticed, computing (in a compact form) the multiplicative mean value is not an
easy task. However, it can be nicely approximated. The following result, inspired
by a recent paper of K. Jichang [89], outlines the possibility to approximate M∗(f)

(from above) by products
(

n∏
k=1

f(xk)
)1/n

for a large range of functions (cf. [124]):

Theorem 174. ([124]) Let f : I → (0,∞) be a function which is multiplica-
tively convex or multiplicatively concave.

If I = [1, a] (with a > 1) and f is strictly increasing, then

(5.144)

(
n∏
k=1

f(ak/n)

)1/n

>

(
n+1∏
k=1

f(ak/(n+1))

)1/(n+1)

> M∗(f)

for every n = 1, 2, 3, ...
The conclusion remains valid for I = [a, 1] (with 0 < a < 1) and f a strictly

decreasing function as above.
The inequalities (5.144) should be reversed in each of the following two cases:
I = [1, a] (with a > 1) and f is strictly decreasing;
I = [a, 1] (with 0 < a < 1) and f a strictly increasing

Proof. Let us consider first the case of strictly increasing multiplicatively
convex functions. In this case, for each k ∈ {1, ..., n} we have

f(ak/(n+1)) = f(akn
2/(n+1)n2

) < f(a(nk−k+1)/n2
)

= f(a
k−1

n · k−1
n +(1− k−1

n )· k
n )

≤
(
f(a(k−1)/n)

)(k−1)/n (
f(ak/n)

)1−(k−1)/n

.

By multiplying them side by side we get

n∏
k=1

f(ak/(n+1)) <
n∏
k=1

((
f(a(k−1)/n)

)(k−1)/n (
f(ak/n)

)1−(k−1)/n
)

=

(
n∏
k=1

f(ak/n)
)(n+1)/n

f(a)
,

i.e., the left hand inequality in the statement of our theorem.
Consider now the case where f is strictly increasing multiplicatively concave.

Then

f(ak/n) = f(ak(n+1)2/n(n+1)2) > f(ak(n+2)/(n+1)2)

= f(a
k

n+1 ·
k+1
n+1+(1− k

n+1 )· k
n+1 )

≥
(
f(a(k+1)/(n+1))

)k/(n+1) (
f(ak/(n+1)

)1−k/(n+1)
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for each k ∈ {1, ..., n}, which leads to
n∏
k=1

f(ak/n) >
n∏
k=1

((
f(a(k+1)/(n+1))

)k/(n+1) (
f(ak/(n+1)

)1−k/(n+1)
)

=
n∏
k=1

((
f(a(k+1)/(n+1))

)k/(n+1) (
f(ak/(n+1)

)(n−k+1)/(n+1)
)

= (f(a))n/(n+1) ·

(
n∏
k=1

f(ak/(n+1)

)n/(n+1)

=

(
n+1∏
k=1

f(ak/(n+1)

)n/(n+1)

i.e., again to the left hand inequality in (5.144).
To end the proof of the first part of the theorem, note that

lim
n→∞

(
n∏
k=1

f(ak/n)

)1/n

= exp

(
lim
n→∞

1
n

n∑
k=1

log f(ak/n)

)

= exp

(
1

log a

∫ log a

0

log f(et)dt

)
= M∗(f).

As the sequence πn =
(∏n

k=1 f(ak/n)
)1/n

is strictly decreasing we conclude that
πn > M∗(f) for every n = 1, 2, 3, ...

The remainder of the proof follows by a careful inspection of the argument
above.

As was noticed in [128, p. 163], Γ is strictly multiplicatively convex on [1,∞).
According to Theorem 174, for each a > 1 and each natural number n we have(

n∏
k=1

Γ(ak/n)

)1/n

>

(
n+1∏
k=1

Γ(ak/(n+1))

)1/(n+1)

> exp
(

1
log a

∫ a

1

log Γ(t)
t

dt

)
.

The same argument, applied to the multiplicatively concave functions sin πx
2

and cos πx2 (cf. [128, p. 159]) gives us(
n∏
k=1

sin(
π

2
ak/n)

)1/n

<

(
n+1∏
k=1

sin(
π

2
ak/(n+1))

)1/(n+1)

< exp
(

1
log a

∫ a

1

log sin(πt/2)
t

dt

)
and (

n∏
k=1

cos(
π

2
ak/n)

)1/n

>

(
n+1∏
k=1

cos(
π

2
ak/(n+1))

)1/(n+1)

> exp
(

1
log a

∫ a

1

log cos(πt/2)
t

dt

)
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for every a ∈ (0, 1); they should be added to a number of other curiosities noticed
recently by G. J. Tee [174].

The following result answers the question how fast is the convergence which
makes the subject of Theorem 174 above:

Proposition 73. ([124]) Let f : [a, b] → (0,∞) be a strictly multiplicatively
convex continuous function. Then

(5.145)
(
f(b)
f(a)

)1/(2n)

<

(
n∏

k= 1

f(xk)

)1/n

/M∗(f) <
(
b

a

)||f ||?Lip/(2n)

where xk = a1−k/nbk/n for k = 1, ..., n

Proof. According to (∗HH), for each k = 1, ..., n, we have

f(
√
xk−1xk) < exp

(
n

log (b/a)

∫ xk

xk−1

log f dt

)
<
√
f(xk)f(xk+1)

which yields(
n∏

k= 1

f(
√
xk−1xk)

)1/n

< M∗(f) <

(
n∏

k= 1

f(xk)

)1/n/(
f(b)
f(a)

)1/(2n)

i.e., (
f(b)
f(a)

)1/(2n)

<

(
n∏

k= 1

f(xk)

)1/n

/M∗(f) <

<

(
n∏

k= 1

f(xk)/f(
√
xk−1xk)

)1/n

.

Or, (
n∏

k= 1

f(xk)/f(
√
xkxk+1)

)1/n

≤
n∏

k= 1

(
xk
xk−1

)||f ||?Lip/(2n)

.

For f(x) = ex, x ∈ [1, a], the last result gives ([124])

a− 1
2n

<
1
n

n∑
k= 1

ak/n <
a

log a
+

a

2n

for all n = 1, 2, 3, ... .

10. The H· −H· Inequality of s−Convex Functions in the First Sense

The following concept was introduced by Ozlicz in the paper [129] and was
used in the theory of Ozlicz spaces ([107], [119]):

Let 0 < s ≤ 1. A function f : R+→ R where R+ := [0,∞) , is said to be
s−convex in the first sense if:

(5.146) f (αu+ βv) ≤ αsf (u) + βsf (v)

for all u, v ∈ R+ and α, β ≥ 0 with αs + βs = 1. We denote this class of real
functions by K1

s .
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We shall present some results from the paper [87] referring to the s−convex
functions in the first sense.

Theorem 175. ([87]) Let 0 < s < 1. If f ∈ K1
s , then f is nondecreasing on

(0,∞) and limu→0+ f (u) ≤ f (0) .

Proof. We have, for u > 0 and α ∈ [0, 1] ,

f
[(
α

1
s + (1− α)

1
s

)
u
]
≤ αf (u) + (1− α) f (u) = f (u) .

The function
h (α) = α

1
s + (1− α)

1
s

is continuous on [0, 1] , decreasing on
[
0, 1

2

]
, increasing on

[
1
2 , 1
]

and h ([0, 1]) =[
h
(

1
2

)
, h (1)

]
=
[
21− 1

s , 1
]
. This yields that

(5.147) f (tu) ≤ f (u) for all u > 0, t ∈
[
21− 1

s , 1
]
.

If now t ∈
[
21− 1

s , 1
]
, then t

1
2 ∈

[
21− 1

s , 1
]
, and therefore, by the fact that (5.147)

holds for all u > 0, we get

f (tu) = f
(
t

1
2

(
t

1
2u
))

≤ f
(
t

1
2

)
≤ f (u)

for all u > 0. By induction, we therefore obtain that

(5.148) f (tu) ≤ f (u) for all u > 0, t ∈ (0, 1] .

Hence, by taking 0 < u ≤ v and applying (5.148) , we get

f (u) = f
(u
v
· v
)
≤ f (v) ,

which means that f is non-decreasing on (0,∞) .
The second part can be proved in the following manner. For u > 0 we have

f (αu) = f (αu+ β0) ≤ αsf (u) + βsf (0)

and taking u→ 0+, we obtain

lim
u→0+

f (u) ≤ lim
u→0+

f (αu) ≤ αs lim
u→0+

f (u) + βsf (0)

and hence
lim
u→0+

f (u) ≤ f (0) .

Remark 88. ([87]) The above results generally do not hold in the case of convex
functions, i.e., when s = 1. This is because a convex function f : R+ → R may not
necessarily be non-decreasing on (0,∞) .

Remark 89. ([87]) It 0 < s < 1, then the function f ∈ K1
s is nondecreasing

on (0,∞) but not necessarily on [0,∞) .
Example 13. ([87]) Let 0 < s < 1 and a, b, c,∈ R. Defining for u ∈ R+

f (u) =
{
a if u = 0
bus + c if u > 0 ,

we have:
(i) If b ≥ 0 and c ≤ a, then f ∈ K1

s .
(ii) If b ≥ 0 and c < a, then f is non-decreasing on (0,∞) but not on [0,∞) .
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From the known examples of the s−convex functions we can build up other
s−convex functions using the following composition property [87].

Theorem 176. Let 0 < s ≤ 1. If f, g ∈ K1
s and if F : R2 → R is an non-

decreasing convex function, then the function h : R+ → R defined by h (u) :=
F (f (u) , g (u)) is s−convex. In particular, if f, g ∈ K1

s , then f+g,max (f, g) ∈ K1
s .

Proof. If u, v ∈ R+, then for all α, β ≥ 0 with αs + βs = 1 we have

h (αu+ βv) = F (f (αu+ βv) , g (αu+ βv))
≤ F (αsf (u) + βsf (v) , αsg (u) + βsg (v))
≤ αsF (f (u) , g (u)) + βsF (f (v) , g (v))
= αsh (u) + βsh (v) .

Since F (u, v) = u + v and F (u, v) = max (u, v) are particular examples of non-
decreasing convex functions on R2, we get particular cases of our theorems.

It is important to know when the condition αs+βs = 1 in the definition of K1
s

can be equivalently replaced by the condition αs + βs ≤ 1, [87].
Theorem 177. Let f ∈ K1

s . Then inequality (5.146) holds for all u, v ∈ R+,
and all α, β ≥ 0 with αs + βs ≤ 1 if and only if f (0) ≤ 0.

Proof. Necessity is obvious by taking u = v = 0 and α = β = 0. Therefore,
assume that u, v ∈ R+, α, β ≥ 0 and 0 < γ = αs + βs < 1. Put a = αγ−

1
s and

b = βγ−
1
s . Then as + bs = αs

γ + βs

γ = 1 and hence

f (αu+ βv) = f
(
aγ

1
s u+ bγ

1
s v
)

≤ asf
(
γ

1
s u
)

+ bsf
(
γ

1
s v
)

= asf
[
γ

1
s u+ (1− γ)

1
s 0
]

+ bsf
[
γ

1
s v + (1− γ)

1
s 0
]

≤ as [γf (u) + (1− γ) f (0)] + bs [γf (v) + (1− γ) f (0)]
= asγf (u) + bsγf (v) + (1− γ) f (0)
≤ asf (u) + bsf (v) .

Using the above theorem we can compare both definitions of the s−convexity
[87].

Theorem 178. Let 0 < s1 ≤ s2 ≤ 1. If f ∈ K1
s2 and f (0) ≤ 0, then f ∈ K1

s1 .

Proof. Assume that f ∈ K1
s2 and u, v ≥ 0, α, β ≥ 0 with αs1 + βs1 = 1. Then

αs2 + βs2 ≤ αs1 + βs1 = 1 and, according to Theorem 177, we have

f (αu+ βv) ≤ αs2f (u) + βs2f (v) ≤ αs1f (u) + βs1f (v) ,

which means that f ∈ K1
s1 .

Let us note first that if f is a non-negative function from K1
s and f (0) = 0,

then f is right continuous at 0, i.e., f (0+) = f (0) = 0.
We now prove the following theorem containing some interesting examples of

s−convex functions [87].
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Theorem 179. Let 0 < s < 1 and let p : R+ → R+ be a nondecreasing
function. Then the function f defined for u ∈ R+ by

(5.149) f (u) = u
s

(1−s) p (u)

belongs to K1
s .

Proof. Let v ≥ u ≥ 0 and α, β ≥ 0 with αs + βs = 1. We shall consider two
cases.

(1) Let αu+ βv ≤ u. Then

f (αu+ βv) ≤ f (u) = (αs + βs) f (u) ≤ αsf (u) + βsf (v) .

(2) Let αu+ βv > u. This yields βv > (1− α)u and so β > 0.
Since α ≤ αs for α ∈ [0, 1] , we obtain α− αs+1 ≤ αs − αs+1 and then

α

(1− α)
≤ αs

(1− αs)
=

(1− βs)
βs

.

That is,

(5.150)
αβ

(1− α)
+ βv ≤ β1−s − β.

We also have

αu+ βv ≤ (α+ β) v ≤ (αs + βs) v = v

and, in view of (5.150) ,

αu+ βv ≤ αβv

(1− α)
≤
(
β1−s − β

)
v + βv = β1−sv,

whence

(5.151) (αu+ βv)
s

(1−s) ≤ βsv
s

(1−s) .

Applying (5.151) and the monotonicity of p, we arrive at

f (αu+ βv) = (αu+ βv)
s

(1−s) p (αu+ βv)

≤ βsv
s

(1−s) p (αu+ βv) ≤ βsv
s

(1−s) p (v)
= βsf (v) ≤ αsf (u) + βsf (v) .

The proof is thus completed.

The following theorem contains some other examples of s−convex functions in
the first sense [87]

Theorem 180. Let f ∈ K1
s1 and g ∈ K1

s2 , where 0 < s1, s2 ≤ 1.
a) If f is a nondecreasing function and g is a nonnegative function such that

f (0) ≤ 0 = g (0) , then the composition f ◦ g of f and g belongs to K1
s ,

where s = s1 · s2.
b) Assume that 0 < s1, s2 < 1. If f and g are nonnegative functions such

that either f (0) = 0 or g (0) = 0, then the product f · g of f and g belongs
to K1

s , where s = min (s1, s2) .
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Proof. a) Let u, v ∈ R+ and α, β ≥ 0 with αs+βs = 1, where s = s1·s2.
Since αsi + βsi ≤ αs1s2 + βs1s2 = 1 for i = 1, 2, then, by Theorem 177
and the above assumptions, we have

(f ◦ g) (αu+ βv) = f (g (αu+ βv)) ≤ f (αs2g (u) + βs2g (v))
≤ αs1s2f (g (u)) + βs1s2f (g (u))
≤ αs (f ◦ g) (u) + βs (f ◦ g) (v) ,

which means that f ◦ g ∈ K1
s .

b) According the Theorem 175, both functions f and g are non-decreasing
on (0,∞) . Therefore

(f (u)− f (v)) (g (u)− g (v)) ≤ 0,

or, equivalently

(5.152) f (u) g (v) + f (v) g (u) ≤ f (u) g (u) + f (v) g (v)

for all v ≥ u > 0. If v > u = 0, then inequality (5.152) is still valid as f
and g are non-negative and f (0) = g (0) = 0.
Now, let u, v ∈ R+ and α, β ≥ 0 with αs+βs = 1, where s = min (s1, s2) .
Then αsi + βsi ≤ αs + βs = 1 for i = 1, 2, and by Theorem 177 and
inequality (5.152) , we have

f (αu+ βv) g (αu+ βv)
≤ (αs1f (u) + βs1f (v)) (αs2g (u) + βs2g (v))

= αs1+s2f (u) g (u) + αs1βs2f (u) g (v) + αs2βs1f (v) g (u) + βs1+s2f (v) g (v)

≤ α2sf (u) g (u) + αsβs (f (u) g (v) + f (v) g (u)) + β2sf (v) g (v)
= αsf (u) g (u) + βsf (v) g (v)

which means that f, g ∈ K1
s .

Corollary 61. If φ is a convex ψ−function, i.e., φ (0) = 0 and φ is non-
decreasing and continuous on [0,∞) , and g is a ψ−function from K1

s , then the
composition φ◦g belongs to K1

s . In particular, the ψ−function h (u) = φ (us) belongs
to K1

s .

Finally, we also have [87]:

Theorem 181. Let f be a ψ−function and f ∈ K1
s (0 < s < 1) . Then there

exists a convex ψ−function Φ such that the ψ−function Ψ defined for u ≥ 0 by
Ψ(u) = Φ (us) is equivalent to f.

Proof. By the s−convexity of the function f and by f (0) = 0, we obtain
f (αu) ≤ αsf (u) for all u ≥ 0 and α ∈ [0, 1] .

Assume now that v > u ≥ 0. Then f
(
u

1
s

)
≤ f

((
u
v

) 1
s v

1
s

)
≤
(
u
v

)
f
(
v

1
s

)
.

That is,

(5.153)
f
(
u

1
s

)
u

≤
f
(
v

1
s

)
v

.
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Inequality (5.153) means that the function
f

(
u

1
s

)
u is a non-decreasing function on

(0,∞) . Define

Φ (u) :=


0 for u = 0

∫ u
0

f
(
t
1
s

)
t dt for u > 0.

Then Φ is a convex ψ−function and

Φ (us) =
∫ us

0

f
(
t

1
s

)
t

dt ≤

[
f (us)

1
s

us

]
us = f (u) ,

Φ (us) =
∫ us

us

2

f
(
t

1
s

)
t

dt ≤

f (us

2

) 1
s(

us

2

)
 us

2
= f

(
2−

1
s u
)
.

Therefore,

f
(
2−

1
s u
)
≤ Φ (us) ≤ f (u)

for all u ≥ 0, which means that ψ is equivalent to f (this sense of equivalence is
taken from the theory of Ozlicz spaces [119]), and the proof is complete.

Now, we will be able to point out some inequalities of Hermite-Hadamard type
for the s−convex functions in the first sense [52].

Theorem 182. Let f : R+ → R be a s−convex mapping in the first sense with
s ∈ (0, 1) . If a, b ∈ R with a < b, then one has the inequality:

(5.154) f

(
a+ b

2
1
s

)
≤ 1
b− a

∫ b

a

f (x) dx.

Proof. If we choose in the definition of s−convex mappings α = 1

2
1
s
, β = 1

2
1
s
,

we have that αs + βs = 1 and then for all x, y ∈ [0,∞)

f

(
x+ y

2
1
s

)
≤ f (x) + f (y)

2
.

If we choose x = ta+ (1− t) b, y = (1− t) a+ tb, t ∈ [0, 1] , we derive that

f

(
a+ b

2
1
s

)
≤ 1

2
[f (ta+ (1− t) b) + f ((1− t) a+ tb)] for all t ∈ [0, 1] .

As f is monotonic nondecreasing on [0,∞) , it is integrable on [a, b] . Thus, we can
integrate over t in the above inequality. Taking into account that∫ 1

0

f (ta+ (1− t) b) dt =
∫ 1

0

f ((1− t) a+ tb) dt =
1

b− a

∫ b

a

f (x) dx,

the inequality (5.154) is proved.

The second result, which is similar, in a sense, with the second part of the
Hermite-Hadamard inequality for general convex mappings, is embodied in the
next theorem [52].
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Theorem 183. With the above assumptions for f and s, one has the inequality:

(5.155)
∫ 1

0

f
(
ta+ (1− ts)

1
s b
)
ψ (t) dt ≤ f (a) + f (b)

2

where

ψ (t) :=
1
2

[
1 + (1− ts)

1
s−1

ts−1
]
, t ∈ (0, 1] .

Proof. If we choose in the definition of s−convex mappings in the first sense
α = t, β = (1− ts)

1
s , t ∈ [0, 1] , we have that αs + βs = 1 for all t ∈ [0, 1] and

f
(
ta+ (1− ts)

1
s b
)
≤ tsf (a) + (1− ts) f (b)

for all t ∈ [0, 1] , and similarly

f
(
(1− ts)

1
s a+ tb

)
≤ (1− ts) f (a) + tsf (b)

for all t ∈ [0, 1] .
If we add the above two inequalities, we have that

1
2

[
f
(
ta+ (1− ts)

1
s b
)

+ f
(
(1− ts)

1
s a+ tb

)]
≤ f (a) + f (b)

2
.

for all t ∈ [0, 1] .
If we integrate this inequality over t on [0, 1], we get that

1
2

[∫ 1

0

f
(
ta+ (1− ts)

1
s b
)
dt+

∫ 1

0

f
(
(1− ts)

1
s a+ tb

)
dt

]
(5.156)

≤ f (a) + f (b)
2

.

Let us denote u := (1− ts)
1
s , t ∈ [0, 1] . Then t = (1− us)

1
s and

dt = − (1− us)
1
s−1

us−1, u ∈ (0, 1] and then we have the change of variable∫ 1

0

f
(
(1− ts)

1
s a+ tb

)
dt

= −
∫ 0

1

f
(
ua+ (1− us)

1
s b
)

(1− us)
1
s−1

us−1du

=
∫ 1

0

f
(
ta+ (1− ts)

1
s b
)

(1− ts)
1
s−1

ts−1dt.

Using the inequality (5.156) , we deduce that∫ 1

0

f
(
ta+ (1− ts)

1
s b
)[1 + (1− ts)

1
s−1

ts−1

2

]
dt ≤ f (a) + f (b)

2

and the inequality (5.155) is proved.

Another result of Hermite-Hadamard type holds [52].
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Theorem 184. With the above assumptions, we have the inequality:

f

(
a+ b

2
1
s

)
≤

∫ 1

0

f

(
a+ b

2
1
s

[
t+ (1− ts)

1
s

])
dt(5.157)

≤
∫ 1

0

f
(
ta+ (1− ts)

1
s b
)
ψ (t) dt,

where ψ is as defined in Theorem 183.

Proof. As 1
s > 1, we have, by the convexity of the mapping g : [0,∞) → R,

g (x) = x
1
s that

(ts)
1
s + (1− ts)

1
s

2
≥
(
ts + 1− ts

2

) 1
s

=
1
2

1
s

and then

a+ b

2
1
s

· t+ (1− ts)
1
s

2
≥ a+ b

2
1
s

· 1
2

1
s

from where we obtain

a+ b

2
1
s

·
[
t+ (1− ts)

1
s

]
≥ a+ b

2
2
s−1

.

As the mapping f is monotonic nondecreasing on (0,∞) , we get

f

(
a+ b

2
1
s

[
t+ (1− ts)

1
s

])
≥ f

(
a+ b

2
2
s−1

)
for all t ∈ [0, 1] ,

which gives, by integration on [0, 1] , the first inequality in (5.157) .
As f is s−convex in the first sense, we have that

f

(
x+ y

2
1
s

)
≤ f (x) + f (y)

2

for all x, y ∈ [0,∞) .
Let us put x = ta + (1− ts)

1
s b, y = (1− ts)

1
s a + tb, t ∈ [0, 1] . Then we have

the inequality

1
2

[
f
(
ta+ (1− ts)

1
s b
)

+ f
(
(1− ts)

1
s a+ tb

)]
≥ f

(
a+ b

2
1
s

[
t+ (1− ts)

1
s

])
for all t ∈ [0, 1] .

If we integrate this inequality on [0, 1] over t and take into account the change
of variable we used in the proof of the previous theorem, we obtain the desired
inequality (5.157) .

Some other inequalities of H· − H·-type for s−convex mappings in the first
sense are embodied in the following theorem [52].
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Theorem 185. Let f : [0,∞) → R be a s−convex mapping in the first sense
with s ∈ (0, 1) . If a, b ∈ R+ with a < b, then one has the inequality:

f

(
a+ b

2
2
s−1

)
≤

∫ 1

0

f

(
a+ b

2
1
s

[
t

1
s + (1− t)

1
s

])
dt(5.158)

≤
∫ 1

0

f
(
at

1
s + b (1− t)

1
s

)
dt

≤ f (a) + f (b)
2

.

Proof. By the convexity of the mapping g (x) = x
1
s , s ∈ (0, 1) , we have that

t
1
s + (1− t)

1
s

2
≥
(
t+ 1− t

2

) 1
s

=
1
2

1
s

for all t ∈ [0, 1] .

Using the monotonicity of f we have that

f

(
a+ b

2
1
s

[
t

1
s + (1− t)

1
s

])
≥ f

(
a+ b

2
1
s

· 2
2

1
s

)
= f

(
a+ b

2
2
s−1

)
for all t ∈ [0, 1] , from where we get the first inequality in (5.158) .

As f is s−convex in the first sense, then
1
2

[
f
(
at

1
s + b (1− t)

1
s

)
+ f

(
a (1− t)

1
s + bt

1
s

)]
≥ f

(
a+ b

2
1
s

[
ts + (1− t)

1
s

])
for all t ∈ [0, 1] .

If we integrate on [0, 1] over t, we obtain

1
2

[∫ 1

0

f
(
at

1
s + b (1− t)

1
s

)
dt+

∫ 1

0

f
(
a (1− t)

1
s + bt

1
s

)
dt

]
≥

∫ 1

0

f

(
a+ b

2
1
s

[
ts + (1− t)

1
s

])
dt.

Using the change of variable u = 1− t, t ∈ [0, 1] , we get that∫ 1

0

f
(
a (1− t)

1
s + bt

1
s

)
dt = −

∫ 0

1

f
(
au

1
s + b (1− u)

1
s

)
du

=
∫ 1

0

f
(
at

1
s + b (1− t)

1
s

)
dt

and the second inequality in (5.158) also holds.
By the s−convexity of f on [0,∞) , we have that

f
(
t

1
s a+ (1− t)

1
s b
)

≤ tf (a) + (1− t) f (b) for all t ∈ [0, 1] .

If we integrate this inequality over t in [0, 1] , we deduce that∫ 1

0

f
(
t

1
s a+ (1− t)

1
s b
)
dt

≤ f (a)
∫ 1

0

tdt+ f (b)
∫ 1

0

(1− t) dt =
f (a) + f (b)

2
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and the theorem is proved.

Finally, we have the following result which gives an upper bound for the integral
mean 1

b−a
∫ b
a
f (x) dx which is different from the one embodied in the Hermite-

Hadamard inequality that holds for general convex mappings [52].
Theorem 186. Let f : [0,∞) → R+ be a s−convex mapping in the first sense

with s ∈ (0, 1) . If 0 < a < b and the integral∫ ∞

a

x
s+1
s−1 f (x) dx

is finite, then one has the inequality

1
b− a

∫ b

a

f (x) dx(5.159)

≤ s

1− s

[
a

2s
1−s

∫ ∞

a

x
s+1
s−1 f (x) dx+ b

2s
1−s

∫ ∞

a

x
s+1
s−1 f (x) dx

]
.

Proof. By the s−convexity of f on [0,∞) , we have that

f
(
u

1
s z + (1− u)

1
s y
)
≤ uf (z) + (1− u) f (y)

for all u ∈ [0, 1] and z, y ≥ 0.
Let z = u1− 1

s a, u ∈ (0, 1] and y = (1− u)1−
1
s b, u ∈ [0, 1) . Then we get the

inequality:

(5.160) f (ua+ (1− u) b) ≤ uf
(
u1− 1

s a
)

+ (1− u) f
(
(1− u)1−

1
s b
)

for all u ∈ (0, 1) .
Now, let us observe that the integral∫ 1

0

(1− u) f
(
(1− u)1−

1
s b
)
du

becomes, by the change of variable t = 1− u, u ∈ [0, 1) , the integral∫ 1

0

tf
(
t1−

1
s b
)
dt.

We shall now show that the integral
∫ 1

0
uf
(
u1− 1

s a
)
du is finite too.

If we change the variable x = u1− 1
s a, u ∈ (0, 1] , we get

u =
(x
a

) 1
1− 1

s =
(x
a

) s
s−1

=
x

s
s−1

a
s

s−1

and

du =
s

s− 1
· 1
a

s
s−1

x
s

s−1−1dx =
s

s− 1
· 1
a

s
s−1

x
1

s−1 dx.

Then, we have the equality∫ 1

0

uf
(
u1− 1

s a
)
du = −

∫ a

∞

[
x

s
s−1

a
s

s−1
· s

s− 1
· x

1
s−1

a
s

s−1
f (x)

]
dx

=
s

1− s
· a

2s
1−s

∫ ∞

a

x
s+1
s−1 f (x) dx <∞



288 5. THE H· −H· INEQUALITY FOR DIFFERENT KINDS OF CONVEXITY

and similarly,∫ 1

0

tf
(
t1−

1
s b
)
dt =

s

1− s
· b

2s
1−s

∫ ∞

a

x
s+1
s−1 f (x) dx <∞.

Now, if we integrate the inequality (5.160) on (0, 1) over u, taking into account that∫ 1

0

f (ua+ (1− u) b) dt =
1

b− a

∫ b

a

f (x) dx

and ∫ 1

0

uf
(
u1− 1

s a
)
du =

s

1− s
· a

2s
1−s

∫ ∞

a

x
s+1
s−1 f (x) dx,∫ 1

0

(1− u) f
(
(1− u)1−

1
s b
)
du =

s

1− s
· b

2s
1−s

∫ ∞

a

x
s+1
s−1 f (x) dx

respectively, we deduce (5.159) .

11. The Case for s−Convex Functions in the Second Sense

In the paper [87], H. Hudzik and L. Maligranda considered, among others, the
following class of functions:

Definition 9. A function f : R+ → R is said to be s−convex in the second
sense if

(5.161) f (αu+ βv) ≤ αsf (u) + βsf (v)

for all u, v ≥ 0 and α, β ≥ 0 with α+ β = 1 and s fixed in (0, 1] . They denoted this
by f ∈ K2

s .

Now, we shall point out some results from [87] that are connected with s−convex
functions in the second sense.

Proposition 74. If f ∈ K2
s , then f is non-negative on [0,∞) .

Proof. We have, for u ∈ R+

f (u) = f
(u

2
+
u

2

)
≤ f (u)

2s
+
f (u)
2s

= 21−sf (u) .

Therefore,
(
21−s − 1

)
f (u) ≥ 0 and so f (u) ≥ 0.

Example 14. [87]. Let 0 < s < 1 and a, b, c ∈ R. Defining for u ∈ R+

f (u) :=
{
a if u = 0
bus + c if u > 0

we have
(i) If b ≥ 0 and 0 ≤ c ≤ a, then f ∈ K2

s ;
(ii) If b > 0 and c < 0, then f /∈ K2

s .

It is important to know where the condition α+ β = 1 in the definition of K2
s

can be equivalently replaced by the condition α+ β ≤ 1.
The following theorem holds [87].
Theorem 187. Let f ∈ K2

s . Then inequality (5.161) holds for all u, v ∈ R+

and α, β ≥ 0 with α+ β ≤ 1 if and only if f (0) = 0.
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Proof. Necessity. Taking u = v = α = β = 0, we obtain f (0) ≤ 0 and as
f (0) ≥ 0 (Proposition 74), we get f (0) = 0.

Sufficiency. Let u, v ∈ R+ and α, β ≥ 0 with 0 < γ = α + β < 1. Put a = α
γ

and b = β
γ . Then a+ b = α

γ + β
γ = 1 and so

f (αu+ βv) = f (αγu+ βγv) ≤ asf (γu) + bsf (γv)
= asf (γu+ (1− γ) 0) + bsf (γv + (1− γ) 0)
≤ as [γsf (u) + (1− γ)s f (0)] + bs [γsf (v) + (1− γ)s f (0)]
= asγsf (u) + bsγsf (v) + (1− γ)s f (0)
= αsf (u) + βsf (v) .

Using the above theorem and Theorem 177, which is a similar variant for K1
s ,

we can compare both definitions of the s−convexity [87].
Theorem 188. a) Let 0 < s ≤ 1. If f ∈ K2

s and f (0) = 0, then f ∈ K1
s .

b) Let 0 < s1 ≤ s2 ≤ 1. If f ∈ K2
s2 and f (0) = 0, then f ∈ K2

s1 .

Proof. a) Assume that f ∈ K2
s and f (0) = 0. For u, v ∈ R+ and

α, β ≥ 0 with αs+βs = 1, we have α+β ≤ αs+βs = 1, and by Theorem
187 we obtain

f (αu+ βv) ≤ αsf (u) + βsf (v) ,

which means that f ∈ K1
s .

b) Assume that f ∈ K2
s2 and that u, v ≥ 0, α, β ≥ 0 with α + β = 1. Then

we have

f (αu+ βv) ≤ αs2f (u) + βs2f (v)
≤ αs1f (u) + βs1f (v)

which means that f ∈ K2
s1 .

Using a similar argument as that in the proof of Theorem 180, one can state
the following theorem as well [87].

Theorem 189. Let f be a nondecreasing function in K2
s and g be a non-

negative convex function on [0,∞) . Then the composition f ◦ g of f with g belongs
to K2

s .

The following corollary for ψ−functions, i.e., we recall that f : R+ → R+ is
said to be a ψ−function if f (0) = 0 and f is nondecreasing and continuous, also
holds.

Corollary 62. If φ is a convex ψ−function and f is a ψ−function from K2
s ,

then the composition f ◦ φ belongs to K2
s . In particular, the ψ−function h (u) =

[φ (u)]s belongs to K2
s .

Remark 90. [87]. Let 0 < s < 1. Then there exists a ψ−function f in the
class K2

s which is neither of the form φ (us) nor [φ (u)]s , with a convex ψ−function
φ.

The following inequality is the variant of the Hermite-Hadamard result for
s−convex functions in the second sense [53].
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Theorem 190. Suppose that f : R+ → R+ is a s−convex mapping in the
second sense, s ∈ (0, 1) and a, b ∈ R+ with a < b. If f ∈ L1 [a, b] , then one has the
inequalities:

(5.162) 2s−1f

(
a+ b

2

)
≤ 1
b− a

∫ b

a

f (x) dx ≤ f (a) + f (b)
s+ 1

.

Proof. As f is s−convex in the second sense, we have, for all t ∈ [0, 1]

f (ta+ (1− t) b) ≤ tsf (a) + (1− t)s f (b) .

Integrating this inequality on [0, 1] , we get∫ 1

0

f (ta+ (1− t) b) dt ≤ f (a)
∫ 1

0

tsdt+ f (b)
∫ 1

0

(1− t)s dt

=
f (a) + f (b)

s+ 1
.

As the change of variable x = ta+ (1− t) b gives us that∫ 1

0

f (ta+ (1− t) b) dt =
1

b− a

∫ b

a

f (x) dx,

the second inequality in (5.162) is proved.
To prove the first inequality in (5.162) , we observe that for all x, y ∈ I we have

(5.163) f

(
x+ y

2

)
≤ f (x) + f (y)

2s
.

Now, let x = ta + (1− t) b and y = (1− t) a + tb with t ∈ [0, 1] . Then we get by
(5.163) that:

f

(
a+ b

2

)
≤ f (ta+ (1− t) b) + f ((1− t) a+ tb)

2s
for all t ∈ [0, 1] .

Integrating this inequality on [0, 1] , we deduce the first part of (5.162) .

Remark 91. The constant k = 1
s+1 for s ∈ (0, 1] is the best possible in the

second inequality in (5.162) .
Indeed, as the mapping f : [0, 1] → [0, 1] given by f (x) = xs is s−convex in the
second sense (see Corollary 62) and∫ 1

0

xsdx =
1

s+ 1
and

f (0) + f (1)
s+ 1

=
1

s+ 1
.

Now, suppose that f is Lebesgue integrable on [a, b] and consider the mapping
H : [0, 1] → R given by

H (t) :=
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx.

We are interested in pointing out some properties of this mapping as in the
case of the classical convex mappings.

The following theorem holds [53].
Theorem 191. Let f : I ⊆ R+ → R be a s−convex mapping in the second

sense on I, s ∈ (0, 1] and Lebesgue integrable on [a, b] ⊂ I, a < b. Then:
(i) H is s−convex in the second sense on [0, 1] ;
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(ii) We have the inequality:

(5.164) H (t) ≥ 2s−1f

(
a+ b

2

)
for all t ∈ [0, 1] .

(iii) We have the inequality:

(5.165) H (t) ≤ min {H1 (t) ,H2 (t)} , t ∈ [0, 1]

where

H1 (t) = ts · 1
b− a

∫ b

a

f (x) dx+ (1− t)s f
(
a+ b

2

)
and

H2 (t) =
f
(
ta+ (1− t) a+b2

)
+ f

(
tb+ (1− t) a+b2

)
s+ 1

and t ∈ (0, 1] ;
(iv) If H̃ (t) := max {H1 (t) ,H2 (t)} , t ∈ [0, 1] , then

(5.166) H̃ (t) ≤ ts · f (a) + f (b)
s+ 1

+ (1− t)s · 2
s+ 1

f

(
a+ b

2

)
, t ∈ [0, 1]

Proof. (i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α + β = 1. We have
successively

H (αt1 + βt2)

=
1

b− a

∫ b

a

f

(
(αt1 + βt2)x+ [1− (αt1 + βt2)]

a+ b

2

)
dx

=
1

b− a

∫ b

a

f

(
α

[
t1x+ (1− t1)

a+ b

2

]
+ β

[
t2x+ (1− t2)

a+ b

2

])
dx

≤ 1
b− a

∫ b

a

[
αsf

(
t1x+ (1− t1)

a+ b

2

)
+ βsf

([
t2x+ (1− t2)

a+ b

2

])]
dx

= αsH (t1) + βsH (t2) ,

which shows that H is s−convex in the second sense on [0, 1] .
(ii) Suppose that t ∈ (0, 1] . Then a simple change of variable u = tx +

(1− t) a+b2 gives us

H (t) =
1

t (b− a)

∫ tb+(1−t) a+b
2

ta+(1−t) a+b
2

f (u) du =
1

p− q

∫ p

q

f (u) du

where p = tb+ (1− t) a+b2 and q = ta+ (1− t) a+b2 .
Applying the first Hermite-Hadamard inequality, we get:

1
p− q

∫ p

q

f (u) du ≥ 2s−1

(
p+ q

2

)
= 2s−1f

(
a+ b

2

)
and the inequality (5.164) is obtained.
If t = 0, we have to prove that

f

(
a+ b

2

)
≥ 2s−1f

(
a+ b

2

)
,

which is also true.
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(iii) Applying the second Hermite-Hadamard inequality, we also have

1
p− q

∫ p

q

f (u) du ≤ f (p) + f (q)
r + 1

=
f
(
ta+ (1− t) a+b2

)
+ f

(
tb+ (1− t) a+b2

)
r + 1

for all t ∈ [0, 1] .
Note that if t = 0, then the required inequality

f

(
a+ b

2

)
= H (0) ≤ H2 (0) =

2
r + 1

· f
(
a+ b

2

)
is true as it is equivalent with

(r − 1) f
(
a+ b

2

)
≤ 0

and we know that for r ∈ (0, 1) , f
(
a+b
2

)
≥ 0.

On the other hand, it is obvious that

f

(
tx+ (1− t)

a+ b

2

)
≤ tsf (x) + (1− t)s f

(
a+ b

2

)
for all t ∈ [0, 1] and x ∈ [a, b] .
Integrating this inequality on [a, b] we get (5.165) for H1 (t) , and the
statement is proved.

(iv) We have

H2 (t) ≤
tsf (a) + (1− t)s f

(
a+b
2

)
+ tsf (b) + (1− t)s f

(
a+b
2

)
s+ 1

= ts · f (a) + f (b)
s+ 1

+ (1− t)s · 2
s+ 1

· f
(
a+ b

2

)
for all t ∈ [0, 1] .
In the other hand, we know that

1
b− a

∫ b

a

f (x) dx ≤ f (a) + f (b)
s+ 1

and

(1− t)s f
(
a+ b

2

)
≤ (1− t)s · 2

s+ 1
· f
(
a+ b

2

)
, t ∈ [0, 1] ,

which gives us that

H1 (t) ≤ ts · f (a) + f (b)
2

+ (1− t)s · 2
s+ 1

· f
(
a+ b

2

)
and the theorem is proved.
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Remark 92. For s = 1, we get the inequalities:

H (t) ≤ min

{
t · 1
b− a

∫ b

a

f (x) dx+ (1− t) · f
(
a+ b

2

)
,

f
(
ta+ (1− t) a+b2

)
+ f

(
tb+ (1− t) a+b2

)
2

}
and

H̃ (t) ≤ t · f (a) + f (b)
2

+ (1− t) · f
(
a+ b

2

)
for all t ∈ [0, 1] , which complements, in a sense, the results from Section 5 of
Chapter III.

Now, assume that f : [a, b] → R is Lebesgue integrable on [a, b] .
Consider the map

F (t) :=
1

(b− a)2

∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy, t ∈ [0, 1] .

The following theorem contains the main properties of this mapping [53].

Theorem 192. Let f : I ⊆ R+ → R+ be a s−convex mapping in the second
sense, s ∈ (0, 1] , a, b ∈ I with a < b and f Lebesgue integrable on [a, b] . Then:

(i) F
(
s+ 1

2

)
= F

(
1
2 − s

)
for all s ∈

[
0, 1

2

]
and

F (t) = F (1− t) for all t ∈ [0, 1] ;
(ii) F is s−convex in the second sense on [0, 1] ;

(iii) We have the inequality:

(5.167) 21−sF (t) ≥ F

(
1
2

)
=

1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy, t ∈ [0, 1] .

(iv) We have the inequality

(5.168) F (t) ≥ 21−sH (t) ≥ 4s−1f

(
a+ b

2

)
for all t ∈ [0, 1]

(v) We have the inequality:

F (t) ≤ min

{
[ts + (1− t)s]

1
b− a

∫ b

a

f (x) dx,(5.169)

f (a) + f (ta+ (1− t) b) + f ((1− t) a+ tb) + f (b)
(s+ 1)2

}
for all t ∈ [0, 1] .

Proof. (i) It is obvious.
(ii) Goes likewise to the proof of Theorem 191.

(iii) By the fact that f is s−convex in the second sense on I, we have

f (tx+ (1− t) y) + f ((1− t)x+ ty)
2s

≥ f

(
x+ y

2

)
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for all t ∈ [0, 1] and x, y ∈ [a, b] . Integrating this inequality on [a, b]2 we
get

1
2s

[∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy +
∫ b

a

∫ b

a

f ((1− t)x+ ty) dxdy

]

≥
∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy.

Since∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy =
∫ b

a

∫ b

a

f ((1− t)x+ ty) dxdy,

the above inequality gives us the desired result (5.167) .
(iv) First of all, let us observe that

F (t) =
1

b− a

∫ b

a

[
1

b− a

∫ b

a

f (tx+ (1− t) y) dx

]
dy.

Now, for y fixed in [a, b] , we can consider the map Hy : [0, 1] → R given
by

Hy (t) :=
1

b− a

∫ b

a

f (tx+ (1− t) y) dx.

As shown in the proof of Theorem 191, for t ∈ [0, 1] we have the equality

Hy (t) =
1

p− q

∫ p

q

f (u) du

where p = tb + (1− t) y, q = ta + (1− t) y. Applying the Hermite-
Hadamard inequality we get that

1
p− q

∫ p

q

f (u) du ≥ 2s−1f

(
p+ q

2

)
= 2s−1f

(
t · a+ b

2
+ (1− t) y

)
for all t ∈ (0, 1) and y ∈ [a, b] . Integrating on [a, b] over y, we easily deduce

F (t) ≥ 2s−1H (1− t) for all t ∈ (0, 1) .

As F (t) = F (1− t) , the inequality (5.168) is proved for t ∈ (0, 1) .
If t = 0 or t = 1, the inequality (5.168) also holds. We shall omit the
details.

(v) By the definition of s−convex mappings in the second sense, we have

f (tx+ (1− t) y) ≤ tsf (x) + (1− t)s f (y)

for all x, y ∈ [a, b] and t ∈ [0, 1] . Integrating this inequality on [a, b]2 , we
deduce the first part of the inequality (5.169) .
Now, let us observe, by the second part of the Hermite-Hadamard inequal-
ity, that

Hy (t) =
1

p− q

∫ p

q

f (u) du ≤ f (tb+ (1− t) y) + f (ta+ (1− t) y)
s+ 1

,
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where p = tb+ (1− t) y and q = ta+ (1− t) y, t ∈ [0, 1] .
Integrating this inequality on [a, b] over y, we deduce

F (t)

≤ 1
s+ 1

[
1

b− a

∫ b

a

f (tb+ (1− t) y) dy +
1

b− a

∫ b

a

f (ta+ (1− t) y) dy

]
.

A simple calculation shows that

1
b− a

∫ b

a

f (tb+ (1− t) y) dy

=
1

r − l

∫ r

l

f (u) du ≤ f (r) + f (l)
2

=
f (b) + f (tb+ (1− t) a)

s+ 1
,

where r = b, l = tb+ (1− t) a, t ∈ (0, 1) ; and similarly,

1
b− a

∫ b

a

f (ta+ (1− t) y) dy ≤ f (a) + f (ta+ (1− t) b)
s+ 1

, t ∈ (0, 1) ,

which gives, by addition, the second inequality in (5.169) .
If t = 0 or t = 1, then this inequality also holds.
We shall omit the details.

12. Inequalities for m−Convex and (α,m)−Convex Functions

In the paper [178], G. H. Toader defines the m−convexity, an intermediate
between the usual convexity and starshaped property.

In the first part of this section we shall present properties of m−convex func-
tions in a similar manner to convex functions.

The following concept has been introduced in [178] (see also [177] and [69]).
Definition 10. The function f : [0, b] → R is said to be m-convex, where

m ∈ [0, 1] , if for every x, y ∈ [0, b] and t ∈ [0, 1] we have:

(5.170) f (tx+m (1− t) y) ≤ tf (x) +m (1− t) f (y) .

Denote by Km (b) the set of the m−convex functions on [0, b] for which f (0) ≤ 0.
Remark 93. For m = 1, we recapture the concept of convex functions defined

on [0, b] and for m = 0 we get the concept of starshaped functions on [0, b] . We
recall that f : [0, b] → R is starshaped if

(5.171) f (tx) ≤ tf (x) for all t ∈ [0, 1] and x ∈ [0, b] .

The following lemmas hold [177].
Lemma 20. If f is in the class Km (b) , then it is starshaped.

Proof. For any x ∈ [0, b] and t ∈ [0, 1] , we have:

f (tx) = f (tx+m (1− t) · 0) ≤ tf (x) +m (1− t) f (0) ≤ tf (x) .

Lemma 21. If f is m−convex and 0 ≤ n < m ≤ 1, then f is n−convex.
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Proof. If x, y ∈ [0, b] and t ∈ [0, 1] , then

f (tx+ n (1− t) y) = f
(
tx+m (1− t)

( n
m

)
y
)

≤ tf (x) +m (1− t) f
(( n

m

)
y
)

≤ tf (x) +m (1− t)
n

m
f (y)

= tf (x) + n (1− t) f (y)

and the lemma is proved.

As in paper [109] due to V. G. Miheşan, for a mapping f ∈ Km (b) consider
the function

pa,m (x) :=
f (x)−mf (a)

x−m

defined for x ∈ [0, b] \ {ma} , for fixed a ∈ [0, b] , and

rm (x1, x2, x3) :=

∣∣∣∣∣∣
1 1 1
mx1 x2 x3

mf (x1) f (x2) f (x3)

∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1
mx1 x2 x3

m2x2
1 x2

2 x2
3

∣∣∣∣∣∣
,

where x1, x2, x3 ∈ [0, b] , (x2 −mx1) (x3 −mx1) > 0, x2 6= x3.
The following theorem holds [109].

Theorem 193. The following assertions are equivalent:

1◦. f ∈ Km (b) ;
2◦. pa,m is increasing on the intervals [0,ma) , (ma, b] for all a ∈ [0, b] ;
3◦. rm (x1, x2, x3) ≥ 0.

Proof. 1◦ ⇒2◦. Let x, y ∈ [0, b] . If ma < x < y, then there exists t ∈ (0, 1)
such that

(5.172) x = ty +m (1− t) a.

We thus have

pa,m (x) =
f (x)−mf (a)

x−ma

=
f (ty +m (1− t) a)−mf (a)

ty +m (1− t) a−ma

≤ tf (y) +m (1− t) f (a)−mf (a)
t (y −ma)

=
f (y)−mf (a)

y −ma

= pa,m (y) .

If y < x < ma, there also exists t ∈ (0, 1) for which (5.172) holds.
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Then we have:

pa,m (x) =
f (x)−mf (a)

x−ma

=
mf (a)− f (ty +m (1− t) a)

ma− ty −m (1− t) a

≥ mf (a)− tf (y) +m (1− t) f (a)
t (ma− y)

=
f (y)−mf (a)

y −ma

= pa,m (y) .

2◦ ⇒3◦. A simple calculation shows that

rm (x1, x2, x3) =
px1,m (x3)− px1,m (x2)

x3 − x2
.

Since px1,m is increasing on the intervals [0,mx1) , (mx1, b] , one obtains
rm (x1, x2, x3) ≥ 0.

3◦ ⇒1◦. Let x1, x3 ∈ [0, b] and let x2 = tx3 +m (1− t)x1, t ∈ (0, 1) . Obviously
mx1 < x2 < x3 or x3 < x2 < mx1, hence

rm (x1, x2, x3) =
tf (x3) +m (1− t) f (x1)− f (tx3 +m (1− t)x1)

t (1− t) (x3 −mx1)
2

from where we obtain (5.170) , i.e., f ∈ Km (b) .

The following corollary holds for starshaped functions.
Corollary 63. Let f : [0, b] → R. The following statements are equivalent
(i) f is starshaped;

(ii) The mapping p (x) := f(x)
x is increasing on (0, b] .

The following lemma is also interesting in itself.
Lemma 22. If f is differentiable on [0, b] , then f ∈ Km (b) if and only if:

(5.173) f ′ (x) ≥ f (x)−mf (y)
x−my

for x > my, y ∈ (0, b] .

Proof. The mapping py,m is increasing on (my, b] iff p′y,m (x) ≥ 0, which is
equivalent with the condition (5.173) .

Corollary 64. If f is differentiable in [0, b] , then f is starshaped iff f ′ (x) ≥
f(x)
x for all x ∈ (0, b] .

The following inequalities of Hermite-Hadamard type for m−convex functions
hold [69].

Theorem 194. Let f : [0,∞) → R be a m−convex function with m ∈ (0, 1] . If
0 ≤ a < b <∞ and f ∈ L1 [a, b] , then one has the inequality:

(5.174)
1

b− a

∫ b

a

f (x) dx ≤ min

{
f (a)−mf

(
b
m

)
2

,
f (b)−mf

(
a
m

)
2

}
.
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Proof. Since f is m−convex, we have

f (tx+m (1− t) y) ≤ tf (x) +m (1− t) f (y) , for all x, y ≥ 0,

which gives:

f (ta+ (1− t) b) ≤ tf (a) +m (1− t) f
(
b

m

)
and

f (tb+ (1− t) b) ≤ tf (b) +m (1− t) f
( a
m

)
for all t ∈ [0, 1] . Integrating on [0, 1] we obtain∫ 1

0

f (ta+ (1− t) b) dt ≤
[
f (a) +mf

(
b
m

)]
2

and ∫ 1

0

f (tb+ (1− t) b) dt ≤
[
f (b) +mf

(
a
m

)]
2

.

However,∫ 1

0

f (ta+ (1− t) b) dt =
∫ 1

0

f (tb+ (1− t) a) dt =
1

b− a

∫ b

a

f (x) dx

and the inequality (5.174) is obtained.

Another result of this type which holds for differentiable functions is embodied
in the following theorem [69].

Theorem 195. Let f : [0,∞) → R be a m−convex function with m ∈ (0, 1] . If
0 ≤ a < b <∞ and f is differentiable on (0,∞) , then one has the inequality:

f (mb)
m

− b− a

2
f ′ (mb) ≤ 1

b− a

∫ b

a

f (x) dx(5.175)

≤ (b−ma) f (b)− (a−mb) f (a)
2 (b− a)

.

Proof. Using Lemma 22, we have for all x, y ≥ 0 with x ≥ my that

(5.176) (x−my) f ′ (x) ≥ f (x)−mf (y) .

Choosing in the above inequality x = mb and a ≤ y ≤ b, then x ≥ my and

(mb−my) f ′ (mb) ≥ f (mb)−mf (y) .

Integrating over y on [a, b] , we get

m
(b− a)2

2
f ′ (mb) ≥ (b− a) f (mb)−m

∫ b

a

f (y) dy,

thus proving the first inequality in (5.175).
Putting in (5.176) y = a, we have

(x−ma) f ′ (x) ≥ f (x)−mf (a) , x ≥ ma.

Integrating over x on [a, b] , we obtain the second inequality in (5.175) .
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Remark 94. The second inequality from (5.175) is also valid for m = 0. That
is, if f : [0,∞) → R is a differentiable starshaped function, then for all 0 ≤ a <
b <∞ one has:

1
b− a

∫ b

a

f (x) dx ≤ bf (b)− af (a)
2 (b− a)

,

which also holds from Corollary 64.
We will now point out another result of Hermite-Hadamard type [36].
Theorem 196. Let f : [0,∞) → R be a m−convex function with m ∈ (0, 1]

and 0 ≤ a < b. If f ∈ L1 [a, b] , then one has the inequalities

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f (x) +mf
(
x
m

)
2

dx(5.177)

≤ m+ 1
4

[
f (a) + f (b)

2
+m ·

f
(
a
m

)
+ f

(
b
m

)
2

]
.

Proof. By the m−convexity of f we have that

f

(
x+ y

2

)
≤ 1

2

[
f (x) +mf

( x
m

)]
for all x, y ∈ [0,∞) .

If we choose x = ta+ (1− t) b, y = (1− t) a+ tb, we deduce

f

(
a+ b

2

)
≤ 1

2

[
f (ta+ (1− t) b) +mf

(
t · a
m

+ (1− t) · b
m

)]
for all t ∈ [0, 1] .

Integrating over t ∈ [0, 1] we get

f

(
a+ b

2

)
(5.178)

≤ 1
2

[∫ 1

0

f (ta+ (1− t) b) dt+m

∫ 1

0

f

(
t · a
m

+ (1− t) · b
m

)
dt

]
.

Taking into account that∫ 1

0

f (ta+ (1− t) b) dt =
1

b− a

∫ b

a

f (x) dx,

and∫ 1

0

f

(
t · a
m

+ (1− t) · b
m

)
dt =

m

b− a

∫ b
m

a
m

f (x) dx =
1

b− a

∫ b

a

f
( x
m

)
dx,

we deduce from (5.178) the first part of (5.177) .
By the m−convexity of f we also have

1
2

[
f (ta+ (1− t) b) +mf

(
t · a
m

+ (1− t) · b
m

)]
(5.179)

≤ 1
2

[
tf (a) + (1− t) f (b) +mtf

( a
m

)
+m2 (1− t) f

(
b

m

)]
for all t ∈ [0, 1] .
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Integrating the inequality (5.179) over t on [0, 1] , we deduce

1
b− a

∫ b

a

f (x) +mf
(
x
m

)
2

dx(5.180)

≤ 1
2

[
f (a) +mf (b)

2
+
mf

(
a
m

)
+m2f

(
b
m

)
2

]
.

By a similar argument we can state:

1
b− a

∫ b

a

f (x) +mf
(
x
m

)
2

dx(5.181)

≤ 1
4

[
f (a) + f (b) +m (f (a) + f (b))

2

+ m ·
f
(
a
m

)
+ f

(
b
m

)
+m

(
f
(
a
m

)
+ f

(
b
m

))
2

]

=
m+ 1

4

[
f (a) + f (b)

2
+m ·

f
(
a
m

)
+ f

(
b
m

)
2

]
and the proof is completed.

Remark 95. For m = 1, we can drop the assumption f ∈ L1 [a, b] and (5.177)
exactly becomes the Hermite-Hadamard inequality.

The following result also holds [36].

Theorem 197. Let f : [0,∞) → R be a m−convex function with m ∈ (0, 1] . If
f ∈ L1 [am, b] where 0 ≤ a < b, then one has the inequality:

1
m+ 1

·

[
1

mb− a

∫ mb

a

f (x) dx+
1

b−ma

∫ b

ma

f (x) dx

]
(5.182)

≤ f (a) + f (b)
2

.

Proof. By the m−convexity of f we can write:

f (ta+m (1− t) b) ≤ tf (a) +m (1− t) f (b) ,
f ((1− t) a+mtb) ≤ (1− t) f (a) +mtf (b) ,
f (tb+ (1− t)ma) ≤ tf (b) +m (1− t) f (a)

and

f ((1− t) b+ tma) ≤ (1− t) f (b) +mtf (a)

for all t ∈ [0, 1] and a, b as above.
If we add the above inequalities we get

f (ta+m (1− t) b) + f ((1− t) a+mtb)
+f (tb+ (1− t)ma) + f ((1− t) b+ tma)

≤ f (a) + f (b) +m (f (a) + f (b)) = (m+ 1) (f (a) + f (b)) .
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Integrating over t ∈ [0, 1] , we obtain∫ 1

0

f (ta+m (1− t) b) dt+
∫ 1

0

f ((1− t) a+mtb) dt(5.183)

+
∫ 1

0

f (tb+m (1− t) a) dt+
∫ 1

0

f ((1− t) b+mta) dt

≤ (m+ 1) (f (a) + f (b)) .

As it is easy to see that∫ 1

0

f (ta+m (1− t) b) dt =
∫ 1

0

f ((1− t) a+mtb) dt =
1

mb− a

∫ mb

a

f (x) dx

and∫ 1

0

f (tb+m (1− t) a) dt =
∫ 1

0

f ((1− t) b+mta) dt =
1

b−ma

∫ b

ma

f (x) dx,

from (5.183) we deduce the desired result, namely, the inequality (5.182) .

In the paper [53], V. G. Miheşan introduced the following class of mappings.
Definition 11. The function f : [0, b] → R is said to be (α,m)−convex, where

(α,m) ∈ [0, 1]2 , if for every x, y ∈ [0, b] and t ∈ [0, 1] we have

(5.184) f (tx+m (1− t) y) ≤ tαf (x) +m (1− tα) f (y) .

Note that for (α,m) ∈ {(0, 0) , (α, 0) , (1, 0) , (1,m) , (1, 1) , (α, 1)} one obtains
the following classes of functions: increasing, α−starshaped, starshaped,m−convex,
convex and α−convex.

Denote by Kα
m (b) the set of the (α,m)−convex functions on [0, b] for which

f (0) ≤ 0. Then the following result holds [109].
Theorem 198. The mapping f belongs to Kα

m (b) if and only if

pαa,m (x) :=
f (x)−mf (a)

(x−ma)α

is increasing on (ma, b] .

Proof. Let f ∈ Kα
m (b) and let x, y ∈ (ma, b] with ma < x < y. Then there

exists some t ∈ (0, 1) such that x = ty +m (1− t) a. We have:

pαa,m (x) =
f (x)−mf (a)

(x−ma)α

=
f (ty +m (1− t) a)−mf (a)

(ty +m (1− t) a−ma)α

≤ tαf (y) +m (1− tα) f (a)−mf (a)
tα (y −ma)α

=
f (y)−mf (a)

(y −ma)α

= pαa,m (y) .

Reciprocally, if pαa,m is increasing, for ma < x < y (a arbitrary in (0, b]), we have
pαa,m (x) ≤ pαa,m (y) . That is,

f (x)−mf (a)
(x−ma)α

≤ f (y)−mf (a)
(y −ma)α

.
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Hence

f (x) ≤
(
x−ma

y −ma

)α
f (y) +m

(
1−

(
x−ma

y −ma

)α)
f (a) .

Denote t = (x−ma)
(y−ma) ∈ (0, 1) , then we obtain

(5.185) f (ty +m (1− t) a) ≤ tαf (y) +m (1− t)α f (a) .

Consequently, for all a, y ∈ (0, b] with a < y and t ∈ (0, 1) we have the inequality
(5.185) .

The other cases go likewise and we shall omit the details.

Corollary 65. If f is differentiable on (0, b) , then f ∈ Kα
m (b) if and only if

we have

(5.186) f ′ (x) ≥ α (f (x)−mf (a))
(x−ma)

, for x > ma.

Proof. By Theorem 198, f ∈ Kα
m (b) iff

(
pαa,m (x)

)′ ≥ 0 for all x ∈ (ma, b] ,
which is obviously equivalent with (5.186) .

Remark 96. Similar results of Hermite-Hadamard type can be stated for this
class of mappings, but we omit the details [27].

13. Inequalities for Convex-Dominated Functions

In [54], S. S. Dragomir and N. M. Ionescu introduced the following class of
functions.

Definition 12. Let g : I → R be a given convex function on the interval I
from R. The real function f : I → R is called g−convex dominated on I if the
following condition is satisfied:

|λf (x) + (1− λ) f (y)− f (λx+ (1− λ) y)|(5.187)
≤ λg (x) + (1− λ) g (y)− g (λx+ (1− λ) y)

for all x, y ∈ I and λ ∈ [0, 1] .
The next simple characterisation of convex-dominated functions holds [54]:
Lemma 23. Let g be a convex function on I and f : I → R. The following

statements are equivalent:
(i) f is g−convex dominated on I;

(ii) The mappings g − f and g + f are convex on I;
(iii) There exist two convex mappings h, k defined on I such that

f =
1
2

(h− k) and g =
1
2

(h+ k) .

Proof. “(i) ⇐⇒ (ii) ”. The condition (5.187) is equivalent with

g (λx+ (1− λ) y)− λg (x)− (1− λ) g (y)
≤ λf (x) + (1− λ) f (y)− f (λx+ (1− λ) y)
≤ λg (x) + (1− λ) g (y)− g (λx+ (1− λ) y)

for all x, y ∈ I and λ ∈ [0, 1] , or additionally, with

λ (f (x) + g (x)) + (1− λ) (f (x) + g (x))
≥ f (λx+ (1− λ) y) + g (λx+ (1− λ) y)
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and

λ (g (x)− f (x)) + (1− λ) (g (x)− f (x))
≥ g (λx+ (1− λ) y)− f (λx+ (1− λ) y)

for all x, y ∈ I and λ ∈ [0, 1] .
The equivalence “(ii) ⇐⇒ (iii) ” is obvious and we shall omit the details.

The following inequality of Hermite-Hadamard type for functions that are
convex-dominated holds [63].

Theorem 199. Let g : I → R be a convex mapping on I and f : I → R
a g−convex-dominated mapping. Then, for all a, b ∈ I with a < b, one has the
inequalities: ∣∣∣∣∣f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(5.188)

≤ 1
b− a

∫ b

a

g (x) dx− g

(
a+ b

2

)
and ∣∣∣∣∣f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(5.189)

≤ g (a) + g (b)
2

− 1
b− a

∫ b

a

g (x) dx.

Proof. We shall give two proofs. The fact that f is integrable follows by
Lemma 23 (iii) .

(1) As the mapping f is g−convex-dominated, we have that∣∣∣∣f (x) + f (y)
2

− f

(
x+ y

2

)∣∣∣∣ ≤ g (x) + g (y)
2

− g

(
x+ y

2

)
for all x ∈ [a, b] .
Choose x = ta+ (1− t) b, y = (1− t) a+ tb, t ∈ [0, 1] . Then we get∣∣∣∣f (ta+ (1− t) b) + f ((1− t) a+ tb)

2
− f

(
a+ b

2

)∣∣∣∣
≤ g (ta+ (1− t) b) + g ((1− t) a+ tb)

2
− g

(
a+ b

2

)
for all t ∈ [0, 1] .
Integrating over t on [0, 1] we deduce that∣∣∣∣∣

∫ 1

0
f (ta+ (1− t) b) dt+

∫ 1

0
f ((1− t) a+ tb) dt

2
− f

(
a+ b

2

)∣∣∣∣∣
≤

∫ 1

0
g (ta+ (1− t) b) dt+

∫ 1

0
g ((1− t) a+ tb) dt

2
− g

(
a+ b

2

)
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and the inequality (5.188) is proved.
For the second inequality we observe that

|tf (a) + (1− t) f (b)− f (ta+ (1− t) b)|
≤ tg (a) + (1− t) g (b)− g (ta+ (1− t) b)

for all t ∈ [0, 1] .
Integrating this inequality over t ∈ [0, 1] , we obtain∣∣∣∣f (a)

∫ 1

0

tdt+ f (b)
∫ 1

0

(1− t) dt−
∫ 1

0

f (ta+ (1− t) b) dt
∣∣∣∣

≤ g (a)
∫ 1

0

tdt+ g (b)
∫ 1

0

(1− t) dt−
∫ 1

0

g (ta+ (1− t) b) dt,

which is equivalent with (5.189) .
(2) Since f is g−convex-dominated, then by Lemma 23, it follows that f + g

and g − f are convex on [a, b] . Then we have, by the classical Hermite-
Hadamard inequality:

(f + g)
(
a+ b

2

)
≤ 1

b− a

∫ b

a

(f + g) (x) dx

≤ (f + g) (a) + (f + g) (b)
2

and

(g − f)
(
a+ b

2

)
≤ 1

b− a

∫ b

a

(g − f) (x) dx

≤ (g − f) (a) + (g − f) (b)
2

,

which are equivalent with (5.188) and (5.189) respectively.

The following corollaries are interesting as they also contain some examples of
convex-dominated functions [63].

Corollary 66. Let f : [a, b] ⊂ (0,∞) → R be a twice differentiable mapping
with the property that |f ′′ (x)| ≤ Mxp (M > 0) where p ∈ R\ {−3,−2,−1} and
x ∈ [a, b] . Then we have the inequalities:∣∣∣∣∣f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(5.190)

≤ M

(p+ 1) (p+ 2)

[
[Lp+2 (a, b)]p+2 − [A (a, b)]p+2

]
,

where Lp is the generalised logarithmic mean, i.e.,

Lp (x, y) =
[
yp+1 − xp+1

(p+ 1) (y − x)

] 1
p

for x 6= y
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and A (x, y) = x+y
2 is the usual arithmetic mean.

We also have: ∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣(5.191)

≤ M

(p+ 1) (p+ 2)

[
A
(
ap+2, bp+2

)
− [Lp+2 (a, b)]p+2

]
.

Proof. Define the mapping g : [a, b] → R, g (x) = Mxp+2

(p+1)(p+2) ,

p ∈ R\ {−3,−2,−1} . Then g′′ (x) = Mxp, i.e., the mapping g is convex on
[a, b] . Moreover, since |f ′′ (x)| ≤ Mxp, x ∈ [a, b] , then f is g−convex-dominated
on [a, b] as f ′′ (x) +Mxp ≥ 0, Mxp − f ′′ (x) ≥ 0, x ∈ [a, b] (see Lemma 23).

Applying the above theorem, we deduce the inequalities (5.190) and (5.191) .

Remark 97. Let f be a twice differentiable mapping on [a, b] and assume that
M := supx∈[a,b] |f ′′ (x)| <∞. Then we have the inequalities:

(5.192)

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ M

24
(b− a)2

and

(5.193)

∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ M

12
(b− a)2 .

The proof is obvious by the above theorem [63].
Corollary 67. Let f : [a, b] → (0,∞) be a twice differentiable function such

that |f ′′ (x)| ≤ M
x3 (M > 0) , x ∈ (a, b) , 0 < a < b. Then one has the inequalities:

(5.194)

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ M

2
·
[
A (a, b)− L (a, b)
A (a, b)L (a, b)

]
and

(5.195)

∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ M

2
·
[
L (a, b)−H (a, b)
H (a, b)L (a, b)

]
respectively.

Proof. Consider the mapping g : [a, b] → R, g (x) = M
2x . Then g′′ (x) = M

x3

and, as |f ′′ (x)| ≤ M
x3 , it follows that f is g−convex-dominated.

Now, if we apply Theorem 199, we can easily deduce the inequalities (5.194)
and (5.195).

Corollary 68. Let f : [a, b] ⊂ (0,∞) → R be a twice differentiable function
such that |f ′′ (x)| ≤ M

x2 for all x ∈ (a, b) . Then one has the inequalities:

(5.196) exp

[∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣
]
≤
[
A (a, b)
I (a, b)

]M
and

(5.197) exp

[∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣
]
≤
[
I (a, b)
G (a, b)

]M
.
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Proof. Consider the mapping g : [a, b] → R, g (x) = −M lnx. Then g′′ (x) =
M
x2 and, since |f ′′ (x)| ≤ M

x2 , it follows that f is g−convex-dominated on [a, b] .
Applying Theorem 199, we can write that∣∣∣∣∣f

(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤M

[
ln
a+ b

2
−
∫ b
a

lnxdx
b− a

]
and ∣∣∣∣∣f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤M

[∫ b
a

lnxdx
b− a

− ln a+ ln b
2

]
.

A simple calculation shows us that∫ b

a

lnxdx = b ln b− a ln a− (b− a) = I (a, b) ,

and then the above two inequalities yield that (5.196) and (5.197) hold true.

Finally, the following corollary also holds [63]:

Corollary 69. Let f : [a, b] ⊂ (0,∞) → R be a twice differentiable mapping
such that |f ′′ (x)| ≤ M

x for all x ∈ (a, b) . Then one has the inequalities:

(5.198) exp

[∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣
]
≤

[(
b

b2
2

a
a2
2

)
e−

3
4 (b2−a2)

] M
b−a

[(
a+b
2

) a+b
2 e−

a+b
2

]M
and

(5.199) exp

[∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣
]
≤

[(
aabb

) 1
2 e−

a+b
2

]M
[(

b
b2
2

a
a2
2

)
e−

3
4 (b2−a2)

] M
b−a

respectively.

Proof. Consider the mapping g (x) = M lnx−Mx. Then g′ (x) = M lnx and
g′′ (x) = M

x . As |f ′′ (x)| ≤ M
x , it follows that f is g−convex-dominated and, by

Theorem 199, we can state that∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ 1
b− a

∫ b

a

g (x) dx− g

(
a+ b

2

)
and ∣∣∣∣∣f (a) + f (b)

2
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ g (a) + g (b)
2

− 1
b− a

∫ b

a

g (x) dx.

As ∫ b

a

(x lnx− x) dx = ln

[(
b

b2
2

a
a2
2

)
e−

3
4 (b2−a2)

] M
b−a

,
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and

g

(
a+ b

2

)
= ln

[(
a+ b

2

) a+b
2

e−
a+b
2

]M
,

1
b− a

∫ b

a

g (x) dx = ln

[(
b

b2
2

a
a2
2

)
e−

3
4 (b2−a2)

] M
b−a

and
g (a) + g (b)

2
= ln

[(
aabb

) 1
2 e−

a+b
2

]M
,

then we get the inequalities:

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ ln


[(

b
b2
2

a
a2
2

)
e−

3
4 (b2−a2)

] M
b−a

[(
a+b
2

) a+b
2 e−

a+b
2

]M


and ∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (x) dx

∣∣∣∣∣ ≤ ln


[(
aabb

) 1
2 e−

a+b
2

]M
[(

b
b2
2

a
a2
2

)
e−

3
4 (b2−a2)

] M
b−a

 ,

from where results the desired results (5.198) and (5.199) .

Now, for a mapping f : [a, b] → R with f ∈ L1 [a, b] , we can define the mapping
(see also Section 5 of Chapter 3):

Hf (t) :=
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx.

The following theorem contains some results of this type for convex-dominated
functions [63].

Theorem 200. Let g : [a, b] → R be a convex mapping on [a, b] and f : [a, b] →
R a g−convex-dominated mapping on [a, b] . Then:

(i) Hf is Hg−convex dominated on [0, 1] ;
(ii) One has the inequalities

(5.200) 0 ≤ |Hf (t2)−Hf (t1)| ≤ Hg (t2)−Hg (t1)

for all 0 ≤ t1 < t2 ≤ 1;
(iii) One has the inequalities

(5.201) 0 ≤
∣∣∣∣f (a+ b

2

)
−Hf (t)

∣∣∣∣ ≤ Hg (t)− g

(
a+ b

2

)
and

(5.202) 0 ≤

∣∣∣∣∣ 1
b− a

∫ b

a

f (x) dx−Hf (t)

∣∣∣∣∣ ≤ 1
b− a

∫ b

a

g (x) dx−Hg (t)

for all t ∈ [0, 1] .
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Proof. (i) Since f is g−convex dominated on [a, b] , it follows (see Lemma
23) that g− f and g+ f are convex on [a, b] . Now, using Theorem 71 (i) ,
we get that H(g−f) and H(g+f) are convex on [0, 1] . By the linearity of the
mapping f 7→ Hf , one gets thatH(g−f) = Hg−Hf andH(g+f) = Hg+Hf ,
and, as Hg is convex, then by the same lemma we deduce that Hf is Hg-
dominated on [0, 1] .

(ii) By Theorem 71, (iii) , we can state that H(g−f) and H(g+f) are monoton-
ically nondecreasing on [0, 1] and thus we have

Hg (t1)−Hf (t1) = H(g−f) (t1) ≤ H(g−f) (t2) = Hg (t2)−Hf (t2)

and

Hg (t1) +Hf (t1) = H(g+f) (t1) ≤ H(g+f) (t2) = Hg (t2) +Hf (t2)

from where we obtain

Hf (t2)−Hf (t1) ≤ Hg (t2)−Hg (t1)

and
Hf (t2)−Hf (t1) ≥ Hg (t1)−Hg (t2) ,

which are equivalent with (5.200) .
(iii) The inequalities (5.201) and (5.202) follow by the statement (ii) of The-

orem 71 with a similar argument. We shall omit the details.

Now, for a given integrable mapping f : [a, b] → R we can also consider the
mapping (see Section 5 of Chapter 3) Ff : [0, 1] → R

Ff (t) :=
1

(b− a)2

∫ b

a

∫ b

a

f (tx+ (1− t) y) dxdy.

By the use of Theorem 74, we can state the following result [63].
Theorem 201. Let g : [a, b] → R be a convex mapping and f : [a, b] → R be a

g-convex dominated function on [a, b] . Then:
(i) Ff is Fg−convex dominated on [0, 1] ;

(ii) We have the inequalities:

0 ≤ |Ff (t2)− Ff (t1)| ≤ Fg (t2)− Fg (t1) for
1
2
≤ t1 < t2 ≤ 1

and

0 ≤ |Ff (t2)− Ff (t1)| ≤ Fg (t1)− Fg (t2) for 0 ≤ t1 < t2 ≤
1
2
.

(iii) One has the inequalities:

0 ≤

∣∣∣∣∣ 1
b− a

∫ b

a

f (x) dx− Ff (t)

∣∣∣∣∣ ≤ 1
b− a

∫ b

a

g (x) dx− Fg (t) ,

and

0 ≤

∣∣∣∣∣ 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy − Ff (t)

∣∣∣∣∣
≤ Fg (t)− 1

(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy
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and
0 ≤ |Ff (t)−Hf (t)| ≤ Fg (t)−Hg (t)

for all t ∈ [0, 1] .
The argument follows by Theorem 74 in a similar fashion to that of the proof

of the previous theorem and we shall omit the details.

14. H· −H· Inequality for Lipschitzian Mappings

14.1. H· − H· Type Inequality. We will start with the following theorem
containing two inequalities of H· −H· type for Lipschitzian mappings [51].

Theorem 202. Let f : I ⊆ R → R be an M -Lipschitzian mapping on I and
a, b ∈ I with a < b. Then we have the inequalities:

(5.203)

∣∣∣∣∣f
(
a+ b

2

)
− 1
b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ M

4
(b− a),

and

(5.204)

∣∣∣∣∣f(a) + f(b)
2

− 1
b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ M

3
(b− a).

Proof. Let t ∈ [0, 1]. Then we have, for all a, b ∈ I, that

|tf(a) + (1− t)f(b)− f(ta+ (1− t)b)|(5.205)
= |t(f(a)− f(ta+ (1− t)b) + (1− t)(f(b)− f(ta+ (1− t)b)|
≤ t|f(a)− f(ta+ (1− t)b)|+ (1− t)|f(b)− f(ta+ (1− t)b)|
≤ tM |a− (ta+ (1− t)b)|+ (1− t)M |b− (ta+ (1− t)b)|
= 2t(1− t)M |b− a|.

If we choose t = 1
2 , we have also

(5.206)
∣∣∣∣f(a) + f(b)

2
− f

(
a+ b

2

)∣∣∣∣ ≤ M

2
|b− a|.

If we put ta+(1−t)b instead of a and (1−t)a+tb instead of b in (5.206), respectively,
then we have

(5.207)
∣∣∣∣f(ta+ (1− t)b) + f((1− t)a+ tb)

2
− f

(
a+ b

2

)∣∣∣∣ ≤ M |2t− 1|
2

|b− a|

for all t ∈ [0, 1]. If we integrate the inequality (5.207) on [0, 1], we have∣∣∣∣12
[∫ 1

0

f(ta+ (1− t)b)dt+
∫ 1

0

f((1− t)a+ tb)dt
]
− f

(
a+ b

2

)∣∣∣∣
≤ M |b− a|

2

∫ 1

0

|2t− 1|dt.

Thus, from∫ 1

0

f(ta+ (1− t)b)dt =
∫ 1

0

f((1− t)a+ tb)dt =
1

b− a

∫ b

a

f(x)dx

and ∫ 1

0

|2t− 1|dt =
1
2
,

we obtain the inequality (5.203).
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Note that, by the inequality (5.205), we have

|tf(a) + (1− t)f(b)− f(ta+ (1− t)b)| ≤ 2t(1− t)M(b− a)

for all t ∈ [0, 1] and a, b ∈ I with a < b. Integrating on [0, 1], we have∣∣∣∣f(a)
∫ 1

0

tdt+ f(b)
∫ 1

0

(1− t)dt−
∫ 1

0

f(ta+ (1− t)b)dt
∣∣∣∣

≤ 2M(b− a)
∫ 1

0

t(1− t)dt.

Hence, from ∫ 1

0

tdt =
∫ 1

0

(1− t)dt =
1
2
,

∫ 1

0

t(1− t)dt =
1
6
,

we have ∣∣∣∣∣f(a) + f(b)
2

− 1
b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ M

3
(b− a)

and so we have the inequality (5.204). This completes the proof.

The following corollary is important in applications:
Corollary 70. Let f : I ⊆ R → R be a differentiable convex mapping on I,

a, b ∈ I with a < b and M := supt∈[a,b] |f ′(t)| < ∞. Then we have the following
complements of H· −H· inequalities:

(5.208) 0 ≤ 1
b− a

∫ b

a

f(x)dx− f

(
a+ b

2

)
≤ M

4
(b− a)

and

(5.209) 0 ≤ f(a) + f(b)
2

− 1
b− a

∫ b

a

f(x)dx ≤ M

3
(b− a).

Proof. The proof is obvious by Lagrange’s theorem, i.e., we recall that for
any x, y ∈ (a, b) there exists a c between them so that

|f (x)− f (y)| = |x− y| |f ′ (c)| ≤M |x− y| ,
and Theorem 202. We shall omit the details.

The following corollaries for elementary inequalities hold:
Corollary 71. (1) Let p ≥ 1 and a, b ∈ R with 0 ≤ a < b. Then we

have the inequalities:

0 ≤ Lpp (a, b)−Ap (a, b) ≤ pbp−1

4
(b− a)

and

0 ≤ A (ap, bp)− Lpp (a, b) ≤ pbp−1

3
(b− a).

(2) Let a, b ∈ R with 0 < a < b. Then we have the inequalities:

0 ≤ L−1 (a, b)−A−1 (a, b) ≤ 1
4a2

(b− a)

and
0 ≤ H−1 (a, b)− L−1 (a, b) ≤ 1

3a2
(b− a).
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(3) Let a, b ∈ R with a < b. Then we have the inequalities

0 ≤ exp(b)− exp(a)
b− a

− exp
(
a+ b

2

)
≤ exp(b)

4
(b− a)

and

0 ≤ exp(a) + exp(b)
2

− exp(b)− exp(a)
b− a

≤ exp(b)
3

(b− a).

(4) Let a, b ∈ R with 0 < a < b. Then we have the inequalities

1 ≤ A (a, b)
L (a, b)

≤ exp
(

1
4a

(b− a)
)

and

1 ≤ L (a, b)
G (a, b)

≤ exp
(

1
3a

(b− a)
)
.

Proof. (1) The proof follows by Corollary 70 applied for the convex
mapping f(x) = xp on [a, b].

(2) The proof follows by Corollary 70 applied for the convex mapping f(x) =
1
x on [a, b].

(3) The proof is obvious by Corollary 70 applied for the convex mapping
f(x) = exp(x) on R.

(4) The proof follows by Corollary 70 applied for the convex mapping f(x) =
− lnx on [a, b].

This completes the proof.

Now, we shall point out some other inequalities of the types in Corollary 71,
but these hold for the mappings which are not convex on [a, b].

Corollary 72. (1) Let a, b ∈ R with a < b and k ∈ N. Then we have
the inequalities:∣∣∣∣∣
(
a+ b

2

)2k+1

− b2k+2 − a2k+2

(2k + 2)(b− a)

∣∣∣∣∣ ≤ (2k + 1) max{a2k, b2k}
4

(b− a)

and∣∣∣∣a2k+1 + b2k+1

2
− b2k+2 − a2k+2

(2k + 2)(b− a)

∣∣∣∣ ≤ (2k + 1)max{a2k, b2k}
3

(b− a).

(2) Let a, b ∈ R with a < b. Then we have the inequalities:∣∣∣∣cos
(
a+ b

2

)
− sin b− sin a

b− a

∣∣∣∣ ≤ b− a

4

and ∣∣∣∣cos a+ cos b
2

− sin b− sin a
b− a

∣∣∣∣ ≤ b− a

3
.

Proof. (1) The proof follows by Theorem 202 applied for the mapping
f(x) = x2k+1 on [a, b].

(2) The proof is obvious by Theorem 202 applied for the mapping f(x) = cosx
on [a, b]. This completes the proof.
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14.2. The Mapping H. For an M -Lipschitzian function f : I ⊆ R → R, we
can define a mapping H : [0, 1] → R by

H(t) =
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx

for all t ∈ [0, 1] and we shall give some properties of the mapping H, [51].
Theorem 203. Let a mapping f : I ⊆ R → R be M -Lipschitzian on I and

a, b ∈ I with a < b. Then
(1) The mapping H is M

4 (b− a)-Lipschitzian on [0, 1].
(2) We have the inequalities:

(5.210)

∣∣∣∣∣H(t)− 1
b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ M(1− t)
4

(b− a),

(5.211)
∣∣∣∣f (a+ b

2

)
−H(t)

∣∣∣∣ ≤ Mt

4
(b− a),

and

(5.212)

∣∣∣∣∣H(t)− t
1

b− a

∫ b

a

f(x)dx− (1− t)f
(
a+ b

2

)∣∣∣∣∣ ≤ t(1− t)M
2

(b− a)

for all t ∈ [0, 1].

Proof. (1) Let t1, t2 ∈ [0, 1]. Then we have

|H(t2)−H(t1)|

=
1

b− a

∣∣∣∣∣
∫ b

a

f

(
t2 + (1− t2)

a+ b

2

)
dx

−
∫ b

a

f

(
t1x+ (1− t1)

a+ b

2

)
dx

∣∣∣∣∣
≤ 1

b− a

∫ b

a

∣∣∣∣f (t2x+ (1− t2)
a+ b

2

)
− f

(
t1x+ (1− t1)

a+ b

2

)∣∣∣∣ dx
≤ M

b− a

∫ b

a

∣∣∣∣t2x+ (1− t2)
a+ b

2
− t1x− (1− t1)

a+ b

2

∣∣∣∣ dx
=

M |t2 − t1|
b− a

∫ b

a

∣∣∣∣x− a+ b

2

∣∣∣∣ dx
=

M(b− a)
4

|t2 − t1|,

i.e., for all t1, t2 ∈ [0, 1],

(5.213) |H(t2)−H(t1)| ≤
M(b− a)

4
|t2 − t1|,

which yields that the mapping H is M(b−a)
4 -Lipschitzian on [0, 1].

(2) The inequalities (5.210) and (5.211) follow from (5.213) by choosing t1 =
0, t2 = t and t1 = 1, t2 = t, respectively.
Inequality (5.212) follows by adding t times (5.210) and (1 − t) times
(5.211). This completes the proof.
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Another result which is connected in a sense with the inequality (5.204) is also
given in the following (cf. [51]).

Theorem 204. With the above assumptions, we have the inequality:

(5.214)

∣∣∣∣∣f
(
tb+ (1− t)a+b2

)
+ f

(
ta+ (1− t)a+b2

)
2

−H(t)

∣∣∣∣∣ ≤ Mt

3
(b− a)

for all t ∈ [0, 1].

Proof. If we denote u = tb+(1− t)a+b2 and v = ta+(1− t)a+b2 , then we have

H(t) =
1

u− v

∫ u

v

f(z)dz.

Now, using the inequality (5.204) applied for u and v, we have∣∣∣∣f(u) + f(v)
2

− 1
u− v

∫ u

v

f(z)dz
∣∣∣∣ ≤ M

3
(u− v),

from which we have the inequality (5.214). This completes the proof.

Theorems 203 and 204 imply the following theorem which is important in ap-
plications for convex functions [51]:

Theorem 205. Let f : I ⊆ R → R be a differentiable convex mapping on I,
a, b ∈ I with a < b and M = supx∈[a,b] |f ′(x)| <∞. Then we have the inequalities:

(5.215) 0 ≤ 1
b− a

∫ b

a

f(x)dx−H(t) ≤ M(1− t)
4

(b− a),

(5.216) 0 ≤ H(t)− f

(
a+ b

2

)
≤ Mt

4
(b− a),

(5.217) 0 ≤
f
(
tb+ (1− t)a+b2

)
+ f

(
(ta+ (1− t)a+b2

)
2

−H(t) ≤ Mt

3
(b− a),

for all t ∈ [0, 1].

14.3. The Mapping F . For an M -Lipschitzian function f : I ⊆ R → R we
can define a mapping F : [0, 1] → R by

F (t) =
1

(b− a)2

∫ b

a

∫ b

a

f(tx+ (1− t)y)dxdy,

and give some properties of the mapping F as follows [51].

Theorem 206. Let a mapping f : I ⊆ R → R be M -Lipschitzian on I and
a, b ∈ I with a < b. Then

(1) The mapping F is symmetrical, i.e., F (t) = F (1− t) for all t ∈ [0, 1].
(2) The mapping F is M(b−a)

3 -Lipschitzian on [0, 1].
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(3) We have the inequalities:

(5.218)

∣∣∣∣∣F (t)− 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy

∣∣∣∣∣ ≤ M |2t− 1|
6

(b− a),

(5.219)

∣∣∣∣∣F (t)− 1
b− a

∫ b

a

f(x)dx

∣∣∣∣∣ ≤ Mt

3
(b− a),

and

(5.220) |F (t)−H(t)| ≤ M(1− t)
4

(b− a)

for all t ∈ [0, 1].

Proof. (1) It is obvious by the definition of the mapping F .
(2) Let t1, t2 ∈ [0, 1]. Then we have

|F (t2)− F (t1)|(5.221)

=
1

(b− a)2

∣∣∣∣∣
∫ b

a

∫ b

a

[f(t2x+ (1− t2)y)− f(t1x+ (1− t1)y)]dxdy

∣∣∣∣∣
≤ 1

(b− a)2

∫ b

a

∫ b

a

|f(t2x+ (1− t2)y)− f (t1x+ (1− t1)y) |dxdy

≤ M |t2 − t1|
(b− a)2

∫ b

a

∫ b

a

|x− y|dxdy.

Now, note that

(5.222)
∫ b

a

∫ b

a

|x− y| dxdy =
(b− a)3

3
.

Therefore, from (5.221) and (5.222), it follows that

(5.223) |F (t2)− F (t1)| ≤
M |t2 − t1|

3
(b− a)

for all t1, t2 ∈ [0, 1] and so the mapping F is M(b−a)
3 -Lipschitzian on [0, 1].

(3) The inequalities (5.218) and (5.219) follow from (5.223) if we choose t1 =
1
2 , t2 = t and t1 = 0, t2 = t, respectively.
Now, we prove the inequality (5.220). Since f is M -Lipschitzian, we can
write ∣∣∣∣f(tx+ (1− t)y)− f

(
tx+ (1− t)

a+ b

2

)∣∣∣∣
≤ M

∣∣∣∣tx+ (1− t)y − tx− (1− t)
a+ b

2

∣∣∣∣(5.224)

= (1− t)M
∣∣∣∣y − a+ b

2

∣∣∣∣
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for all t ∈ [0, 1] and x, y ∈ [a, b]. Integrating the inequality (5.224) on
[a, b]× [a, b], we have∣∣∣∣∣ 1

(b− a)2

∫ b

a

∫ b

a

f(tx+ (1− t)y) dxdy − 1
b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2

)
dx

∣∣∣∣∣
≤ (1− t)M

1
b− a

∫ b

a

∣∣∣∣y − a+ b

2

∣∣∣∣ dy =
M(1− t)(b− a)

4

for all t ∈ [0, 1] and so the inequality (5.220) is proved. This completes
the proof.

Theorem 206 implies the following converses of the known results holding for
convex functions (see the results listed in Subsection 1).

Corollary 73. Let f : I ⊆ R → R be a differentiable convex mapping and
M := sup

x∈[a,b]

|f ′(x)| for a, b ∈ I with a < b. Then we have the inequalities:

0 ≤ F (t)− 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2

)
dxdy ≤ M |2t− 1|

6
(b− a),

0 ≤ 1
b− a

∫ b

a

f(x) dx− F (t) ≤ Mt

2
(b− a),

and

0 ≤ F (t)−H(t) ≤ M(1− t)
4

(b− a)

for all t ∈ [0, 1].
Remark 98. Similar results can be obtained if we consider the more general

class of r −H−Hölder type mappings, i.e.,

(5.225) |f (x)− f (y)| ≤ H |x− y|r , x, y ∈ I,
where H > 0 and r ∈ (0, 1], [26].





CHAPTER 6

The H· −H· Inequalities for Mappings of Several
Variables

1. An Inequality for Convex Functions on the Co-ordinates

1.1. Hermite-Hadamard’s Inequality. Let us consider the bidimensional
interval ∆ := [a, b] × [c, d] in R2 with a < b and c < d. A function f : ∆ → R
will be called convex on the co-ordinates if the partial mappings fy : [a, b] → R,
fy (u) := f (u, y) and fx : [c, d] → R, fx (v) := f (u, v) are convex where defined for
all y ∈ [c, d] and x ∈ [a, b] .

Recall that the mapping f : ∆ → R is convex in ∆ if the following inequality:

(6.1) f (λx+ (1− λ) z, λy + (1− λ)w) ≤ λf (x, y) + (1− λ) f (z, w)

holds, for all (x, y) , (z, w) ∈ ∆ and λ ∈ [0, 1] .
The following lemma holds:
Lemma 24. Every convex mapping f : ∆ → R is convex on the co-ordinates,

but the converse is not generally true.

Proof. Suppose that f : ∆ → R is convex in ∆. Consider fx : [c, d] → R,
fx (v) := f (x, v) . Then for all λ ∈ [0, 1] and v, w ∈ [c, d] one has:

fx (λv + (1− λ)w) = f (x, λv + (1− λ)w)
= f (λx+ (1− λ)x, λv + (1− λ)w)
≤ λf (x, v) + (1− λ) f (x,w)
= λfx (v) + (1− λ) fx (w)

which shows the convexity of fx.
The fact that fy : [a, b] → R, fy (u) := f (u, y) is also convex on [a, b] for all y ∈ [c, d]
goes likewise and we shall omit the details.
Now, consider the mapping f0 : [0, 1]2 → [0,∞) given by f0 (x, y) = xy. It’s obvious
that f is convex on the co-ordinates but is not convex on [0, 1]2 .
Indeed, if (u, 0) , (0, w) ∈ [0, 1]2 and λ ∈ [0, 1] we have:

f (λ (u, 0) + (1− λ) (0, w)) = f (λu, (1− λ)w) = λ (1− λ)xw

and
λf (u, 0) + (1− λ) f (0, w) = 0.

Thus, for all λ ∈ (0, 1) , u, w ∈ (0, 1) , we have

f (λ (u, 0) + (1− λ) (0, w)) > λf (u, 0) + (1− λ) f (0, w)

which shows that f is not convex on [0, 1]2 .

The following inequalities of Hadamard type hold [31].

317
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Theorem 207. Suppose that f : ∆ = [a, b] × [c, d] → R is convex on the
co-ordinates on ∆. Then one has the inequalities:

f

(
a+ b

2
,
c+ d

2

)
(6.2)

≤ 1
2

[
1

b− a

∫ b

a

f

(
x,
c+ d

2

)
dx+

1
d− c

∫ d

c

f

(
a+ b

2
, y

)
dy

]

≤ 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy

≤ 1
4

[
1

b− a

∫ d

c

f (x, c) dx+
1

b− a

∫ b

a

f (x, d) dx

+
1

d− c

∫ d

c

f (a, y) dy +
1

d− c

∫ d

c

f (b, y) dy

]

≤ f (a, c) + f (a, d) + f (b, c) + f (b, d)
4

.

The above inequalities are sharp.

Proof. Since f : ∆ → R is convex on the co-ordinates it follows that the
mapping gx : [c, d] → R, gx (y) = f (x, y) is convex on [c, d] for all x ∈ [a, b] . Then
by Hadamard’s inequality (1.1) one has:

gx

(
c+ d

2

)
≤ 1
d− c

∫ d

c

gx (y) dy ≤ gx (c) + gx (d)
2

, x ∈ [a, b] .

That is,

f

(
x,
c+ d

2

)
≤ 1
d− c

∫ d

c

f (x, y) dy ≤ f (x, c) + f (x, d)
2

, x ∈ [a, b] .

Integrating this inequality on [a, b] , we have:

1
b− a

∫ b

a

f

(
x,
c+ d

2

)
dx(6.3)

≤ 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy

≤ 1
2

[
1

b− a

∫ b

a

f (x, c) dx+
1

b− a

∫ b

a

f (x, d) dx

]
.

By a similar argument applied for the mapping gy : [a, b] → R, gy (x) := f (x, y) we
get

1
d− c

∫ d

c

f

(
a+ b

2
, y

)
dy(6.4)

≤ 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy

≤ 1
2

[
1

d− c

∫ d

c

f (a, y) dy +
1

d− c

∫ d

c

f (b, y) dy

]
.
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Summing the inequalities (6.3) and (6.4) , we get the second and the third inequality
in (6.2) .
By Hadamard’s inequality we also have:

f

(
a+ b

2
,
c+ d

2

)
≤ 1
b− a

∫ b

a

f

(
x,
c+ d

2

)
dx

and

f

(
a+ b

2
,
c+ d

2

)
≤ 1
d− c

∫ d

c

f

(
a+ b

2
, y

)
dy,

which give, by addition, the first inequality in (6.2) .
Finally, by the same inequality we can also state:

1
b− a

∫ b

a

f (x, c) dx ≤ f (a, c) + f (b, c)
2

,

1
b− a

∫ b

a

f (x, d) dx ≤ f (a, d) + f (b, d)
2

,

1
d− c

∫ d

c

f (a, y) dy ≤ f (a, c) + f (a, d)
2

,

and
1

d− c

∫ d

c

f (b, y) dy ≤ f (b, c) + f (d, b)
2

,

which give, by addition, the last inequality in (6.2) .
If in (6.2) we choose f (x) = xy, then (6.2) becomes an equality, which shows that
(6.2) are sharp.

1.2. Some Mappings Associated to H·−H· Inequality. Now, for a map-
ping f : ∆ = [a, b]× [c, d] → R as above, we can define the mapping H : [0, 1]2 → R,

H (t, s)

: =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f

(
tx+ (1− t)

a+ b

2
, sy + (1− s)

c+ d

2

)
dxdy.

The properties of this mapping are embodied in the following theorem [31].

Theorem 208. Suppose that f : ∆ ⊂ R2 → R is convex on the co-ordinates on
∆ := [a, b]× [c, d] . Then:

(i) The mapping H is convex on the co-ordinates on [0, 1]2 ;
(ii) We have the bounds:

sup
(t,s)∈[0,1]2

H (t, s) =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy = H (0, 0) ;

inf
(t,s)∈[0,1]2

H (t, s) = f

(
a+ b

2
,
c+ d

2

)
= H (1, 1) ;

(iii) The mapping H is monotonic nondecreasing on the co-ordinates.



320 6. THE H· −H· INEQUALITIES FOR MAPPINGS OF SEVERAL VARIABLES

Proof. (i) Fix s ∈ [0, 1] . Then for all α, β ≥ 0 with α + β = 1 and
t1, t2 ∈ [0, 1] , we have:

H (αt1 + βt2, s) =
1

(b− a) (d− c)

×
∫ b

a

∫ d

c

f

(
(αt1 + βt2)x+ [1− (αt1 + βt2)]

a+ b

2
, sy + (1− s)

c+ d

2

)
dxdy

=
1

(b− a) (d− c)

∫ b

a

∫ d

c

f

(
α

(
t1x+ (1− t1)

a+ b

2

)
+β
(
t2x+ (1− t2)

a+ b

2

)
, sy + (1− s)

c+ d

2

)
dxdy

≤ α · 1
(b− a) (d− c)

∫ b

a

∫ d

c

f

(
t1x+ (1− t1)

a+ b

2
, sy + (1− s)

c+ d

2

)
dxdy

+β · 1
(b− a) (d− c)

∫ b

a

∫ d

c

f

(
t2x+ (1− t2)

a+ b

2
, sy + (1− s)

c+ d

2

)
dxdy

= αH (t1, s) + βH (t2, s) .

If t ∈ [0, 1] is fixed, then for all s1, s2 ∈ [0, 1] and α, β ≥ 0 with α+β = 1,
we also have:

H (t, αs1 + βs2) ≤ αH (t, s1) + βH (t, s2)

and the statement is proved.
(ii) Since f is convex on the co-ordinates we have, by Jensen’s inequality for

integrals, that:

H (t, s)

=
1

b− a

∫ b

a

[
1

d− c

∫ d

c

f

(
tx+ (1− t)

a+ b

2
, sy + (1− s)

c+ d

2

)
dy

]
dx

≥ 1
b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2
,

1
d− c

∫ d

c

[
sy + (1− s)

c+ d

2

]
dy

)
dx

=
1

b− a

∫ b

a

f

(
tx+ (1− t)

a+ b

2
,
c+ d

2

)
dx

≥ f

(
1

b− a

∫ b

a

[
tx+ (1− t)

a+ b

2

]
,
c+ d

2

)
dx

= f

(
a+ b

2
,
c+ d

2

)
.

By the convexity of H on the co-ordinates we have:

H (t, s)

≤ s · 1
b− a

∫ b

a

[
1

d− c

∫ d

c

f

(
tx+ (1− t)

a+ b

2
, y

)
dy

+ (1− s) · 1
d− c

∫ d

c

f

(
tx+ (1− t)

a+ b

2
,
c+ d

2

)
dy

]
dx
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≤ s · 1
d− c

∫ d

c

[
t · 1
b− a

∫ b

a

f (x, y) dxdy

+ (1− t) · 1
b− a

∫ b

a

f

(
a+ b

2
, y

)
dx

]
dy

+(1− s) · 1
d− c

∫ d

c

[
t · 1
b− a

∫ b

a

f

(
x,
c+ d

2

)
dx

+ (1− t) · f
(
a+ b

2
,
c+ d

2

)]
dy

= st · 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy + s (1− t) · 1
d− c

∫ b

a

f

(
a+ b

2
, y

)
dy

+(1− s) t · 1
b− a

∫ b

a

f

(
x,
c+ d

2

)
dx+ (1− s) (1− t) · f

(
a+ b

2
,
c+ d

2

)
.

By Hadamard’s inequality we also have:

f

(
a+ b

2
, y

)
≤ 1
b− a

∫ b

a

f (x, y) dx, y ∈ [c, d]

and

f

(
x,
c+ d

2

)
≤ 1
d− c

∫ d

c

f (x, y) dy, x ∈ [a, b] .

Thus, by integration, we get that:

1
d− c

∫ d

c

f

(
a+ b

2
, y

)
dy ≤ 1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy

and
1

b− a

∫ b

a

f

(
x,
c+ d

2

)
dx ≤ 1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy.

Using the above inequality, we deduce that

H (t, s)

≤ [st+ s (1− t) + (1− s) t+ (1− s) (1− t)]
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy

=
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy, (s, t) ∈ [0, 1]2

and the second bound in (ii) is proved.
(iii) Firstly, we will show that

(6.5) H (t, s) ≥ H (0, s) for all (t, s) ∈ [0, 1]2 .

By Hadamard’s inequality we have:

H (t, s)

≥ 1
d− c

∫ d

c

f

(
1

b− a

∫ b

a

[
tx+ (1− t)

a+ b

2

]
dx, sy + (1− s)

c+ d

2

)
dy

=
1

d− c

∫ d

c

f

(
a+ b

2
, sy + (1− s)

c+ d

2

)
dy = H (0, s)
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for all (t, s) ∈ [0, 1]2 .
Now let 0 ≤ t1 < t2 ≤ 1. By the convexity of the mapping H (·, s) for all
s ∈ [0, 1] we have

H (t2, s)−H (t1, s)
t2 − t1

≥ H (t1, s)−H (0, s)
t1

≥ 0.

For the last inequality we use (6.5) .

The following theorem also holds.

Theorem 209. Suppose that f : ∆ = [a, b]× [c, d] → R is convex on ∆. Then

(i) The mapping H is convex on ∆;
(ii) Define the mapping h : [0, 1] → R, h (t) = H (t, t) . Then h is convex,

monotonic nondecreasing on [0, 1] and one has the bounds:

sup
t∈[0,1]

h (t) = h (1) =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy

and

inf
t∈[0,1]

h (t) = h (0) = f

(
a+ b

2
,
c+ d

2

)
.

Proof. (i) Let (t1, s1) , (t2, s2) ∈ [0, 1]2 and α, β ≥ 0 with α + β = 1.
Since f : ∆ → R is convex on ∆ we have:

H (α (t1, s1) + β (t2, s2))

= H (αt1 + βt2, αs1 + βs2)

=
1

(b− a) (d− c)

×
∫ b

a

∫ d

c

f

(
α

(
t1x+ (1− t1)

a+ b

2
, s1y + (1− s1)

c+ d

2

)
+β
(
t2x+ (1− t2)

a+ b

2
, s2y + (1− s2)

c+ d

2

))
dxdy

≤ α · 1
(b− a) (d− c)

×
∫ b

a

∫ d

c

f

(
t1x+ (1− t1)

a+ b

2
, s1y + (1− s1)

c+ d

2

)
dxdy

+β · 1
(b− a) (d− c)

×
∫ b

a

∫ d

c

f

(
t2x+ (1− t2)

a+ b

2
, s2y + (1− s2)

c+ d

2

)
dxdy

= αH (t1, s1) + βH (t2, s2) ,

which shows that H is convex on [0, 1]2 .
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(ii) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α+ β = 1. Then

h (αt1 + βt2) = H (αt1 + βt2, αt1 + βt2)
= H (α (t1, t1) + β (t2, t2))
≤ αH (t1, t1) + βH (t2, t2)
= αh (t1) + βh (t2)

which shows the convexity of h on [0, 1] .
We have, by the above theorem, that

h (t) = H (t, t) ≥ H (0, 0) = f

(
a+ b

2
,
c+ d

2

)
, t ∈ [0, 1]

and

h (t) = H (t, t) ≤ H (1, 1) =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy, t ∈ [0, 1]

which prove the required bounds.
Now, let 0 ≤ t1 < t2 ≤ 1. Then, by the convexity of h we have that

h (t2)− h (t1)
t2 − t1

≥ h (t1)− h (0)
t1

≥ 0,

and the theorem is proved.

Next, we shall consider the following mapping which is closely connected with
Hadamard’s inequality: H : [0, 1]2 → [0,∞) given by

H̃ (t, s)

: =
1

(b− a)2 (d− c)2

∫ b

a

∫ b

a

∫ d

c

∫ d

c

f (tx+ (1− t) y, sz + (1− s)u) dxdydzdu.

The next theorem contains the main properties of this mapping.
Theorem 210. Suppose that f : ∆ ⊂ R2 → R is convex on the co-ordinates on

∆. Then:
(i) We have the equalities:

H̃

(
t+

1
2
, s

)
= H̃

(
1
2
− t, s

)
for all t ∈

[
0,

1
2

]
, s ∈ [0, 1] ;

H̃

(
t, s+

1
2

)
= H̃

(
t,

1
2
− s

)
for all t ∈ [0, 1] , s ∈

[
0,

1
2

]
;

H̃ (1− t, s) = H̃ (t, s) and H̃ (t, 1− s) = H̃ (t, s) for all (t, s) ∈ ∆;

(ii) H̃ is convex on the co-ordinates;
(iii) We have the bounds

inf
(t,s)∈[0,1]2

H̃ (t, s) = H̃

(
1
2
,
1
2

)
=

1
(b− a)2 (d− c)2

∫ b

a

∫ b

a

∫ d

c

∫ d

c

f

(
x+ y

2
,
z + u

2

)
dxdydzdu
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and

sup
(t,s)∈[0,1]2

H̃ (t, s) = H̃ (0, 0) = H̃ (1, 1) =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, z) dxdz.

(iv) The mapping H̃ (·, s) is monotonic nonincreasing on
[
0, 1

2

)
and nonde-

creasing on
[
1
2 , 1
]

for all s ∈ [0, 1] . A similar property has the mapping
H̃ (t, ·) for all t ∈ [0, 1] .

(v) We have the inequality

(6.6) H̃ (t, s) ≥ max {H (t, s) ,H (1− t, s) ,H (t, 1− s) ,H (1− t, 1− s)}

for all (t, s) ∈ [0, 1]2 .

Proof. (i) , (ii) are obvious.
(iii) By the convexity of f in the first variable, we get that

1
2

[f (tx+ (1− t) y, sz + (1− s)u) + f ((1− t)x+ ty, sz + (1− s)u)]

≥ f

(
x+ y

2
, sz + (1− s)u

)
for all (x, y) ∈ [a, b]2 , (z, u) ∈ [c, d]2 and (t, s) ∈ [0, 1]2 .
Integrating on [a, b]2 , we get

1
(b− a)2

∫ b

a

∫ b

a

f (tx+ (1− t) y, sz + (1− s)u) dxdy

≥ 1
(b− a)2

∫ b

a

∫ b

a

f

(
x+ y

2
, sz + (1− s)u

)
dxdy.

Similarly,

1
(d− c)2

∫ d

c

∫ d

c

f

(
x+ y

2
, sz + (1− s)u

)
dzdu

≥ 1
(d− c)2

∫ d

c

∫ d

c

f

(
x+ y

2
,
z + u

2

)
dzdu.

Now, integrating this inequality on [a, b]2 and taking into account the above in-
equality we deduce:

H̃ (t, s) ≥ 1
(b− a)2 (d− c)2

∫ b

a

∫ b

a

∫ d

c

∫ d

c

f

(
x+ y

2
,
z + u

2

)
dxdydzdu

for (t, s) ∈ [0, 1] . The first bound in (iii) is therefore proved.
The second bound goes likewise and we shall omit the details.

(iv) The monotonicity of H̃ (·, s) follows by a similar argument as in the proof
of Theorem 208, (iii) and we shall omit the details.
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(v) By Jensen’s inequality we have successively for all (t, s) ∈ [0, 1]2 that

H̃ (t, s)

≥ 1
(b− a) (d− c)2

×
∫ b

a

∫ d

c

∫ d

c

f

(
1

b− a

∫ b

a

[tx+ (1− t) y] dy, sz + (1− s)u

)
dxdzdu

=
1

(b− a) (d− c)2

∫ b

a

∫ d

c

∫ d

c

f

(
tx+ (1− t)

a+ b

2
, sz + (1− s)u

)
dxdzdu

≥ 1
(b− a) (d− c)

∫ b

a

∫ d

c

f

(
tx+ (1− t)

a+ b

2
, sz + (1− s)

c+ d

2

)
dxdz

= H (t, s) .

In addition, as

H̃ (t, s) = H̃ (1− t, s) = H̃ (t, 1− s) = H̃ (1− t, 1− s) for all (t, s) ∈ [0, 1]2 ,

then by the above inequality we deduce (6.6).
The theorem is thus proved.

Finally, we can also state the following theorem which can be proved in a similar
fashion to Theorem 209 and we will omit the details.

Theorem 211. Suppose that f : ∆ ⊂ R2 → R is convex on ∆. Then we have:
(i) The mapping H̃ is convex on ∆.

(ii) Define the mapping h̃ : [0, 1] → R, h̃ (t) := H̃ (t, t) . Then h̃ is convex,
monotonic nonincreasing on

[
0, 1

2

]
and nondecreasing on

[
1
2 , 1
]

and one
has the bounds:

sup
t,∈[0,1]

h̃ (t) = h̃ (1) = h̃ (0) =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (x, y) dxdy.

and

inf
t∈[0,1]

h̃ (t) = h̃

(
1
2

)
=

1
(b− a)2 (d− c)2

∫ b

a

∫ b

a

∫ d

c

∫ d

c

f

(
x+ y

2
,
z + u

2

)
dxdydzdu.

(iii) One has the inequality:

h̃ (t) ≥ max {h (t) , h (1− t)} for all t ∈ [0, 1] .

2. A H· −H· Inequality on the Disk

Let us consider a point C = (a, b) ∈ R2 and the disk D (C,R) centered at the
point C and having the radius R > 0. The following inequality of Hadamard’s type
holds [33].

Theorem 212. If the mapping f : D (C,R) → R is convex on D (C,R) , then
one has the inequality:

(6.7) f (C) ≤ 1
πR2

∫∫
D(C,R)

f (x, y) dxdy ≤ 1
2πR

∫
S(C,R)

f (γ) dl (γ)
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where S (C,R) is the circle centered at the point C and having the radius R. The
above inequalities are sharp.

Proof. Consider the transformation of the plane R2 in itself given by:

h : R2 → R2, h = (h1, h2) and h1 (x, y) = −x+ 2a, h2 (x, y) = −y + 2b.

Then h (D (C,R)) = D (C,R) and since

∂ (h1, h2)
∂ (x, y)

=
∣∣∣∣ −1 0

0 −1

∣∣∣∣ = 1,

we have the change of variable:∫∫
D(C,R)

f (x, y) dxdy

=
∫∫

D(C,R)

f (h1 (x, y) , h2 (x, y))
∣∣∣∣∂ (h1, h2)
∂ (x, y)

∣∣∣∣ dxdy
=

∫∫
D(C,R)

f (−x+ 2a,−y + 2b) dxdy.

Now, by the convexity of f on D (C,R) we also have:

1
2

[f (x, y) + f (−x+ 2a,−y + 2b)] ≥ f (a, b)

which gives, by integration on the disk D (C,R) , that:

1
2

[∫∫
D(C,R)

f (x, y) dxdy +
∫∫

D(C,R)

f (−x+ 2a,−y + 2b) dxdy

]
(6.8)

≥ f (a, b)
∫∫

D(C,R)

dxdy = πR2f (a, b) .

In addition, as∫∫
D(C,R)

f (x, y) dxdy =
∫∫

D(C,R)

f (−x+ 2a,−y + 2b) dxdy,

then by the inequality (6.8) we obtain the first part of (6.7) .
Now, consider the transformation

g = (g1, g2) : [0, R]× [0, 2π] → D (C,R)

given by

g :
{
g1 (r, θ) = r cos θ + a
g2 (r, θ) = r sin θ + b

, r ∈ [0, R] , θ ∈ [0, 2π] .

Then we have
∂ (g1, g2)
∂ (r, θ)

=
∣∣∣∣ cos θ sin θ
−r sin θ r cos θ

∣∣∣∣ = r.

Thus, we have the change of variable∫∫
D(C,R)

f (x, y) dxdy =
∫ R

0

∫ 2π

0

f (g1 (r, θ) , g2 (r, θ))
∣∣∣∣∂ (g1, g2)
∂ (r, θ)

∣∣∣∣ drdθ
=

∫ R

0

∫ 2π

0

f (r cos θ + a, r sin θ + b) rdrdθ.
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Note that, by the convexity of f on D (C,R), we have:

f (r cos θ + a, r sin θ + b)

= f
( r
R

(R cos θ + a,R sin θ + b) +
(
1− r

R

)
(a, b)

)
≤ r

R
f (R cos θ + a,R sin θ + b) +

(
1− r

R

)
f (a, b) ,

which yields that

f (r cos θ + a, r sin θ + b) r

≤ r2

R
f (R cos θ + a,R sin θ + b) + r

(
1− r

R

)
f (a, b)

for all (r, θ) ∈ [0, R]× [0, 2π] .
Integrating on [0, R]× [0, 2π] we get∫∫

D(C,R)

f (x, y) dxdy(6.9)

≤
∫ R

0

r2

R
dr

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ

+f (a, b)
∫ 2π

0

dθ

∫ R

0

r
(
1− r

R

)
dr

=
R2

3

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ +
πR2

3
f (a, b) .

Now, consider the curve γ : [0, 2π] → R2 given by:

γ :
{
x (θ) := R cos θ + a
y (θ) := R sin θ + b

, θ ∈ [0, 2π] .

Then Im (γ) = γ ([0, 2π]) = S (C,R) and we write (integrating with respect to arc
length):∫

S(C,R)

f (γ) dl (γ) =
∫ 2π

0

f (x (θ) , y (θ))
(
[ẋ (θ)]2 + [ẏ (θ)]2

) 1
2
dθ

= R

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ.

By the inequality (6.9) we obtain∫∫
D(C,R)

f (x, y) dxdy ≤ R

3

∫
S(C,R)

f (γ) dl (γ) +
πR2

3
f (a, b)

which gives the following inequality which is interesting in itself

(6.10)
1

πR2

∫∫
D(C,R)

f (x, y) dxdy ≤ 2
3
· 1
2πR

∫
S(C,R)

f (γ) dl (γ) +
1
3
f (a, b) .

As we proved that

f (C) ≤ 1
πR2

∫∫
D(C,R)

f (x, y) dxdy,

then by the inequality (6.10) we deduce the inequality:

(6.11) f (C) ≤ 1
2πR

∫
S(C,R)

f (γ) dl (γ) .
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Finally, by (6.11) and (6.10) we have

1
πR2

∫∫
D(C,R)

f (x, y) dxdy ≤ 2
3
· 1
2πR

∫
S(C,R)

f (γ) dl (γ) +
1
3
f (C)

≤ 1
2πR

∫
S(C,R)

f (γ) dl (γ)

and the second part of (6.7) is proved.
Now, consider the map f0 : D (C,R) → R, f0 (x, y) = 1. Thus

1 = f0 (λ (x, y) + (1− λ) (u, z))
= λf0 (x, y) + (1− λ) f0 (u, z) = 1.

Therefore f0 is convex on D (C,R) → R. We also have

f0 (C) = 1,
1

πR2

∫∫
D(C,R)

f0 (x, y) dxdy = 1 and
1

2πR

∫
S(C,R)

f0 (γ) dl (γ) = 1

which shows us the inequalities (6.7) are sharp.

2.1. Some Mappings Connected to Hadamard’s Inequality on the
Disk. As above, assume that the mapping f : D (C,R) → R is a convex mapping
on the disk centered at the point C = (a, b) ∈ R2 and having the radius R > 0.
Consider the mapping H : [0, 1] → R associated with the function f and given by

H (t) :=
1

πR2

∫∫
D(C,R)

f (t (x, y) + (1− t)C) dxdy,

which is well-defined for all t ∈ [0, 1] .
The following theorem contains the main properties of this mapping [33].
Theorem 213. With the above assumption, we have:
(i) The mapping H is convex on [0, 1] ;

(ii) One has the bounds:

(6.12) inf
t∈[0,1]

H (t) = H (0) = f (C)

and

(6.13) sup
t∈[0,1]

H (t) = H (1) =
1

πR2

∫∫
D(C,R)

f (x, y) dxdy;

(iii) The mapping H is monotonic nondecreasing on [0, 1] .

Proof. (i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α+β = 1. Then we have:

H (αt1 + βt2) =
1

πR2

∫∫
D(C,R)

f (α (t1 (x, y) + (1− t1)C)

+ β (t2 (x, y) + (1− t2)C)) dxdy

≤ α · 1
πR2

∫∫
D(C,R)

f (t1 (x, y) + (1− t1)C) dxdy

+β · 1
πR2

∫∫
D(C,R)

f (t2 (x, y) + (1− t2)C) dxdy

= αH (t1) + βH (t2) ,

which proves the convexity of H on [0, 1] .
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(ii) We will prove the following identity:

(6.14) H (t) =
1

πt2R2

∫∫
D(C,tR)

f (x, y) dxdy

for all t ∈ (0, 1] .
Fix t in (0, 1] and consider the transformation g = (ψ, η) : R2 → R2 given
by: {

ψ (x, y) := tx+ (1− t) a
η (x, y) := ty + (1− t) b , (x, y) ∈ R2.

Then g (D (C,R)) = D (C, tR) .
Indeed, for all (x, y) ∈ D (C,R) we have:

(ψ − a)2 + (η − b)2 = t2
[
(x− a)2 + (y − b)2

]
≤ (tR)2

which shows that (ψ, η) ∈ D (C, tR) , and conversely, for all (ψ, η) ∈
D (C, tR) , it is easy to see that there exists (x, y) ∈ D (C,R) so that
g (x, y) = (ψ, η) .
We have the change of variable:∫∫

D(C,tR)

f (ψ, η) dψdη

=
∫∫

D(C,R)

f (ψ (x, y) , η (x, y))
∣∣∣∣D (ψ, η)
D (x, y)

∣∣∣∣ dxdy
=

∫∫
D(C,R)

f (t (x, y) + (1− t) (a, b)) t2dxdy

since
∣∣∣D(ψ,η)
D(x,y)

∣∣∣ = t2, which gives us the equality (6.14) .
Now, by the inequality (6.7) , we have:

1
πt2R2

∫∫
D(C,tR)

f (x, y) dxdy ≥ f (C)

which gives us H (t) ≥ f (C) for all t ∈ [0, 1] and since H (0) = f (C) , we
obtain the bound (6.12) .
By the convexity of f on the disk D (C,R) we have:

H (t) ≤ 1
πR2

∫∫
D(C,R)

[tf (x, y) + (1− t) f (C)] dxdy

=
t

πR2

∫∫
D(C,R)

f (x, y) dxdy + (1− t) f (C)

≤ t

πR2

∫∫
D(C,R)

f (x, y) dxdy +
1− t

πR2

∫∫
D(C,R)

f (x, y) dxdy

=
1

πR2

∫∫
D(C,R)

f (x, y) dxdy.

As we have

H (1) =
1

πR2

∫∫
D(C,R)

f (x, y) dxdy,

then the bound (6.13) holds.
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(iii) Let 0 ≤ t1 < t2 ≤ 1. Then, by the convexity of the mapping H we have:

H (t2)−H (t1)
t2 − t1

≥ H (t1)−H (0)
t1

≥ 0

as H (t1) ≥ H (0) for all t1 ∈ [0, 1] , which proves the monotonicity of the
mapping H in the interval [0, 1] .

Further on, we shall introduce another mapping connected to Hadamard’s in-
equality

h : [0, 1] → R, h (t) :=
{ 1

2πRt

∫
S(C,tR)

f (γ) dl (γ (t)) , t ∈ (0, 1]
f (C) , t = 0

where f : D (C,R) → R is a convex mapping on the disk D (C,R) centered at the
point C = (a, b) ∈ R2 and having the same radius R.

The main properties of this mapping are embodied in the following theorem
[33].

Theorem 214. With the above assumptions one has:
(i) The mapping h : [0, 1] → R is convex on [0, 1] ;

(ii) One has the bounds

(6.15) inf
t∈[0,1]

h (t) = f (0) = f (C)

and

(6.16) sup
t∈[0,1]

h (t) = h (1) =
1

2πR

∫
S(C,R)

f (γ) dl (γ) ;

(iii) The mapping h is monotonic nondecreasing on [0, 1] ;
(iv) We have the inequality:

H (t) ≤ h (t) for all t ∈ [0, 1] .

Proof. For a fixed t in [0, 1] consider the curve

γ :
{
x (θ) = tR cos θ + a
y (θ) = tR sin θ + b

, θ ∈ [0, 2π] .

Then Im (γ) = γ ([0, 2π]) = S (C, tR) and
1

2πtR

∫
S(C,tR)

f (γ) dl (γ)

=
1

2πtR

∫ 2π

0

f (tR cos θ + a, tR sin θ + b)
√

(ẋ (θ))2 + (ẏ (θ))2dθ

=
1
2π

∫ 2π

0

f (tR cos θ + a, tR sin θ + b) dθ.

We note that, then

h (t) =
1
2π

∫ 2π

0

f (tR cos θ + a, tR sin θ + b) dθ

=
1
2π

∫ 2π

0

f (t (R cos θ,R sin θ) + (a, b)) dθ

for all t ∈ [0, 1] .
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(i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α+ β = 1. Then, by the convexity of
f we get that

h (αt1 + βt2) =
1
2π

∫ 2π

0

f (α [t1 (R cos θ,R sin θ) + (a, b)]

+ β [t2 (R cos θ,R sin θ) + (a, b)]) dθ

≤ α · 1
2π

∫ 2π

0

f (t1 (R cos θ,R sin θ) + (a, b)) dθ

+β · 1
2π

∫ 2π

0

f (t2 (R cos θ,R sin θ) + (a, b)) dθ

= αh (t1) + βh (t2)

which proves the convexity of h on [0, 1] .
(iv) In the above theorem we showed that:

H (t) =
1

πt2R2

∫∫
D(C,tR)

f (x, y) dxdy for all t ∈ (0, 1] .

By Hadamard’s inequality (6.7) we can state that:

1
πt2R2

∫∫
D(C,tR)

f (x, y) dxdy ≤ 1
2πtR

∫
S(C,tR)

f (γ) dl (γ)

which gives us that

H (t) ≤ h (t) for all t ∈ (0, 1] .

As it is easy to see that H (0) = h (0) = f (C) , then the inequality
embodied in (iv) is proved.

(ii) The bound (6.15) follows by the above considerations and we shall omit
the details.
By the convexity of f on the disk D (0, R) we have:

h (t) =
1
2π

∫ 2π

0

f (t [(R cos θ,R sin θ) + (a, b)] + (1− t) (a, b)) dθ

≤ t · 1
2π

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ + (1− t) f (a, b)
1
2π

∫ 2π

0

dθ

≤ t · 1
2π

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ

+(1− t) · 1
2π

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ

=
1
2π

∫ 2π

0

f (R cos θ + a,R sin θ + b) dθ = h (1)

for all t ∈ [0, 1] , which proves the bound (6.16) .
(iii) Follows by the above considerations as in the Theorem 213. We shall omit

the details.
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For a convex mapping f defined on the disk D (C,R) we can also consider the
mapping:

g (t, (x, y)) :=
1

πR2

∫∫
D(C,R)

f (t (x, y) + (1− t) (z, u)) dzdu

which is well-defined for all t ∈ [0, 1] and (x, y) ∈ D (C,R) .
The main properties of the mapping g are enclosed in the following proposition

[33]:
Proposition 75. With the above assumptions on the mapping f one has:
(i) For all (x, y) ∈ D (C,R) , the map g (·, (x, y)) is convex on [0, 1] ;

(ii) For all t ∈ [0, 1] , the map g (t, ·) is convex on D (C,R) .

Proof. (i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α + β = 1. By the
convexity of f we have:

g (αt1 + βt2, (x, y))

=
1

πR2

∫∫
D(C,R)

f (α [t1 (x, y) + (1− t1) (z, u)]

+ β [t2 (x, y) + (1− t2) (z, u)]) dzdu

≤ α · 1
πR2

∫∫
D(C,R)

f (t1 (x, y) + (1− t1) (z, u)) dzdu

+β · 1
πR2

∫∫
D(C,R)

f (t2 (x, y) + (1− t2) (z, u)) dzdu

= αg (t1, (x, y)) + βg (t2, (x, y))

for all (x, y) ∈ D (C,R) , and the statement is proved.
(ii) Let (x1, y1) , (x2, y2) ∈ D (C,R) and α, β ≥ 0 with α+ β = 1. Then

g (t, α (x1, y1) + β (x2, y2))

=
1

πR2

∫∫
D(C,R)

f [α (t (x1, y1) + (1− t) (z, u))

+β (t (x2, y2) + (1− t) (z, u))] dzdu

≤ α · 1
πR2

∫∫
D(C,R)

f (t (x1, y1) + (1− t) (z, u)) dzdu

+β · 1
πR2

∫∫
D(C,R)

f (t (x2, y2) + (1− t) (z, u)) dzdu

= αg (t, (x1, y1)) + βg (t, (x2, y2))

for all t ∈ [0, 1] , and the statement is proved.

By the use of this mapping we can introduce the following application as well:

G : [0, 1] → R, G (t) :=
1

πR2

∫∫
D(C,R)

g (t, (x, y)) dxdy

where g is as above.
The main properties of this mapping are embodied in the following theorem

[33].
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Theorem 215. With the above assumptions we have:

(i) For all s ∈
[
0, 1

2

]
G

(
s+

1
2

)
= G

(
1
2
− s

)
,

and for all t ∈ [0, 1] one has

G (1− t) = G (t) ;

(ii) The mapping G is convex on the interval [0, 1] ;
(iii) One has the bounds:

inf
t∈[0,1]

G (t) = G

(
1
2

)
=

1
(πR2)2

∫∫∫∫
D(C,R)×D(C,R)

f

(
x+ z

2
,
y + u

2

)
dxdydzdu ≥ f (C)

and

sup
t∈[0,1]

G (t) = G (0) = G (1) =
1

πR2

∫∫
D(C,R)

f (x, y) dxdy;

(iv) The mapping G is monotonic nonincreasing on
[
0, 1

2

]
and nondecreasing

on
[
1
2 , 1
]
;

(v) We have the inequality:

(6.17) G (t) ≥ max {H (t) ,H (1− t)}

for all t ∈ [0, 1] .

Proof. The statements (i) and (ii) are obvious by the properties of the map-
ping g defined above and we shall omit the details.

(iii) By (i) and (ii) we have:

G (t) =
G (t) +G (1− t)

2
≥ G

(
1
2

)
for all t ∈ [0, 1]

which proves the first bound in (iii) .
Note that the inequality

G

(
1
2

)
≥ f (C)
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follows by (6.17) for t = 1
2 and taking into account that H

(
1
2

)
≥ f (C) .

We also have:

G (t)

=
1

(πR2)2

∫∫
D(C,R)

(∫∫
D(C,R)

f (t (x, y) + (1− t) (z, u)) dzdu

)
dxdy

≤ 1
(πR2)2

∫∫
D(C,R)

[
tf (x, y)πR2 + (1− t)

∫∫
D(C,R)

f (z, u) dzdu

]
dxdy

=
1

(πR2)2

[
tπR2

∫∫
D(C,R)

f (x, y) dxdy + (1− t)πR2

∫∫
D(C,R)

f (x, y) dxdy

]

=
1

πR2

∫∫
D(C,R)

f (x, y) dxdy

for all t ∈ [0, 1] , and the second bound in (iii) is also proved.
(iv) The argument goes likewise as in the proof of Theorem 213 (iii) and we

shall omit the details.
(v) By Theorem 212 we have that:

G (t) =
1

πR2

∫∫
D(C,R)

g (t, (x, y)) dxdy

≥ g (t, (a, b)) =
1

πR2

∫∫
D(C,R)

f (t (x, y) + (1− t) (a, b)) dxdy = H (t)

for all t ∈ [0, 1] .
As G (t) = G (1− t) ≥ H (1− t) , we obtain the desired inequality (6.17) .
The theorem is thus proved.

3. A H· −H· Inequality on a Ball

In this section we will point out some inequalities of Hadamard’s type for convex
functions defined on a ball B̄ (C,R) where C = (a, b, c) ∈ R3, R > 0 and

B̄ (C,R) :=
{

(x, y, z) ∈ R3
∣∣ (x− a)2 + (y − b)2 + (z − c)2 ≤ R2

}
.

The following theorem holds [32]:
Theorem 216. Let f : B̄ (C,R) → R be a convex mapping on the ball B̄ (C,R) .

Then we have the inequality:

f (a, b, c) ≤ 1
ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz(6.18)

≤ 1
σ
(
B̄ (C,R)

) ∫∫
S(C,R)

f (x, y, z) ds

where

S (C,R) :=
{

(x, y, z) ∈ R3
∣∣ (x− a)2 + (y − b)2 + (z − c)2 = R2

}
and

ν
(
B̄ (C,R)

)
=

4πR3

3
, σ
(
B̄ (C,R)

)
= 4πR2.
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Proof. To prove the first inequality in (6.18), let us consider the transforma-
tion:

T1 : R3 → R3, T1 (u, v, w) = (2a− u, 2b− v, 2c− w) .

It is easy to see that the Jacobian of T1 is

J (T1) = det

∣∣∣∣∣∣
−1 0 0
0 −1 0
0 0 −1

∣∣∣∣∣∣ = −1

and T1 is a one-to-one mapping which transforms the ball B̄ (C,R) in itself. Then
we have the change of variable:∫∫∫

B̄(C,R)

f (x, y, z) dxdydz(6.19)

=
∫∫∫

B̄(C,R)

f (2a− u, 2b− v, 2c− w) |J (T1)| dudvdw

=
∫∫∫

B̄(C,R)

f (2a− x, 2b− y, 2c− z) dxdydz.

Now, by the convexity of f on the ball B̄ (C,R) , we have:

1
2

[f (x, y, z) + f (2a− x, 2b− y, 2c− z)] ≥ f (a, b, c)

for all (x, y, z) ∈ B̄ (C,R) .
Integrating this inequality on B̄ (C,R) and taking into account that the equality
(6.19) holds, we get∫∫∫

B̄(C,R)

f (x, y, z) dxdydz

≥ f (a, b, c)
∫∫∫

B̄(C,R)

dxdydz = ν
(
B̄ (C,R)

)
f (a, b, c) .

That is, the first inequality in (6.18) .
To prove the second part of the inequality (6.18), let us consider the transformation
T2 : R3 → R3 given by:

T2 (r, ψ, ϕ) := (r cosψ cosϕ+ a, r cosψ sinϕ+ b, r sinψ + c) .

It is well known that the Jacobian of T2 is

J (T2) = r2 cosψ

and T2 is a one-to-one mapping defined on the interval of R3, [0, R] ×
[
−π

2 ,
π
2

]
×

[0, 2π] , with values in the ball B̄ (C,R) from R3. Thus we have the change of
variable:

I : =
∫∫∫

B̄(C,R)

f (x, y, z) dxdydz

=
∫ R

0

∫ π
2

−π
2

∫ 2π

0

[f (r cosψ cosϕ+ a, r cosψ sinϕ+ b, r sinψ + c)

× r2 cosψ
]
drdψdϕ.
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Now, let us observe that for (r, ψ, ϕ) ∈ [0, R]×
[
−π

2 ,
π
2

]
× [0, 2π] we have

f (r cosψ cosϕ+ a, r cosψ sinϕ+ b, r sinψ + c)

= f
[(

1− r

R

)
(a, b, c) +

r

R
(R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c)

]
.

Using the convexity of f on the ball B̄ (C,R) we can state that

f
[(

1− r

R

)
(a, b, c) +

r

R
(R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c)

]
(6.20)

≤
(
1− r

R

)
f (a, b, c) +

r

R
f (R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c)

for all (r, ψ, ϕ) ∈ [0, R]×
[
−π

2 ,
π
2

]
× [0, 2π] .

If we multiply this inequality with r2 cosψ ≥ 0 for (r, ψ) ∈ [0, R] ×
[
−π

2 ,
π
2

]
and

integrating the obtained inequality on [0, R]×
[
−π

2 ,
π
2

]
× [0, 2π] we derive:

I ≤ f (a, b, c)
∫ R

0

∫ π
2

−π
2

∫ 2π

0

r2 cosψ
(
1− r

R

)
drdψdϕ(6.21)

+
1
R

∫ R

0

∫ π
2

−π
2

∫ 2π

0

[
r3 cosψf (R cosψ cosϕ+ a,

R cosψ sinϕ+ b, R sinψ + c)] drdψdϕ

=
πR3

3
f (a, b, c) + J,

where

J :=
R3

4

∫ π
2

−π
2

∫ 2π

0

cosψf (R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c) dψdϕ.

Now, let us compute the surface integral of the first type

K :=
∫∫

S(C,R)

f (x, y, z) dS,

where

S (C,R) :=
{

(x, y, z) ∈ R3
∣∣ (x− a)2 + (y − b)2 + (z − c)2 = R2

}
.

If we consider the parametrization of S (C,R) given by:

S (C,R) :

 x = R cosψ cosϕ+ a
y = R cosψ sinϕ+ b
z = R sinψ + c

; (ψ,ϕ) ∈
[
−π

2
,
π

2

]
× [0, 2π]

and putting

A :=

∣∣∣∣∣ ∂y
∂ψ

∂z
∂ψ

∂y
∂ϕ

∂z
∂ϕ

∣∣∣∣∣ = −R2 cos2 ψ cosϕ,

B :=

∣∣∣∣∣ ∂x
∂ψ

∂z
∂ψ

∂x
∂ϕ

∂z
∂ϕ

∣∣∣∣∣ = R2 cos2 ψ sinϕ,

and

C :=

∣∣∣∣∣ ∂x
∂ψ

∂y
∂ψ

∂x
∂ϕ

∂y
∂ϕ

∣∣∣∣∣ = −R2 sinψ cosψ,
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we have that

A2 +B2 + C2 = R4 cos2 ψ for all (ψ,ϕ) ∈
[
−π

2
,
π

2

]
× [0, 2π] .

Thus,

K =
∫∫

S(C,R)

f (x, y, z) dS

=
∫ π

2

−π
2

∫ 2π

0

[f (R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c)

×
√
A2 +B2 + C2

]
dψdϕ

= R2

∫ π
2

−π
2

∫ 2π

0

cosψf (R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c) dψdϕ.

Consequently, using the above notations, we define: J = R
4K.

Now, using the inequality (6.21) we get

(6.22) I ≤ πR3

3
f (a, b, c) +

R

4

∫∫
S(C,R)

f (x, y, z) dS.

If we divide this inequality by ν
(
B̄ (C,R)

)
= 4πR3

3 , we get the following inequality
which is interesting in itself:

1
ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz(6.23)

≤ 1
4
f (a, b, c) +

3
4
· 1
σ
(
B̄ (C,R)

) ∫∫
S(C,R)

f (x, y, z) dS.

Now, taking into account that we proved the inequality

f (a, b, c) ≤ 1
ν̄
(
B̄ (C,R)

) ∫∫
B̄(C,R)

f (x, y, z) dxdydz,

then, from (6.23) we derive
3
4
· 1
ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz

≤ 3
4
· 1
σ
(
B̄ (C,R)

) ∫∫
S(C,R)

f (x, y, z) dS.

That is, the second part of the inequality (6.18) .
The proof of the theorem is thus completed.

3.1. Some Mappings Connected to H·−H· Inequality. As above, assume
that the mapping f : B̄ (C,R) → R is a convex mapping on the ball B̄ (C,R)
centered at the point C = (a, b, c) ∈ R3 and having the radius R > 0. Consider the
mapping H : [0, 1] → R associated with the function f and given by:

H (t) :=
1

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (t (x, y, z) + (1− t)C) dxdydz

which is well defined for all t ∈ [0, 1] .
The following theorem contains the main properties of this mapping [32].
Theorem 217. With the above assumption, we have:
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(i) The mapping H is convex on [0, 1] ;
(ii) One has the bounds:

(6.24) inf
t∈[0,1]

H (t) = H (0) = f (C)

and

(6.25) sup
t∈[0,1]

H (t) = H (1) =
1

ν̄
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz

(iii) The mapping H is monotonic nondecreasing on [0, 1] .

Proof. (i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α+β = 1. Then we have:

H (αt1 + βt2)

=
1

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (α [t1 (x, y, z) + (1− t1)C]

+ β [t2 (x, y, z) + (1− t2)C]) dxdydz

≤ α · 1
ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (t1 (x, y, z) + (1− t1)C) dxdydz

+β · 1
ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (t2 (x, y, z) + (1− t2)C) dxdydz

= αH (t1) + βH (t2)

which proves the convexity on [0, 1] .
(ii) We will prove the following identity:

(6.26) H (t) =
1

t3ν
(
B̄, C

) ∫∫∫
B̄(C,tR)

f (x, y, z) dxdydz

for all t ∈ [0, 1] .
Fix t in [0, 1] and consider the mapping g = (ψ, η, µ) : R3 → R3 given by ψ (x, y, z) = tx+ (1− t) a

η (x, y, z) = ty + (1− t) b
µ (x, y, z) = tz + (1− t) c

, (x, y, z) ∈ R3.

We have: ∣∣∣∣D (ψ, η, µ)
D (x, y, z)

∣∣∣∣ = t3

and g
(
B̄ (C,R)

)
= B̄ (C,R) . Indeed

(ψ − a)2 + (η − b)2 + (µ− c)2 = t2
[
(x− a)2 + (y − b)2 + (z − c)2

]
≤ t2R2

which shows that (ψ, η, µ) ∈ B̄ (C,R), and, conversely, for (ψ, η, µ) ∈
B̄ (C, tR) there exists (x, y, z) ∈ B̄ (C,R) such that g (x, y, z) = (ψ, η, µ) .
We have the following change of variable:∫∫∫

B̄(C,tR)

f (ψ, η, µ) dψdηdµ

=
∫∫∫

B̄(C,R)

f (ψ (x, y, z) , η (x, y, z) , µ (x, y, z))
∣∣∣∣D (ψ, η, µ)
D (x, y, z)

∣∣∣∣ dxdydz
=

∫∫∫
B̄(C,R)

f (t (x, y, z) + (1− t)C) t3dxdydz
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and the equality (6.26) is proved.
Now, by the first inequality in (6.18) we get:

1
ν
(
B̄ (C, tR)

) ∫∫∫
B̄(C,tR)

f (x, y, z) dxdydz ≥ f (C)

which gives us H (t) ≥ f (C) for all t ∈ [0, 1] . Since H (0) = f (C) , we
obtain the bound (6.24) .
By the convexity of f on the ball B̄ (C,R) we have:

H (t) ≤ 1
ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

[tf (x, y, z) + (1− t) f (C)] dxdydz

=
t

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz + (1− t) f (C)

≤ t

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz

+
1− t

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz

=
1

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz.

As we have

H (1) =
1

ν
(
B̄ (C,R)

) ∫∫∫
B̄(C,R)

f (x, y, z) dxdydz,

the bound (6.25) holds.
(iii) Let 0 ≤ t1 < t2 ≤ 1. Thus, by the convexity of the mapping H we have

H (t2)−H (t1)
t2 − t1

≥ H (t1)−H (0)
t1

≥ 0

as we proved that H (t1) ≥ H (0) for all t1 ∈ [0, 1] ; and the monotonicity
of H is proved.

Further on, we shall introduce another mapping connected to Hadamard’s in-
equality:

h : [0, 1] → R, h (t) :=

{
1

σ(B̄(C,tR))
∫∫
S(C,tR)

f (x, y, z) dS if t ∈ (0, 1]

f (C) if t = 0

where f : B̄ (C,R) → R is a convex mapping on the ball B̄ (C,R) centered at the
point C = (a, b, c) and having the radius R and S (C,R) is the sphere:

S (C,R) :=
{

(x, y, z) ∈ R3
∣∣ (x− a)2 + (y − b)2 + (z − c)2 = R2

}
.

The main properties of this mapping are embodied in the following theorem [32]:
Theorem 218. With the above assumptions, one has:
(i) The mapping h : [0, 1] → R is convex on [0, 1] ;

(ii) One has the bounds:

(6.27) inf
t∈[0,1]

h (t) = h (0) = f (C)
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and

(6.28) sup
t∈[0,1]

h (t) = h (1) =
1

σ
(
B̄ (C,R)

) ∫∫
S(C,R)

f (x, y, z) dS;

(iii) The mapping h is monotonic nondecreasing on [0, 1] ;
(iv) We have the inequality:

H (t) ≤ h (t) for all t ∈ [0, 1] .

Proof. For a fixed t in (0, 1] consider the surface:

S (C, tR) :

 x = tR cosψ cosϕ+ a
y = tR cosψ sinϕ+ b
z = tR sinψ + c

; (ψ,ϕ) ∈
[
−π

2
,
π

2

]
× [0, 2π] .

As in the proof of Theorem 216 we get the equality:

K =
∫∫

S(C,tR)

f (x, y, z) dS

= t2R2

×
∫ π

2

−π
2

∫ 2π

0

cosψf (tR cosψ cosϕ+ a, tR cosψ sinϕ+ b, tR sinψ + c) dψdϕ.

Thus,

h (t) =
1

4t2π2R2

∫∫
S(C,tR)

f (x, y, z) dS

=
1
4π

∫ π
2

−π
2

∫ 2π

0

cosψf (t (R cosψ cosϕ,R cosψ sinϕ,R sinψ) + C) dψdϕ

for all t ∈ (0, 1e .
Using this representation of the mapping h we can prove the following statements:

(i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α+ β = 1. Then, by the convexity of
f, we get that:

h (αt1 + βt1)

=
1
4π

∫ π
2

−π
2

∫ 2π

0

f [α (t1 (R cosψ cosϕ,R cosψ sinϕ,R sinψ) + C)

+ β (t2 (R cosψ cosϕ,R cosψ sinϕ,R sinψ) + C)] cosψdψdϕ

≤ α · 1
4π

∫ π
2

−π
2

∫ 2π

0

f [t1 (R cosψ cosϕ,R cosψ sinϕ,R sinψ) + C] cosψdψdϕ

+β · 1
4π

∫ π
2

−π
2

∫ 2π

0

f [t2 (R cosψ cosϕ,R cosψ sinϕ,R sinψ) + C] cosψdψdϕ

= αh (t1) + βh (t1)

which proves the convexity of h.
(iv) In the above theorem we proved among others, that

H (t) =
1

ν
(
B̄ (C, tR)

) ∫∫∫
B̄(C,tR)

f (x, y, z) dxdydz
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for all t ∈ (0, 1] .
By Hadamard’s inequality (6.18) applied for the ball B̄ (C, tR) we have:

1
ν
(
B̄ (C, tR)

) ∫∫∫
B̄(C,tR)

f (x, y, z) dxdydz

≤ 1
σ
(
B̄ (C, tR)

) ∫∫
S(C,tR)

f (x, y, z) dS

from where we get the inequality

H (t) ≤ h (t) for all t ∈ (0, 1] .

As it is easy to see that H (0) = h (0) = f (C) , the statement is thus
proved.

(ii) The bound (6.27) follows by the above considerations and we shall omit
the details.
By the convexity of f on the ball B̄ (C,R) we have:

h (t)

=
1
4π

∫ π
2

−π
2

∫ 2π

0

f (t [(R cosψ cosϕ,R cosψ sinϕ,R sinψ) + C]

+ (1− t)C) cosψdψdϕ

≤ t

4π

∫ π
2

−π
2

∫ 2π

0

f (R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c) cosψdψdϕ

+(1− t) f (C)
1
4π

∫ π
2

−π
2

∫ 2π

0

cosψdψdϕ

=
t

4π

∫ π
2

−π
2

∫ 2π

0

f (R cosψ cosϕ+ a,R cosψ sinϕ+ b, R sinψ + c) cosψdψdϕ

+(1− t) f (C)
= th (1) + (1− t) f (C) ≤ th (1) + (1− t)h (1) = h (1)

as f (C) ≤ h (t) for all t ∈ [0, 1] . Thus, the bound (6.28) is proved.
(iii) Follows as in the proof of Theorem 217, and we shall omit the details.

4. A H· −H· Inequality for Functions on a Convex Domain

4.1. A General Mapping Associated with the H· −H· Inequality. Let
D ⊂ Rm be a convex domain and A : C(D) → R be a given positive linear functional
such that A(e0) = 1, where e0(x) = 1, x ∈ D. If x = (x1, . . . , xm) is a point from
D we note by pi, i = 1, 2, . . . ,m the function defined on D by

pi(x) = xi, i = 1, 2, . . . ,m

and by ai, i = 1, 2, . . . ,m the value of the functional A in pi, i.e.,

A(pi) = ai, i = 1, 2, . . . ,m.

Let f be a convex mapping on D. We consider the mapping H : [0, 1] → R
associated with the function f and given by:

H(t) = A(f(tx+ (1− t)a))
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where a = (a1, a2, . . . , am) and the functional A acts concerning the variable x,
[79].

Theorem 219. With above assumptions, we have:

(i) The mapping H is convex on [0, 1];
(ii) The bounds of the function H are given by

(6.29) inf
t∈[0,1]

H(t) = H(0) = f(a)

and supt∈[0,1]H(t) = H(1) = A(f);
(iii) The mapping H is monotonic nondecreasing on [0, 1].

Proof. (i) Let t1, t2 ∈ [0, 1] and α, β ≥ 0 with α+β = 1. Then we have

H(αt1 + βt2) = A[f((αt1 + βt2)x+ (1− (αt1 + βt2))a)]
= A[f(α(t1x+ (1− t1)a) + β(t2x+ (1− t2)a))]
≤ αA[f(t1x+ (1− t1)a)] +BA[f(t2x+ (1− t2)a)]
= αH(t1) + βH(t2)

which proves the convexity of H on [0, 1].
(ii) Let g be a convex function on D. Then there exist the real numbers

A1, A2, . . . , Am such that

(6.30) g(x) ≥ g(a) + (x1 − a1)A1 + (x2 − a2)A2 + · · ·+ (xm − am)Am

for any x = (x1, . . . , xm) ∈ D.
Using the fact that the functional A is linear and positive, from the in-
equality (6.30) we obtain the inequality:

(6.31) A(g) ≥ g(a).

Now, for a fixed number t, t ∈ [0, 1] the function g : D → R defined by

g(x) = f(tx+ (1− t)a)

is a convex function. From the inequality (6.31) we obtain

A(f(tx+ (1− t)a)) ≥ f(ta+ (1− t)a) = f(a)

or

H(t) ≥ H(0)

for every t ∈ [0, 1], which proves the equality (6.29).
Let 0 ≤ t1 < t2 ≤ 1. By the convexity of the mapping H we have:

H(t2)−H(t1)
t2 − t1

≥ H(t1)−H(0)
t1

≥ 0.

So the function H is a nondecreasing function and H(t) ≤ H(1). The
theorem is proved.
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4.2. A H· − H· Inequality on a Convex Domain. Let D be a bounded
convex domain from R3 with a piecewise smooth boundary S.

We note by:

σ :=
∫ ∫

S

dS,

a1 :=

∫ ∫
S
xdS

σ
,

a2 :=

∫ ∫
S
ydS

σ
,

a3 :=
∫ ∫

S

zdS,

and

v :=
∫ ∫ ∫

V

f(x, y, z)dxdydz.

Let us assume that the surface S is oriented with the aid of the unit normal h
directed to the exterior of D,

h = (cosα, cosβ, cos γ).

The following theorem is a generalization of the Theorem 216, [79].
Theorem 220. Let f be a convex function on D. With the above assumption

we have the following inequalities:

v

∫ ∫
S

fds− σ

∫ ∫
S

[(a1 − x) cosα+ (a2 − y) cosβ(6.32)

+(a3 − z) cos γ]f(x, y, z)dS

≥ 4σ
∫ ∫ ∫

D

f(x, y, z)dxdydz,

and

(6.33)
∫ ∫ ∫

D

f(x, y, z)dxdydz ≥ f(xσ, yσ, zσ)v,

where

xG =

∫ ∫ ∫
D
xdxdydz

v
,

yG =

∫ ∫ ∫
D
ydxdydz

v
,

and

zG =

∫ ∫ ∫
D
zdxdydz

v
.

Proof. We can assume that the function f has the partial derivatives ∂f∂x ,
∂f
∂y ,

∂f
∂z

and these are continuous on D.
For every point (u, v, w) ∈ S and (x, y, z) ∈ D the following inequality holds:

f(u, v, w) ≥ f(x, y, z) +
∂f

∂x
(x, y, z)(u− x)(6.34)

+
∂f

∂y
(x, y, z)(v − y) +

∂f

∂z
(x, y, z)(w − z).
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From the inequality (6.34) we have∫ ∫
S

f(x, y, z)dS ≥ f(x, y, z)σ +
∂f

∂x
(x, y, z)(a1 − x)σ(6.35)

+
∂f

∂y
(x, y, z)(a2 − y)σ +

∂f

∂z
(x, y, z)(a3 − z)σ.

The above inequality leads us to the inequality

v

∫ ∫
S

f(x, y, z)dS ≥ σ

∫ ∫ ∫
D

f(x, y, z)dxdydz +(6.36)

σ

∫ ∫ ∫
D

[
∂

∂x
((a1 − x)f(x, y, z)) +

∂

∂y
((a2 − y)f(x, y, z))

+
∂

∂z
((a3 − z)f(x, y, z))

]
dxdydz + 3σ

∫ ∫ ∫
D

f(x, y, z)dxdydz.

Using the Gauss-Ostrogradsky theorem we obtain the equality:∫ ∫ ∫
D

[
∂

∂x
((a1 − x)f(x, y, z) +

∂

∂y
((a2 − y)f(x, y, z))(6.37)

+
∂

∂z
((a3 − z)f(z, y, z)

]
dxdydz

=
∫ ∫

S

[(a1 − x) cosα+ (a2 − y) cosβ + (a3 − z) cos γ]f(x, y, z)dS.

From the relations (6.36) and (6.37) we obtain the inequality (6.31). The
inequality (6.33) is the inequality (6.31) for the functional

A(f) =

∫ ∫ ∫
D
f(x, y, z)dxdydz∫ ∫ ∫
D
dxdydz

.

Remark 99. For D = B(C,R) we have

(a1, a2, a3) = C

and
cosα =

x− a1

R
, cosβ =

y − a2

R
, cos γ =

z − a3

R
.

In this case the inequality (6.31) becomes:

σ

∫ ∫ ∫
B(C,R)

f(x, y, z)dxdydz ≤ v

∫ ∫
S(C,R)

f(x, y, z)dσ.
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dominated functions and applications, (in preparation).

[64] S. S. DRAGOMIR, C. E. M. PEARCE and J. E. PEČARIĆ, On Jessen’s and related in-
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[80] P.M. GILL, C.E.M. PEARCE and J. PEČARIĆ, Hadamard’s inequality for r−convex func-
tions, J. of Math. Anal. and Appl., 215 (1997), 461-470.

[81] E.K. GODUNOVA and V.I. LEVIN, Neravenstva Dlja Funkcii Širokogo Klassa, Moskva,
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Acta. Math., 30 (1906), 175-193.

[89] K. JICHANG, Some extensions and refinements of Minc-Sathre inequality, The Math.

Gazette, March 1999, Note 83.17, pp. 123-127.
[90] E. LEACH and M. SHOLANDER, Extended mean values II, J. Math. Anal. Appl ., 2 (1983),

207-223.

[91] H. KENYON, Note on convex functions, Amer. Math. Monthly, 63 (1956), 107.
[92] C.H. KIMBERLING, Some corollaries to an integral inequality, Amer. Math. Month., 81

(1974), 269-270.

[93] V.L. KLEE, Solution of a problem of E.M. Wright on convex functions, Amer. Math.
Monthly, 63 (1956), 106-107.

[94] V.R. KRYLOV, Approximate Calculation of Integrals, The MacMillan Comp., New York,
1962.

[95] JI-CHANG KUANG, Applied Inequalities, 2nd edition, Hunan Education Press, Changsha,

China, 1993. (Chinese)
[96] S. S. KUTATELADZE and A.M. RUBINOV, Minkowski duality and its applications, Rus-

sian Mathematical Surveys, 27 (1972), 137-192.

[97] K.-C. LEE and K.-L. TSENG, On a weighted generalisation of Hadamard’s inequality for
G-convex functions, Tamsui Oxford Journal of Math. Sci., 16(1) (2000), 91-104.

[98] T.P. LIN, The power mean and the logarithmic mean, Amer. Math. Monthly, 81 (1979),

879-883.
[99] M. LOÈVE, Probability Theory, van Nostrand, Princeton 3rd ed., 1963.
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[137] C.E.M. PEARCE, J. PEČARIĆ and V. ŠIMIĆ, Functional Stolarsky means, Math. Ineq. &

Appl., 4 (1999), 479-489.



350 BIBLIOGRAPHY
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[140] J.E. PEČARIĆ, Remarks on two interpolations of Hadamard’s inequalities, Contributions,
Macedonian Acad. of Sci. and Arts, Sect. of Math. and Technical Sciences, (Scopje), 13,

(1992), 9-12.
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[168] J. SÁNDOR, Sur la fonction Gamma, Center Rech. Math. Pures, Neuchâtel, Série I, Fasc.,

21 (1989), 4-7.

[169] I.J. SCHOENBERG, Cardianl spline interpolation, Regional Conference Series in Applied
Mathematics #12, SIAM Philadelphia, 1973.

[170] J. SIVALOGANATHAN, Implications of rank one convexity, Ann. Inst. H. Poincare. Anal.

Non-Lineaire, 5 (1988), no. 2, 99-118.
[171] I. SINGER, Abstract Convex Analysis, Wiley- Interscience Publication, N.Y., 1997.

[172] K.B. STOLARSKY, Generalizations of the logarithmic mean, Math. Mag., 48 (1975),87-92.

[173] M.-B. SUN, Inequalities for two-parameter mean of convex function, Mathematics in Prac-
tice and Theory, 27(3) (1997), 193-197. (Chinese)

[174] G.J. TEE, Further generalizations of a curiosity that Feynman remembered all his life, Math.

Mag., 72(1) (1999), p. 44.
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