
Semi-Inner Products and

Applications

S. S. Dragomir

School of Computer Science and Mathematics, Victoria
University of Technology, PO Box 14428, Melbourne City
MC, Victoria 8001, Australia.

URL: http://rgmia.vu.edu.au/SSDragomirWeb.html



1991 Mathematics Subject Classification. Primary 05C38, 15A15;
Secondary 05A15, 15A18

Abstract. Semi-Inner Products, that can be naturally defined in
general Banach spaces over the real or complex number field, play
an important role in describing the geometric properties of these
spaces.

In the first chapter of the book, a short introduction to the
main properties of the duality mapping that will be used in the
next chapters is given. Chapter 2 is devoted to the semi-inner
products in the sense of Lumer-Giles while the 3rd chapter is
concerning with the main properties of the superior and inferior
semi-inner products. In the next chapter the main properties of
Milicics semi-inner product and the properties of normed spaces
of (G)−type are presented. The next two chapters investigate the
geometric properties of (Q), (SQ) and 2k−inner product spaces
introduced by the author, while Chapter 7 is entirely devoted to
the study of different mappings that can naturally be associated to
the norm derivatives in general normed spaces and, in particular,
in inner product spaces. Chapters 8 and 9 investigate different or-
thogonalities that may be introduced in normed spaces and their
intimate relationship with semi-inner products. In Chapter 11,
orthogonal decomposition theorems in general normed spaces are
provided, while in the next chapter the problem of approximating
continuous linear functionals in general normed spaces and charac-
terizations of reflexivity in this context are given. A deeper insight
on this problem is then considered in Chapter 13, where some
classes of continuous functionals are introduced and a density re-
sult based on the famous Bishop-Phelps theorem is obtained. In
Chapter 14, the class of smooth normed spaces of (BD)-type and
their application for non-linear operators is presented. In the next
chapter the continuous sublinear functionals defined in Reflexive
Banach spaces is investigated, while Chapter 16 deals with convex
functions defined in more general spaces endowed with subinner
products. The monograph concludes by considering the represen-
tation problem of linear forms defined on modules endowed with
general semi-subinner products.
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1. PREFACE vii

1. Preface

Semi-Inner Products, that can be naturally defined in general Ba-
nach spaces over the real or complex number field, play an important
role in describing the geometric properties of these spaces.

In the last forty years a large number of authors including: G.
Lumer, P.S. Phillips, J.R. Giles, J.R. James, B.W. Glickfeld, E. Tor-
rance, G. Godini, I. Singer, T. Precupanu, I. Rosca, T. Husain, B.D.
Malviya, D.O. Koehler, P.M. Milicic, B. Nath, R.A. Tapia, A. Torgasev,
S.M. Khaleelulla, N.J. Kalton, G.V. Wood, S. Gudder, S. Strawther,
P.L. Papini, G.D. Faulkner, J.A. Canavati, J.L. Abreu, S.S. Dragomir,
D.K. Sen, C. Benitez, G. Marino, P. Pietramala, M.A. Noor, J.J.
Koliha, M. Crasmareanu and others, have used them as a powerful tool
in investigating various properties such as; reflexivity, strict convexity
and smoothness of Banach spaces as well as the possibility to represent
the continuous linear functionals or to bound sub-linear functionals or
convex functions defined on these spaces. Characterizations of different
types of orthogonality or other geometric properties in normed linear
spaces were also provided by the use of different semi-inner products
as will be shown further in this book.

In the first chapter of the book, a short introduction to the main
properties of the duality mapping that will be used in the next chap-
ters is given. Chapter 2 is devoted to the semi-inner products in the
sense of Lumer-Giles while the third chapter is concerned with the
main properties of the superior and inferior semi-inner products. In
the next chapter the main properties of Milicic?s semi-inner product
and the properties of normed spaces of (G)−type are presented. The
next two chapters investigate the geometric properties of (Q), (SQ)
and 2k−inner product spaces introduced by the author, while Chapter
7 is entirely devoted to the study of different mappings that can nat-
urally be associated to the norm derivatives in general normed spaces
and, in particular, in inner product spaces. Chapters 8 and 9 investi-
gate different orthogonalities that may be introduced in normed spaces
and their intimate relationship with semi-inner products. In Chap-
ter 11, orthogonal decomposition theorems in general normed spaces
are provided, while in the next chapter the problem of approximating
continuous linear functionals in general normed spaces and character-
izations of reflexivity in this context are given. A deeper insight on
this problem is then considered in Chapter 13, where some classes of
continuous functionals are introduced and a density result based on
the famous Bishop-Phelps theorem is obtained. In Chapter 14, the
class of smooth normed spaces of (BD)−type and their application for
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non-linear operators is presented. In the next chapter the continuous
sublinear functionals defined in Reflexive Banach spaces are investi-
gated, while Chapter 16 deals with convex functions defined in more
general spaces endowed with subinner products. The monograph con-
cludes by considering the representation problem of linear forms defined
on modules endowed with general semi-subinner products.

The bibliography at the end of each chapter contains only a list of
the papers cited in the chapter. The interested reader may find more
information on the subject by consulting the list of papers provided at
the end of the work.

The book is intended for use by both researchers and postgraduate
students interested in Functional Analysis. It also provides helpful tools
to mathematicians using Functional Analysis in other domains such as:
Linear and Non-linear Operator Theory, Optimisation Theory, Game
Theory or other related fields.

The author,

January 2003,
Melbourne



CHAPTER 1

The Normalized Duality Mapping

1. Definition and Some Fundamental Properties

In what follows, we recall some of the main properties for the nor-
malized duality mapping which will be used in the sequel. For more
information and details concerning this concept we recommend the
monograph by Ioana Ciorănescu [2] where further references are given.

Let (X, ‖·‖) be a normed linear space over the real or complex
number field which will be denoted by K.

Definition 1. The mapping J : X → 2X
∗
, where X∗ is the dual

space of X, given by:

J (x) := {x∗ ∈ X∗| 〈x∗, x〉 = ‖x∗‖ ‖x‖ , ‖x∗‖ = ‖x‖} , x ∈ X
will be called the normalised duality mapping of normed linear space
X.

Definition 2. A mapping J̃ : X → X∗ will be called a section of
normalised duality mapping if J̃ (x) ∈ J (x) for all x in X.

The next proposition contains some fundamental properties of these
multifunctions (see for example [1], [2] or [3]):

Proposition 1. Let (X, ‖·‖) be a normed space. Then the follow-
ing statements are true:

a) For each x ∈ X the set J (x) is convex and nonempty in X∗;
b) J is monotonic in the following sense:

Re 〈x∗ − y∗, x− y〉 ≥ 0

for every x, y ∈ X and x∗ ∈ J (x), y∗ ∈ J (y).
c) J is antihomogeneous, i.e.,

J (λx) = λ̄J (x)

for all x ∈ X and every scalar λ ∈ K.

Proof. The proof is as follows.

a) If x = 0, then obviously J (0) = {0} . Let x ∈ X, x 6= 0.
Consider the subspace Sp (x) := {λx|λ ∈ K} and define the

functional g : Sp (x) → K, g (u) = λ ‖x‖2 where u ∈ Sp (x),

1



2 1. THE NORMALIZED DUALITY MAPPING

u = λu (λ ∈ K). It is clear that g is a bounded linear func-
tional on Sp (x) and ‖y‖ = ‖x‖ . By a well-known corollary
of the Hahn-Banach theorem, there is a functional x∗ ∈ X∗

which extends the mapping g to X and is such that

‖x∗‖ = ‖y‖ = ‖x‖ .

Since

〈x, x〉 = g (x) = g (1 · x) = ‖x‖2 = ‖x∗‖ ‖x‖ ,

it follows that x∗ ∈ J (x) which shows that J (x) is nonempty.
Now, we will show that J (x) is convex in X∗.
Suppose x 6= 0 and let x∗1, x

∗
2 ∈ J (x). Then one has

〈tx∗2 + (1− t)x∗1, x〉 = t 〈x∗2, x〉+ (1− t) 〈x∗1, x〉
= t ‖x‖2 + (1− t) ‖x‖2 = ‖x‖2

for all t ∈ [0, 1].
On the other hand,

0 < ‖x‖ =

〈
tx∗2 + (1− t)x∗1,

x

‖x‖

〉
=

∣∣∣∣〈tx∗2 + (1− t)x∗1,
x

‖x‖

〉∣∣∣∣
≤ sup

y∈X�{0}

∣∣∣∣〈tx∗2 + (1− t)x∗1,
y

‖y‖

〉∣∣∣∣
= ‖tx∗2 + (1− t)x∗1‖

which shows that

‖x‖ ≤ ‖tx∗2 + (1− t)x∗1‖

for all t ∈ [0, 1].
However, ‖x∗2‖ = ‖x∗1‖ = ‖x‖, hence

‖tx∗2 + (1− t)x∗1‖ ≤ t ‖x∗2‖+ (1− t) ‖x∗1‖ = ‖x‖

for all t ∈ [0, 1] , which gives that

‖tx∗2 + (1− t)x∗1‖ ≤ ‖x‖

and consequently tx∗2 + (1− t)x∗1 ∈ J (x) for all t ∈ [0, 1], i.e.,
J (x) is a convex subset of X∗.
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b) Let x, y ∈ X and x∗ ∈ J (x), y∗ ∈ J (y). Then we have:

Re 〈x∗ − y∗, x− y〉
= 〈x∗, x〉+ 〈y∗, y〉 − Re 〈x∗, y〉 − Re 〈y∗, x〉
≥ ‖x∗‖ ‖x‖+ ‖y∗‖ ‖y‖ − ‖x∗‖ ‖y‖ − ‖y∗‖ ‖x‖
= ‖x‖2 + ‖y‖2 − 2 ‖x‖ ‖y‖ = (‖x‖ − ‖y‖)2 ≥ 0,

which proves the assertion.
c) If λ = 0, the statement is true.

Suppose that λ 6= 0 and x∗ ∈ J (λx), i.e.,

〈x∗, λx〉 = ‖x∗‖ ‖λx‖ and ‖x∗‖ = ‖λx‖

which yields that〈
1

λ̄
x∗, x

〉
=

∥∥∥∥1

λ̄
x∗
∥∥∥∥ ‖x‖ and

∥∥∥∥1

λ̄
x∗
∥∥∥∥ = ‖x‖ ,

i.e., 1
λ̄
x∗ ∈ J (x) and then x∗ ∈ λ̄J (x) which gives the inclusion

J (λx) ⊆ λ̄J (x).

The reverse inclusion goes likewise and we omit the details.

Now we will give a characterization of surjectivity of the dual map-
ping in terms of continuous linear functionals (see for example [1], [2]
or [3]).

Proposition 2. Let (X, ‖·‖) be a normed linear space. Then the
following statements are equivalent:

(i) Every continuous linear functional on X achieves its maximum
on the unit sphere, i.e.,

(∀)x∗ ∈ X∗, (∃)x ∈ X, ‖x‖ = 1 such that 〈x∗, x〉 = ‖x∗‖ .

(ii) The normalised duality mapping is surjective, i.e.,

(∀)x∗ ∈ X∗, (∃) y ∈ X such that x∗ ∈ J (y) .

Proof. “(i) =⇒(ii)”. Let x∗ ∈ X∗. Then there exists an element
x ∈ X, ‖x‖ = 1 and 〈x∗, x〉 = ‖x∗‖. Let y = ‖x∗‖x. We will show that
x∗ ∈ J (y).

Indeed, we have:

〈x∗, y〉 = 〈x∗, ‖x∗‖x〉 = ‖x∗‖ 〈x∗, x〉 = ‖x∗‖2 = ‖y‖2

and

‖x∗‖ = ‖y‖
i.e., x∗ ∈ J (y).
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“(ii) =⇒(i)”. Let x∗ ∈ X∗. Then there exists an element y ∈ X
such that x∗ ∈ J (y). We will show that x = y

‖y‖ achieves its maximum

of x∗ on the unit sphere. Indeed, we have:

〈x∗, x〉 =

〈
x∗,

y

‖y‖

〉
=

1

‖y‖
〈x∗, y〉 =

1

‖y‖
‖x∗‖ ‖y‖ = ‖x∗‖ ,

and the implication is proved.

2. Characterisations of Some Classes of Normed Spaces

In this section we point out some characterisations of smooth or
reflexive normed linear spaces in terms of normalised duality mapping.
A characterisation of strictly convex normed spaces is also given.

We start with the following definition (see for example [1], [2] or
[3]).

Definition 3. A normed linear space (X, ‖·‖) is said to be smooth
in the point x 6= 0 if there is a unique continuous linear functional x∗

such that:
〈x∗, x〉 = ‖x‖ and ‖x∗‖ = 1.

The following characterisation theorem holds (see for example [3]).

Theorem 1. Let (X, ‖·‖) be as above and x0 ∈ X with ‖x0‖ = 1.
Then the following statements are equivalent:

(i) X is smooth in x0;
(ii) J (x0) contains a unique element in X∗;
(iii) Every section J̃ of normalised duality mapping J has the prop-

erty:

(∀)xn ∈ X, ‖xn‖ = 1, xn
‖·‖
−−→ x =⇒ J̃ (xn) → J̃ (x0)

in the weak topology σ (X∗, X) of X∗;
(iv) The norm ‖·‖ is Gâteaux differentiable in x0.

Proof. “(i) =⇒(ii)”. Let us assume that there exists x∗1, x
∗
2 ∈

J (x0) with x∗1 6= x∗2. Then we have:

〈x∗1, x0〉 = ‖x∗1‖ ‖x0‖ = ‖x∗1‖
2 and ‖x∗1‖ = ‖x0‖ = 1

and
〈x∗2, x0〉 = ‖x∗2‖ ‖x0‖ = ‖x∗2‖

2 and ‖x∗2‖ = ‖x0‖ = 1,

which contradicts the smoothness of X at the point x0.
“(ii) =⇒(iii)”. Now, let us assume that (iii) is not true. Then

there exists a section J̃ of the normalised duality mapping J and a

sequence (xn)n∈N, ‖xn‖ = 1, xn
‖·‖
−−→ x0 and with the property that

J̃ (xn) 6→ J̃ (x0) in σ (X∗, X). Thus, one has a neighbourhood U in
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σ (X∗, X) of J (x0) so that in the exterior of U there are an infinite
number of terms of the sequence J̃ (xn). Let us denote these terms

by
(
J̃ (xp)

)
p∈N

. Since the unit ball of the dual space X∗ is σ (X∗, X)

– compact (c.f. the theorem of Alaoglu) then by
(
J̃ (xp)

)
p∈N

we can

extract a subsequence
(
J̃ (xq)

)
q∈N

which converges to a functional x∗

in σ (X∗, X) and ‖x∗‖ ≤ 1 (we also used the fact that
∥∥∥J̃ (xq)

∥∥∥ =

‖xq‖ = 1). Since we have

|x∗ (x0)− 1| =
∣∣∣x∗ (x0)−

〈
J̃ (xq) , xq

〉∣∣∣
≤
∣∣∣x∗ (x0)−

〈
J̃ (xq) , xq

〉∣∣∣+ ∣∣∣〈J̃ (xq) , x0

〉
−
〈
J̃ (xq) , xq

〉∣∣∣
≤
∣∣∣x∗ (x0)−

〈
J̃ (xq) , xq

〉∣∣∣+ ‖xq − x0‖ , q ∈ N,

hence, by passing at limit over q, q →∞, we get x∗ (x0) = 1. However,
we know that ‖x∗‖ ≤ 1, and thus ‖x∗‖ = 1.

Consequently, the continuous linear functional x∗ has the proper-
ties:

‖x∗‖ = 1 = ‖x0‖ and 〈x∗, x0〉 = 1 = ‖x0‖2 ,

which implies that x∗ = J̃ (x0) = J (x0) (because J (x0) contains a
unique element). In conclusion J̃ (xq) converges to J̃ (x0) in σ (X∗, X),
which contradicts the choice of the neighbourhood U .

“(iii) =⇒(iv)”. Let J̃ be a section of the normalised duality map-
ping J . Then for all t 6= 0 and h 6= 0, h ∈ X, we have:

‖x0 + th‖ − ‖x0‖ =
1

‖x0‖
[
‖x0‖ ‖x0 + th‖ − ‖x0‖2]

≥ 1

‖x0‖

[
Re
〈
J̃x0, x0 + th

〉
− ‖x0‖2

]
=

t

‖x0‖
Re
〈
J̃x0, h

〉
,

which implies that

(1.1)
1

‖x0‖
Re
〈
J̃x0, h

〉
≤ 1

t
(‖x0 + th‖ − ‖x0‖)

for all t > 0.
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On the other hand, one has:

1

t
(‖x0 + th‖ − ‖x0‖)

=
1

t ‖x0 + th‖
(
‖x0 + th‖2 − ‖x0‖ ‖x0 + th‖

)
=

1

t ‖x0 + th‖

(〈
J̃ (x0 + th) , x0 + th

〉
− ‖x0‖ ‖x0 + th‖

)
=

1

t ‖x0 + th‖

(
Re
〈
J̃ (x0 + th) , x0

〉
+ t Re 〈J (x0 + th) , h〉 − ‖x0‖ ‖x0 + th‖)

≤ Re

〈
J

(
x0 + th

‖x0 + th‖

)
, h

〉
because

Re
〈
J̃ (x0 + th) , x0

〉
≤ ‖x0‖ ‖x0 + th‖

and then

(1.2)
1

t
(‖x0 + th‖ − ‖x0‖) ≤ Re

〈
J̃

(
x0 + th

‖x0 + th‖

)
, h

〉
.

Using the inequalities (1.1) and (1.2) we summarize

Re

〈
J̃

(
x0

‖x0‖

)
, h

〉
≤ 1

t
(‖x0 + th‖ − ‖x0‖)(1.3)

≤ Re

〈
J̃

(
x0 + th

‖x0 + th‖

)
, h

〉
for all t > 0 and h ∈ X, h 6= 0.

It is well known that for every normed space (X, ‖·‖), the mapping
X 3 x 7−→ ‖x‖ ∈ R is Gâteaux differentiable at the right on X� {0},
i.e., there exists the limit

(∨+ ‖·‖) (x) · h := lim
t→0+

‖x+ th‖ − ‖x‖
t

, (∀)x ∈ X� {0} , (∀)h ∈ X.

It is also known that the norm ‖·‖ is Gâteaux differentiable on X� {0}
if and only if

(∨+ ‖·‖) (x) · h = − (∨+ ‖·‖) (x) · (−h)

for all h ∈ X.
By the relation (1.3) and taking into account the fact that:

lim
t→0+

Re

〈
J̃

(
x0 + th

‖x0 + th‖

)
, h

〉
= Re

〈
J̃

(
x0

‖x0‖

)
, h

〉
, (∀)h ∈ X



2. CHARACTERISATIONS OF SOME CLASSES OF NORMED SPACES 7

(this follows by (iii)), we deduce that

(∨+ ‖·‖) (x0) · h =

〈
J̃

(
x

‖x0‖

)
, h

〉
, (∀)h ∈ X.

On the other hand, we can see that:

− (∨+ ‖·‖) (x0) · (−h) = −
〈
J̃

(
x0

‖x0‖

)
,−h

〉
= (∨+ ‖·‖) (x0) · h, (∀)h ∈ X,

which shows that the norm ‖·‖ is Gâteaux differentiable in x0 and

(∨+ ‖·‖) (x0) · h =

〈
J̃

(
x0

‖x0‖

)
, h

〉
, (∀)h ∈ X.

“(iv) =⇒(ii)”. By the inequality (1.1) we have for all t > 0 and
for every J̃ a section of the normalised duality mapping

(1.4)
1

‖x0‖

〈
J̃x0, h

〉
≤ 1

t
(‖x0 + th‖ − ‖x0‖) , (∀)h ∈ X,

which implies for all s < 0:

(1.5)
1

s
(‖x0 + sh‖ − ‖x0‖) ≤

1

‖x0‖
Re
〈
J̃x0, h

〉
, (∀)h ∈ X.

Since the norm ‖·‖ is assumed Gâteaux differentiable in x0, then (1.4)
yields that:

(∨‖·‖) (x0) · h = (∨+ ‖·‖) (x0) · h = lim
t→0+

1

t
(‖x0 + th‖ − ‖x0‖)

≥ 1

‖x0‖
Re
〈
J̃x0, h

〉
, (∀)h ∈ X,

and the relation (1.5) shows that:

(∨‖·‖) (x0) · h = (∨− ‖·‖) (x0) · h = lim
s→0−

1

s
(‖x0 + sh‖ − ‖x0‖)

≤ 1

‖x0‖
Re
〈
J̃x0, h

〉
, (∀)h ∈ X.

Consequently, we get:

(1.6) (∨‖·‖) (x0) · h =
1

‖x0‖
Re
〈
J̃x0, h

〉
, (∀)h ∈ X.

Now, if we suppose that J (x0) contains two distinct functionals x∗0,1
and x∗0,2 and J̃1, J̃2 are two sections of normalised duality mapping J
such that;

J̃1 (x0) = x∗0,1 and J̃2 (x0) = x∗0,2
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then the relation (1.6) written for J̃1 and J̃2 gives

Re
〈
J̃1 (x0) , h

〉
= Re

〈
J̃2 (x0) , h

〉
, (∀)h ∈ X.

On the other hand:

Im
〈
J̃1 (x0) , h

〉
= −Re

〈
J̃1 (x0) , ih

〉
= −Re

〈
J̃2 (x0) , ih

〉
= Im

〈
J̃2 (x0) , h

〉
, (∀)h ∈ X,

which gives: 〈
J̃1 (x0) , h

〉
=
〈
J̃2 (x0) , h

〉
, (∀)h ∈ X,

i.e.,

J̃1 (x0) = J̃2 (x0) and x∗0,1 = x∗0,2
which produces a contradiction; and the implication is thus proved.

“(ii) =⇒(i)”. Let us assume that X is not smooth in x0. Then
there exists x∗, y∗ ∈ X∗, x∗ 6= y∗, ‖x∗‖ = ‖y∗‖ = 1 and 〈x∗, x0〉 =
‖x0‖ = 〈y∗, x0〉. If we put

x∗1 = ‖x0‖x∗ and y∗1 = ‖x0‖ y∗,
then

x∗1 ∈ J (x0) , y∗1 ∈ J (x0) , and x∗1 6= y∗1,

which contradicts the fact that J (x0) contains a unique element.
The proof of the theorem is thus completed.

The following corollary is a natural consequence by the above con-
siderations.

Corollary 1. Let (X, ‖·‖) be a normed linear space. Then the
following statements are equivalent:

(i) X is smooth;
(ii) The normalised duality mapping is univocal;
(iii) Every section J̃ of the normalised duality mapping J is con-

tinuous from X endowed with the norm topology at X∗ with
the weak topology σ (X∗, X);

(iv) The norm ‖·‖ is Gâteaux differentiable on X� {0}.
Now, let (X, ‖·‖) be a normed space, X∗ its dual, X∗∗ the bidual

of X. For a fixed element x ∈ X, we define the mapping Fx : X∗ → K,

Fx (f) = f (x) , f ∈ X∗.

It is obvious that Fx is a linear functional on X∗. Moreover, since

|Fx (f)| = |f (x)| ≤ ‖f‖ ‖x‖ , (∀) f ∈ X∗,
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it follows that Fx is also continuous on X∗. In addition, we have

‖Fx‖ ≤ ‖x‖ .

In this way, we can establish a mapping X 3 x Φ−→ Fx ∈ X∗∗ which
satisfies the inequality

‖Φ (x)‖ ≤ ‖x‖ , x ∈ X.
On the other hand, it is clear that Φ is a linear operator, and by the
above inequality, also a bounded operator on X. Now, by a well known
consequence of the Hahn-Banach theorem, there exists a functional
fx ∈ X∗ such that fx (x) = ‖x‖ and ‖fx‖ = 1. Consequently, we have:

‖x‖ = fx (x) = (Φ (x)) (fx) ≤ ‖Φ (x)‖ ‖f (x)‖ = ‖Φ (x)‖ ,
which shows that Φ is an isometry on X with values in X∗∗.

Definition 4. Let (X, ‖·‖) be a normed space. Then it will be said
to be reflexive if the mapping Φ defined as above is an isomorphism of
normed linear spaces or, equivalently, Φ is surjective.

The following characterisation of reflexivity in terms of the nor-
malised duality mapping holds (see for example [3]).

Theorem 2. Let (X, ‖·‖) be a Banach space. Then the following
statements are equivalent:

(i) X is reflexive;
(ii) The normalised duality mapping J is surjective.

Proof. We use the following result due to R.C. James (see [4] or
[5]) which states:

Theorem 3. Let (X, ‖·‖) be a Banach space. Then X is reflexive
if and only if for every x∗ a continuous linear functional there exists
an element x ∈ X such that:

〈x∗, x〉 = ‖x∗‖ ‖x‖ .
This element is said to be a maximal element for x∗.

Now, if we assume that X is reflexive, then for every x∗ ∈ X� {0}
there exists, by James’ result, an element u (u = x

‖x‖ , x 6= 0) in which

the functional x∗ achieves its norm and, by Proposition 2, we obtain
that J is surjective.

The converse of this implication goes likewise and we omit the de-
tails.

Finally, we recall the concept of strictly convex normed spaces and
we give a result containing a characterisation of this class of spaces in
terms of normalised duality mapping.
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Definition 5. A normed linear space (X, ‖·‖) will be called strictly
convex if for every x, y from X, x 6= y and ‖x‖ = ‖y‖ = 1 we have:

‖λx+ (1− λ) y‖ < 1

for all λ ∈ (0, 1).

Now we can state the following result.

Theorem 4. Let (X, ‖·‖) be a normed linear space. Then the fol-
lowing statements are equivalent.

(i) X is strictly convex;
(ii) The duality mapping J is strictly monotonic;
(iii) The duality mapping is injective, i.e.,

J (x) ∩ J (y) = ∅ for x 6= y.

The proof follows by the following well known results due to M.G.
Klein (see for example [6]) which states:

Theorem 5. A normed linear space (X, ‖·‖) is strictly convex iff
every continuous linear functional on it has at most one maximal ele-
ment having the same norm one.

We omit the details.
For other classical characterisations of reflexive or strictly convex

normed linear spaces we refer the reader to [7] where further references
are given.

3. Other Properties of Normalised Duality Mappings

We start with the following theorem which improves the equivalence
“(i)⇐⇒(iii)” of Theorem 1 and also gives another characterisation of
smoothness as follows.

Theorem 6. Let (X, ‖·‖) be a normed linear space and x0 ∈ X� {0}.
Then the following statements are equivalent:

(i) X is smooth in x0;
(ii) For every J̃ a section of the normalised duality mapping J we

have

(1.7) lim
t→0

Re
〈
J̃ (x0 + ty) , y

〉
= Re

〈
J̃x0, y

〉
for all y ∈ X;

(iii) For every J as above, we have:

(1.8) lim
t→0

Re

〈
J̃ (x0 + ty)− J̃x0

t
, x0

〉
= Re

〈
J̃x0, y

〉
for all y ∈ X.
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Proof. As in the proof of Theorem 1 (see the relation (1.3)), we
have the double inequality:

(1.9) Re

〈
J̃x0

‖x0‖
, y

〉
≤ ‖x0 + ty‖ − ‖x0‖

t
≤ Re

〈
J̃ (x0 + ty)

‖x0 + ty‖
, y

〉
for all y ∈ X and t > 0 (J̃ is a section of a duality mapping).

On the other hand, by the first inequality in (1.9), we have

(1.10) Re

〈
J̃ (x0 + ty)

‖x0 + ty‖
, y

〉
≤ ‖x0 + 2ty‖ − ‖x0 + ty‖

t

for all y ∈ X and t > 0. By the inequalities (1.9) and (1.10) we have:

lim
t→0+

‖x0 + ty‖ − ‖x0‖
t

≤ lim
t→0+

Re

〈
J̃ (x0 + ty)

‖x0 + ty‖
, y

〉
≤ lim

t→0+

‖x0 + 2ty‖ − ‖x0 + ty‖
t

= 2 lim
t→0+

‖x0 + 2ty‖ − ‖x0‖
2t

− lim
t→0+

‖x0 + ty‖ − ‖x0‖
t

= 2 lim
s→0+

‖x0 + sy‖ − ‖x0‖
s

− lim
t→0+

‖x0 + ty‖ − ‖x0‖
t

= lim
t→0+

‖x0 + ty‖ − ‖x0‖
t

,

for all y ∈ X, which shows that in every normed space we have the
equality:

(1.11) lim
t→0+

‖x0 + ty‖ − ‖x0‖
t

= lim
t→0+

Re

〈
J̃ (x0 + ty)

‖x0 + ty‖
, y

〉
for all y ∈ X.

“(i) =⇒ (ii)”. If X is smooth in x0, then by (1.11) we have:

‖x0‖ (∨‖·‖) (x0) y = lim
t→0+

Re
〈
J̃ (x0 + ty) , y

〉
for all y ∈ X.

On the other hand, one has

lim
t→0+

Re
〈
J̃ (x0 + t (−y)) , (−y)

〉
= ‖x0‖ (∨‖·‖) (x0) (−y)

and then

lim
t→0+

Re
〈
J̃ (x0 − ty) , y

〉
= −‖x0‖ (∨‖·‖) (x0) (−y)

= ‖x0‖ (∨‖·‖) (x0) y.
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However,

lim
t→0+

Re
〈
J̃ (x0 − ty) , y

〉
= lim

s→0−
Re
〈
J̃ (x0 + sy) , y

〉
.

Consequently, the limit lim
t→0

Re
〈
J̃ (x0 + ty) , y

〉
exists and

(1.12) lim
t→0

Re
〈
J̃ (x0 + ty) , y

〉
= ‖x0‖ (∨‖·‖) (x0) · y

for all y ∈ X.
Now, by the inequality (1.9) we also have:

‖x0‖
(‖x0 + sy‖ − ‖x0‖)

s
≤ Re

〈
J̃ (x0) , y

〉
≤ ‖x0‖

(‖x0 + ty‖ − ‖x0‖)
t

for all t > 0, s < 0 and y ∈ X is smooth in x0 we obtain

(1.13) ‖x0‖ (∨‖·‖) (x0) · y = Re
〈
J̃ (x0) , y

〉
for all y ∈ X and then (1.12) and (1.13) show the relation (1.7), and
the implication is thus proven.

“(ii) =⇒ (i)”. By the inequality (1.9) we deduce:

Re

〈
J̃ (x0)

‖x0‖
, y

〉
≤ lim

t→0+

‖x0 + ty‖ − ‖x0‖
t

= (∨+ ‖·‖) (x0) · y

≤ lim
t→0+

Re

〈
J̃ (x0 + ty) , y

〉
‖x0 + ty‖

=
Re
〈
J̃x0, y

〉
‖x0‖

then

(∨+ ‖·‖) (x0) · y =
Re
〈
J̃ (x0) , y

〉
‖x0‖

for all y ∈ X.

On the other hand, one has:

(∨− ‖·‖) (x0) · y = − (∨+ ‖·‖) (x0) · (−y) = −
Re
〈
J̃x0,−y

〉
‖x0‖

=
Re
〈
J̃x0, y

〉
‖x0‖

= (∨+ ‖·‖) (x0) · y

for y ∈ X, which shows that the norm ‖·‖ is Gâteaux differentiable in
x0, i.e., X is smooth in x0.
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“(i) =⇒ (iii)”. Firstly, let us observe that the following equality
holds

‖x0 + ty‖2 − ‖x0‖2

t

=
Re
〈
J̃ (x0 + ty) , x0 + ty

〉
−
〈
J̃x0, x0

〉
t

= Re

〈
J̃ (x0 + ty)− J̃x0

t
, x0

〉
+ Re

〈
J̃ (x0 + ty) , y

〉
for all y ∈ X and t 6= 0, where J̃ is a section of a duality mapping.
Now, assume that X is smooth in x0. Then by the above equality we
have:

lim
t→0

Re

〈
J̃ (x0 + ty)− J̃x0

t
, x0

〉

= lim
t→0

‖x0 + ty‖2 − ‖x0‖2

t
− Re

〈
J̃ (x0 + ty) , y

〉
= 2 ‖x0‖ (∨‖·‖) (x0) · y − Re 〈Jx0, y〉

= Re
〈
J̃x0, y

〉
(we also used the statement (ii)), and thus (1.8) holds.

Conversely, if (1.8) holds, then, by the use of identity (1.11), we
deduce:

2 ‖x0‖ (∨+ ‖·‖) (x0) · y = lim
t→0+

‖x0 + ty‖2 − ‖x0‖2

t

= Re
〈
J̃x0, y

〉
+ lim

t→0+
Re
〈
J̃ (x0 + ty) , y

〉
= Re

〈
J̃x0, y

〉
+ ‖x0‖ (∨+ ‖·‖) (x0) · y

for all y ∈ X. Consequently,

‖x0‖ (∨+ ‖·‖) (x0) · y = Re 〈Jx0, y〉
for all y ∈ X.

Since

‖x0‖ (∨+ ‖·‖) (x0) · (−y) = Re
〈
J̃x0, (−y)

〉
= −Re

〈
J̃x0, y

〉
= ‖x0‖ (∨+ ‖·‖) (x0) · y

for all y ∈ X, it follows that ‖·‖ is Gâteaux differentiable in x0 and the
proof is completed.
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Corollary 2. Let X be a normed linear space. Then the following
statements are equivalent:

(i) X is smooth;
(ii) For a section J̃ of normalised duality mapping J , we have

lim
t→0

Re
〈
J̃ (x+ ty) , y

〉
= Re

〈
J̃x, y

〉
for all x, y ∈ X;

(iii) For a section J̃ of duality mapping we have:

lim
t→0

Re

〈
J̃ (x+ ty)− J̃x

t
, x

〉
= Re

〈
J̃x, y

〉
for all x, y ∈ X.

The proof is clearly embodied in the above theorem and we omit
the details.

Remark 1. The equivalence “(i) ⇐⇒ (ii)” is similar in a sense
with the result of J.R. Giles [8] which holds for semi-inner products.
On the other hand, equivalence “(i) ⇐⇒ (ii)” of Theorem 6 improves
the equivalence “(i) ⇐⇒ (iii)” of Theorem 1.

The following result is due to M. Golomb and R.A. Tapia [9] (see
also [3, p. 283]).

Theorem 7. Let X be a real (complex) Banach space on which the
normalised duality mapping is univocal. Then J is linear (antilinear)
iff X is an inner product space.

Proof. If X is a Hilbert space then by Riesz’s representation the-
orem it follows that J is a linear operator on X with values in X∗.

Conversely, if J is linear, then one has:

‖x± y‖2 = 〈J (x± y) , x± y〉 = 〈Jx± Jy, x± y〉
= 〈Jx, x〉+ 〈Jy, y〉 ± 〈Jx, y〉 ± 〈Jy, x〉

for all x, y ∈ X.
Consequently,

‖x+ y‖2 + ‖x− y‖2 = 2
(
‖x‖2 + ‖y‖2)

which shows, by the well known result of von Neumann and Jordan,
that X is an inner product space.

Now, we list some other properties of the normalised duality map-
ping.

Theorem 8. Let (X, ‖·‖) be a normed linear space. Then the fol-
lowing assertions are true:
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(i) If X∗ is smooth (strictly convex) then X is strictly convex
(smooth);

(ii) If X is reflexive, then in the above statement we have an equiv-
alence.

For the proof of this fact, we refer the reader to [3, p. 50].
Another result is embodied in the following theorem.

Theorem 9. Let (X, ‖·‖) be a normed linear space. Then one has:

(i) If X∗ is strictly convex, then the normalised duality mapping is
univocal and continuous to X endowed with the norm topology
at X∗ with the weak topology σ (X,X∗).

(ii) If X and X∗ are strictly convex and X is reflexive, then J is
strictly monotonic and bijective.

For a proof of these facts, see [3, pp. 283-284].
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CHAPTER 2

Semi-Inner Products in the Sense of Lumer-Giles

1. Definition and Fundamental Properties

In what follows, we assume that X is a linear space over the real
or complex number field K.

The following concept was introduced in 1961 by G. Lumer [1] but
the main properties of it were discovered by J.R. Giles [2], P.L. Papini
[3], P.M. Miličić [4] – [13], I. Roşca [14], B. Nath [15] and others.

In this introductory section we give the definition of this concept
and point out the main facts which are derived directly from the defi-
nition.

Definition 6. The mapping [·, ·] : X × X → K will be called the
semi-inner product in the sense of Lumer-Giles or L· − G·−s.i.p., for
short, if the following properties are satisfied:

(i) [x+ y, z] = [x, z] + [y, z] for all x, y ∈ X;
(ii) [λx, y] = λ [x, y] for all x, y ∈ X and λ a scalar in K;
(iii) [x, x] ≥ 0 for all x ∈ X and [x, x] = 0 implies that x = 0;
(iv) |[x, y]|2 ≤ [x, x] [y, y] for all x, y ∈ X;
(v) [x, λy] = λ̄ [x, y] for all x, y ∈ X and λ a scalar in K.

Now, we will state and prove the first result.

Proposition 3. Let X be a linear space and [·, ·] a L· −G·−s.i.p.
on X. Then the following statements are true:

(i) The mapping X 3 x
‖·‖
−−→ [x, x]

1
2 ∈ R+ is a norm on X;

(ii) For every y ∈ X the functional X 3 x
fy
−−→ [x, y] ∈ K is

a continuous linear functional on X endowed with the norm
generated by L· −G·−s.i.p. Moreover, one has ‖fy‖ = ‖y‖ .

Proof. The proof is as follows.

(i) We will verify the properties of the norm. Let x ∈ X. Then

‖x‖ = [x, x]
1
2 ≥ 0 and if ‖x‖ = 0, then [x, x] = 0, which

implies that x = 0.
If x ∈ X and λ ∈ K, then one has

‖λx‖ = [λx, λx]
1
2 =

[
λ · λ̄

] 1
2 [x, x]

1
2 = |λ| ‖x‖ .

19
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Finally, for every x, y ∈ X, we deduce:

‖x+ y‖2 = [x+ y, x+ y] = |[x, x+ y] + [y, x+ y]|
≤ |[x, x+ y]|+ |[y, x+ y]|
≤ ‖x‖ ‖x+ y‖+ ‖y‖ ‖x+ y‖

from where we get:

‖x+ y‖ ≤ ‖x‖+ ‖y‖

for all x, y ∈ X.
(ii) The fact that fy is linear follows by (i) and (ii) of Definition

6. Now, using Schwartz’s inequality (iv) we get;

|fy (x)| ≤ ‖x‖ ‖y‖ for all x in X,

which implies that fy is bounded and

‖fy‖ ≤ ‖y‖ .

On the other hand, we have;

‖fy‖ ≥
|fy (y)|
‖y‖

=
‖y‖2

‖y‖
= ‖y‖

and then ‖fy‖ = ‖y‖.

The following theorem due to I. Roşca [14] establishes a natural
connection between the normalised duality mapping and the semi-inner
products in the sense of Lumer-Giles.

Theorem 10. Let (X, ‖·‖) be a normed space. Then every L· −
G·−s.i.p. which generates the norm ‖·‖ is of the form

[x, y] =
〈
J̃ (y) , x

〉
for all x, y in X,

where J̃ is a section of the normalised duality mapping.

Proof. Let J̃ be a section of the normalised duality mapping J .
Define the functional;

[·, ·] : X ×X → K, [x, y] =
〈
J̃ (y) , x

〉
.

Then:

[αx+ βy, z] =
〈
J̃z, αx+ βy

〉
= α

〈
J̃z, x

〉
+ β

〈
J̃z, y

〉
= α [x, z] + β [y, z]
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for every α, β ∈ K and x, y, z ∈ X. We also have:

[x, αy] =
〈
J̃ (αy) , x

〉
=
〈
ᾱJ̃ (y) , x

〉
= ᾱ

〈
J̃ (y) , x

〉
= ᾱ [x, y]

for all x, y ∈ X and a scalar α in K.
Now, let us observe that one has

[x, x] =
〈
J̃x, x

〉
=
∥∥∥J̃x∥∥∥ ‖x‖ = ‖x‖2 ≥ 0 for all x ∈ X

and

[x, x] = 0, i.e, ‖x‖ = 0 implies x = 0.

Finally, by the properties of bounded linear functionals, we have:

|[x, y]|2 =
∣∣∣〈J̃ (y) , x

〉∣∣∣2 ≤ ∥∥∥J̃ (y)
∥∥∥2

‖x‖2 = ‖y‖2 ‖x‖2

= [x, x] [y, y]

for all x, y ∈ X, and then the mapping [·, ·] is a L· − G·−s.i.p. which
generates the norm ‖·‖ of X.

Conversely, let [·, ·] be a L· − G·−s.i.p. which generates the norm
‖·‖ of X. Define J̃ : X → X∗ such that the functional J̃ (y) (y ∈ X) is
given by: 〈

J̃ (y) , x
〉

:= [x, y] for all x ∈ X.

Then 〈
J̃x, x

〉
= [x, x] = ‖x‖2 , x ∈ X

and ∥∥∥J̃ (y)
∥∥∥ = ‖x‖ , y ∈ X (see Proposition 3).

Consequently, 〈
J̃ (x) , x

〉
=
∥∥∥J̃x∥∥∥ ‖x‖ and

∥∥∥J̃x∥∥∥ = ‖x‖

for all x ∈ X, i.e., J̃ is a section of the normalised duality mapping.

2. Characterisation of Some Classes of Normed Spaces

We will start with the next proposition which is a natural conse-
quence of Roşca’s result.

Proposition 4. Let (X, ‖·‖) be a normed linear space. Then the
following statements are equivalent:

(i) X is smooth;
(ii) There exists a unique L·−G·−s.i.p. which generates the norm

‖·‖.
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Proof. “(i) =⇒ (ii)”. If X is smooth, then J is univocal (see
Corollary 1) and there is a unique section of J , and then, by Theorem
10, a unique L· −G·−s.i.p. which generates the norm ‖·‖.

“(ii) =⇒ (i)”. If there exists a unique L·−G·−s.i.p. which generates
the norm ‖·‖, then J is univocal and by the same corollary it follows
that X is smooth.

Before we can state a remarkable result due to J.R. Giles [2] that
contains a classical characterisation of smooth normed spaces, we need
the following definition.

Definition 7. A L·−G·−s.i.p. [·, ·] defined on the linear space X
is said to be continuous [2], if for every x, y ∈ X one has the equality:

(2.1) lim
t→0

Re [y, x+ ty] = Re [y, x] .

Now we can state and give a partially new proof of this established
result (compare with [2]).

Theorem 11. Let (X, ‖·‖) be a normed linear space and [·, ·] a
L· −G·−s.i.p. which generates the norm ‖·‖. Then [·, ·] is continuous
if and only if the space X is smooth.

Proof. Let us suppose that [·, ·] is continuous. Using the prop-
erties of L· − G·−s.i.p.s we can easily obtain (see also [16, p. 387]):

(2.2)
Re [y, x]

‖x‖
≤ ‖x+ ty‖ − ‖x‖

t
≤ Re [y, x+ ty]

‖x+ ty‖
for every x, y ∈ X, x 6= 0 and t > 0. Passing at limit after t, t → 0+,
we have

(∨+ ‖·‖) (x) · y =
Re [y, x]

‖x‖
for all x, y ∈ X, x 6= 0.

On the other hand, one has:

(∨− ‖·‖) (x) · y = − (∨+ ‖·‖) (x) · (−y)

= −Re [−y, x]
‖x‖

=
Re [y, x]

‖x‖
= (∨+ ‖·‖) (x) · y

which shows that the norm ‖·‖ is Gâteaux differentiable, i.e., X is
smooth.

Conversely, let us assume that the norm ‖·‖ is Gâteaux differen-
tiable on X� {0}. Then, by the inequalities (2.2) we can write:

‖x+ ty‖ − ‖x‖
t

≤ Re [y, x+ ty]

‖x+ ty‖
≤ ‖x+ 2ty‖ − ‖x+ ty‖

t
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for all t > 0, i.e.,

1

t
(‖x+ ty‖ − ‖x‖) ‖x+ ty‖ ≤ Re [y, x+ ty]

≤ 1

t
(‖x+ 2ty‖ − ‖x+ ty‖) ‖x+ ty‖

for all t > 0 and x, y ∈ X. Taking t→ 0+, we obtain

lim
t→0+

Re [y, x+ ty] = ‖x‖ (∨+ ‖·‖) (x) · y

because a simple computation shows that:

lim
t→0+

‖x+ 2ty‖ − ‖x+ ty‖
t

= (∨+ ‖·‖) (x) · y.

On the other hand, we have:

lim
t→0+

Re [−y, x+ t (−y)] = ‖x‖ (∨+ ‖·‖) (x) · (−y)

and then

lim
t→0+

Re [y, x− ty] = −‖x‖ (∨+ ‖·‖) (x) · (−y)

= ‖x‖ (∨− ‖·‖) (x) · y
but

lim
t→0+

Re [y, x− ty] = lim
s→0−

Re [y, x+ sy]

and in conclusion, we derive:

lim
t→0+

Re [y, x+ ty] = ‖x‖ (∨− ‖·‖) (x) · y

for all x, y ∈ X, x 6= 0.
Since the norm ‖·‖ is Gâteaux differentiable on X� {0}, the above

considerations yield that

(2.3) lim
t→0

Re [y, x+ ty] = ‖x‖ (∨‖·‖) (x) · y

for all x, y ∈ X, x 6= 0.
Now, by the inequalities in (2.2), we also have:

‖x‖ (‖x+ sy‖ − ‖x‖)
s

≤ Re [y, x] ≤ ‖x‖ (‖x+ ty‖ − ‖x‖)
t

where s < 0 and t < 0. Passing at limit after s→ 0−, and t→ 0+, we
deduce:

(2.4) Re [y, x] = ‖x‖ (∨‖·‖) (x) · y
for all x, y ∈ X, x 6= 0. Taking into account the equalities (2.3) and
(2.4), we obtain the continuity of [·, ·] in the sense of Definition 7.
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Further on, we will state a result due to Nath [15] containing a
characterisation of strictly convex spaces in terms of semi-inner product
in Lumer-Giles’ sense.

Theorem 12. Let (X, ‖·‖) be a normed linear space and [·, ·] a
L·−G·−s.i.p. which generates its norm. Then the following statements
are equivalent:

(i) X is strictly convex;
(ii) For every x, y ∈ X, x, y 6= 0 so that [x, y] = ‖x‖ ‖y‖ there

exists a positive number λ with x = λy.

Proof. “(i) =⇒ (ii)”. Assume that (X, ‖·‖) is a strictly convex
space and x, y belong to X, x, y 6= 0 such that [x, y] = ‖x‖ ‖y‖. Using
Theorem 10, there exists a section of normalised duality mapping so
that 〈

J̃ (y) , x
〉

= ‖x‖ ‖y‖ .

From whence we get〈
J̃ (y) ,

x

‖x‖

〉
= ‖y‖ =

∥∥∥J̃ (y)
∥∥∥ and

〈
J̃ (y) ,

y

‖y‖

〉
= ‖y‖ =

∥∥∥J̃ (y)
∥∥∥ .

Since X is strictly convex, every continuous linear functional achieves
its norm on at most one point which means that

x

‖x‖
=

y

‖y‖

and putting λ = ‖x‖
‖y‖ , we deduce that x = λy.

“(ii) =⇒ (i)”. Now, we will show that the condition “(ii)” implies
the property:

(∀)x, y ∈ X� {0} and ‖x+ y‖ = ‖x‖+ ‖y‖ =⇒ x = λy,

with λ > 0, which is equivalent with the strict convexity of X.
If ‖x+ y‖ = ‖x‖+ ‖y‖ with x, y ∈ X� {0}, then :

(2.5) Re [x, x+ y] = ‖x‖ ‖x+ y‖ or Re [y, x+ y] = ‖y‖ ‖x+ y‖ .
Indeed, by Schwartz’s inequality, we have

Re [x, x+ y] ≤ ‖x‖ ‖x+ y‖ and Re [y, x+ y] ≤ ‖y‖ ‖x+ y‖ .
Let us assume that both inequalities are strict, then, by addition, we
get:

Re [x, x+ y] + Re [y, x+ y] < (‖x‖+ ‖y‖) ‖x+ y‖
and since the left membership is ‖x+ y‖2, we deduce that

‖x+ y‖ < ‖x‖+ ‖y‖
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which contradicts the initial assumption. Consequently, at least one of
the equalities embodied in (2.5) is valid.

Suppose that

Re [x, x+ y] = ‖x‖ ‖x+ y‖
then by (ii) we get

x = t (x+ y) with t 6= 1

from where results x = λy with λ = t
1−t > 0.

The theorem is thus proved.

3. Other Properties of L· −G·−s.i.p.s

Firstly, we will give the following slight improvement of Giles’ the-
orem.

Theorem 13. Let (X, ‖·‖) be a normed space and [·, ·] a L· −
G·−s.i.p. which generates its norm. Then the following statements
are equivalent:

(i) X is smooth;
(ii) The following limit exists:

lim
t→0

Re [y, x+ ty]

for all x, y ∈ X.

Proof. We need only prove the implication “(ii) =⇒ (i)”. In the
proof of Theorem 12, we have pointed out that:

lim
t→0+

Re [y, x+ ty] = ‖x‖ (∨+ ‖·‖) (x) · y

and

lim
t→0−

Re [y, x+ ty] = ‖x‖ (∨− ‖·‖) (x) · y

for all x, y ∈ X, x 6= 0, where X is an arbitrary normed linear space.
Now, if the limit lim

t→0
Re [y, x+ ty] exists it follows that

(∨− ‖·‖) (x) · y = (∨+ ‖·‖) (x) · y

for all x, y ∈ X, x 6= 0, which shows that the space X is smooth.

Another result of this type is embodied in the following theorem.

Theorem 14. Let (X, ‖·‖) be a normed space and [·, ·] a L· −
G·−s.i.p. which generates the norm ‖·‖. Then the following statements
are equivalent:

(i) X is smooth;
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(ii) The following limit exists:

(2.6) lim
t→0

Re [x, x+ ty]− ‖x‖2

t

for all x, y ∈ X.

Moreover, if (i) or (ii) hold, then one has the equality

(2.7) lim
t→0

Re [x, x+ ty]− ‖x‖2

t
= Re [y, x]

for all x, y ∈ X.

Proof. Firstly, let us observe that

(2.8)
‖x+ ty‖2 − ‖x‖2

t
=

Re [x, x+ ty]− ‖x‖2

t
+ Re [y, x+ ty]

for every x, y ∈ X and t ∈ R� {0}.
On the other hand, in every normed space one has:

lim
t→0+

Re [y, x+ ty] = ‖x‖ (∨+ ‖·‖) (x) · y

and

lim
t→0−

Re [y, x+ ty] = ‖x‖ (∨− ‖·‖) (x) · y

for all x, y ∈ X (see the proof of Theorem 11).
We also note that:

lim
t→0+

‖x+ ty‖2 − ‖x‖2

t
= 2 ‖x‖ (∨+ ‖·‖) (x) · y

and

lim
t→0−

‖x+ ty‖2 − ‖x‖2

t
= 2 ‖x‖ (∨− ‖·‖) (x) · y

for all x, y ∈ X and x 6= 0.

“(i) =⇒ (ii)”. IfX is smooth, then lim
t→0

‖x+ty‖2−‖x‖2
t

and lim
t→0

Re [y, x+ ty]

exist, which implies that, by (2.8), the limit (2.6) also exists for all
x, y ∈ X.

“(ii) =⇒ (i)”. By the equality (2.8) and by the above remarks, we
deduce that

lim
t→0+

Re [x, x+ ty]− ‖x‖2

t
= ‖x‖ (∨+ ‖·‖) (x) · y

and

lim
t→0−

Re [x, x+ ty]− ‖x‖2

t
= ‖x‖ (∨− ‖·‖) (x) · y
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for all x, y ∈ X, x 6= 0. Since the limit (2.6) exists, it follows that
(∨+ ‖·‖) (x) · y = (∨− ‖·‖) (x) · y for all x, y ∈ X, x 6= 0, which shows
that X is smooth.

The proof of the relation (2.7) follows by that identity (2.8) and by
the fact that in smooth normed spaces the L·−G·−s.i.p. is continuous.

We will omit the details.
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[6] P.M. MILIČIĆ, Sur la décomposition orthogonale du vecteurs dans certaines
espaces de Banach, Mat. Vesnik, 11(26) (1974), 55-57.
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pace vectoriel normé, Mat. Balkanika, 6 (1976), 119-124.
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CHAPTER 3

The Superior and Inferior Semi-Inner Products

1. Definition and Some Fundamental Properties

Let (X, ‖·‖) be a normed linear space over the real or complex
number field K. The mapping f : X → R, f (x) = 1

2
‖x‖2 is obviously

convex and then there exists the following limits:

(x, y)i = lim
t→0

‖y + tx‖2 − ‖y‖2

2t
;

(x, y)s = lim
t→0

+

‖y + tx‖2 − ‖y‖2

2t
;

for every two elements in X. The mapping (·, ·)s ((·, ·)i) will be called
the superior semi-inner product (the inferior semi-inner product) as-
sociated to the norm ‖·‖. These mapping were considered by P.M.
Miličić [1] – [3], R.A. Tapia [4], N. Pavel [5], G. Dincă [6] and others
who pointed out their main properties.

We will start with the following properties which may easily be
derived from the definitions of (·, ·)i and (·, ·)s.

Proposition 5. Let (X, ‖·‖) be a normed linear space. Then the
following statements are true.

(i) (x, x)p = ‖x‖2 for all x ∈ X;

(ii) (ix, x)p = (x, ix)p = 0 for all x ∈ X;

(iii) (λx, y)p = λ (x, y)p for all nonnegative scalar λ and x, y ∈ X;

(iv) (x, λy)p = λ (x, y)p for all nonnegative scalar λ and x, y ∈ X;

(v) (λx, y)p = λ (x, y)q if λ < 0 and x, y ∈ X;

(vi) (x, λy)p = λ (x, y)q if λ < 0 and x, y ∈ X;

(vii) (ix, y)p = − (x, iy)p = 0 for all x ∈ X;

where p, q ∈ {s, i} and p 6= q.

Proof. The proof is as follows.

31
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(i) One has:

(x, x)p = lim
t→±0

‖x+ tx‖2 − ‖x‖2

2t

= ‖x‖2 lim
t→±0

|1 + t| − 1

t
= ‖x‖2 ,

for all x ∈ X, which proves the assertion.
(ii) It is clear that;

(ix, x)p = (x, ix)p = lim
t→±0

‖ix+ tx‖2 − ‖ix‖2

2t

= ‖x‖2 lim
t→±0

|i+ t|2 − 1

t

= ‖x‖2 lim
t→±0

√
1 + t2 − 1

2t
= 0,

for all x ∈ X.
(iii), (v) For every x ∈ X, we have:

(λx, y)p = lim
t→±0

‖y + λtx‖2 − ‖y‖2

2t
.

Denoting u = λt, we have

(λx, y)p =


λ lim
u→±0

‖y+ux‖2−‖y‖2
2u

, λ ≥ 0

λ lim
u→∓0

‖y+ux‖2−‖y‖2
2u

, λ < 0

=


λ (x, y)p , λ ≥ 0

λ (x, y)p , λ < 0
.

The proofs of the statements (iv) and (vi) go likewise and we
omit the details.

(vii) We have:

(ix, y)p = lim
t→±0

‖y + itx‖2 − ‖y‖2

2t
= lim

t→±0

‖iy − tx‖2 − ‖iy‖2

2t
= (x,−iy)p = − (x, iy)q

for all x, y ∈ X, and the assertion is proven.

Corollary 3. With the above assumptions, we have

(αx, βy)p = αβ (x, y)p ,
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for all α, β ∈ R with αβ ≥ 0 and x, y are two elements in X.

Corollary 4. We also have:

(−x, y)p = (x,−y)p = − (x, y)q ,

where x, y ∈ X; p, q ∈ {s, i} and p 6= q.

The next proposition contains some other properties of (·, ·)i and
(·, ·)s.

Proposition 6. Let (X, ‖·‖) be a normed space. Then one has:

(i) The following inequality is valid

‖x+ ty‖2 − ‖x‖2

2t
≥ (y, x)s ≥ (y, x)i ≥

‖x+ sy‖2 − ‖x‖2

2s

for all x, y ∈ X and t > 0, s < 0;

(ii)
∣∣∣(x, y)p∣∣∣ ≤ ‖x‖ ‖y‖ for all x, y ∈ X;

(iii) The mapping (·, ·)s ((·, ·)i) is sub(super)-additive in the first
variable, i.e., for x1, x2 and y in X:

(3.1) (x1 + x2, y)s(i) ≤ (≥) (x1, y)s(i) + (x2, y)s(i)

holds.

Proof. The proof is as follows.

(i) Let us consider the mapping g : [0,∞) → R, g (t) := 1
2
‖x+ ty‖2

for two x, y fixed in X. It is clear that g is convex on [0,∞)
and then:

g (t)− g (0)

t− 0
≥ g′+ (0) , for t > 0

which means that

‖x+ ty‖2 − ‖x‖2

2t
≥ lim

t→0+

‖x+ ty‖2 − ‖x‖2

2t
= (y, x)s .

The second inequality follows by the fact that

g′+ (0) ≥ g′− (0) ,

if g is any convex mapping of a real variable.
The last fact is also obvious.



34 3. THE SUPERIOR AND INFERIOR SEMI-INNER PRODUCTS

(ii) Let x, y ∈ X. Then∣∣∣(x, y)p∣∣∣ =

∣∣∣∣∣ limt→±0

‖y + tx‖2 − ‖y‖2

2t

∣∣∣∣∣
=

∣∣∣∣ limt→±0

‖y + tx‖+ ‖y‖
2t

∣∣∣∣ ∣∣∣∣ limt→±0

‖y + tx‖ − ‖y‖
2t

∣∣∣∣
≤ ‖y‖ lim

t→±0

‖y + tx− y‖
|t|

= ‖y‖ ‖x‖ ,

and the statement is proved.
(iii) By the usual properties of the norm, one has:

(x1 + x2, y)s(i)

=
1

2
‖2y‖ lim

t→±0

‖y + t (x1 + x2)‖ − ‖2y‖
t

= ‖y‖ lim
t→±0

‖y + tx1 + y + tx2‖ − 2 ‖y‖
t

≤ (≥) ‖y‖ lim
t→±0

‖y + tx1‖+ ‖y + tx2‖ − 2 ‖y‖
t

= ‖y‖ lim
t→±0

‖y + tx1‖ − ‖y‖
t

+ ‖y‖ lim
t→±0

‖y + tx2‖ − ‖y‖
t

= (x1, y)s(i) + (x2, y)s(i)

for every x1, x2 and y in X.

2. The Connection Between (·, ·)s(i) and the Duality Mapping

In this section we will point out the natural connection that exists
between the semi-inner products (·, ·)s and (·, ·)i and the normalised
duality mapping J in every normed linear space X.

The following lemma is important in itself as well (see for example
[5]).

Lemma 1. Let x, y be two given elements in X. Then there exists
the real functionals w1, w2 ∈ J (x) such that:

(y, x)s = w1 (y) and (y, x)i = w2 (y) .

Proof. Let Ψ = {αx+ βy|α, β ∈ R} ⊂ X. Consider the linear
functional:

f : Ψ → R, f (αx+ βy) = α ‖x‖2 + β (y, x)s .
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Then one has f (x) = ‖x‖2. We will show that

(3.2) f (αx+ βy) ≤ ‖αx+ βy‖ ‖x‖

for every α, β ∈ R.
Let us denote

λ+ := lim
t→0+

‖x+ ty‖ − ‖x‖
t

and λ− := lim
t→0−

‖x+ ty‖ − ‖x‖
t

.

Then it is clear that

(y, x)s = ‖x‖λ+ and (y, x)i = ‖x‖λ−.

To show the inequality (3.2), it is sufficient to prove the inequality

(3.3) α ‖x‖+ βλ+ ≤ ‖αx+ βy‖ for all α, β ∈ R.

On the other hand, since the mapping R 3 t→‖x+ ty‖ is convex, we
have (as above):

tλ+ ≤ ‖x+ ty‖ − ‖x‖ , t ∈ R

which is equivalent with;

‖x‖+ tλ+ ≤ ‖x+ ty‖ for all t ∈ R.

If α > 0, then by the above inequality, we get:

α ‖x‖+ βλ+ = α

[
‖x‖+

β

α
λ+

]
≤ ‖αx+ βy‖ .

If α < 0, then we also have:

α ‖x‖+ βλ+ = (−α)

[
−‖x‖+

β

−α
λ+

]
≤ (−α)

[
−2 ‖x‖+

∥∥∥∥x− β

α
y

∥∥∥∥]
≤ (−α)

∥∥∥∥−x− β

α
y

∥∥∥∥ = ‖αx+ βy‖ .

If α = 0, we get:

βλ+ ≤ ‖βy‖ ,
which results by βλ+ ≤ ‖x+ βy‖ − ‖x‖ .

Consequently, by (3.2) we can conclude that f is bounded and

‖f‖ ≤ ‖x‖ .

Now, by the Hahn-Banach theorem, there exists a functional w1 : X →
R such that w1 (x) = f (x) = ‖x‖2 and ‖w1‖ = ‖f‖ ≤ ‖x‖.
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On the other hand,

‖w1‖ ≥
|w1 (x)|
‖x‖

=
|f (x)|
‖x‖

= ‖x‖

and then
‖w1‖ = ‖x‖

which shows that w1 ∈ J (x).
Since 〈y, x〉s = f (y) = w1 (y), the first part of the lemma is proven.
The second part goes likewise and we omit the details.

Now, we can state and prove the following main result containing
a representation of the norm derivatives (·, ·)s(i) in terms of duality

mappings (see for example [5]).

Theorem 15. Let (X, ‖·‖) be a normed space. Then:

(i) (y, x)s = sup {w (y) , w ∈ J (x) , w is a real functional} ;
(ii) (y, x)i = inf {w (y) , w ∈ J (x) , w is a real functional} ;

and x, y are vectors in X.

Proof. The proof is as follows.

(i) Let y, x ∈ X and w ∈ J (x), w is a real functional on X. Then

1

2
‖x+ ty‖2 − 1

2
‖x‖2 ≥ ‖x+ ty‖ (‖x‖ − w (x)) ≥ tw (y)

because the first inequality is equivalent with:

‖x+ ty‖2 + 2w (x) ≥ ‖x‖2 + ‖x+ ty‖ ‖x‖
i.e.,

‖x+ ty‖2 + ‖x‖2 ≥ 2 ‖x+ ty‖ ‖x‖ , for all t ∈ R
and the second inequality follows by the fact that:

‖x+ ty‖ ‖x‖ ≥ w (x+ ty) , for all t ∈ R.

Now, for t > 0, we deduce

‖x+ ty‖2 − ‖x‖2

2t
≥ w (y)

which gives:

(y, x)s ≥ w (y) , w ∈ J (x) .

On the other hand, from the above lemma, there exists a real
functional w1 ∈ J (x) such that (y, x)s = w1 (y), which proves
the statement.

(ii) The proof is similar to that in the above statements and we
will omit the details.
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Now, we will give two very important properties of semi-inner prod-
ucts (·, ·)s and (·, ·)i which may be proved with the help of the above
results (see for example [5]).

Theorem 16. Let (X, ‖·‖) be a normed linear space. Then the
following equality:

(3.4) (αx+ y, x)p = α ‖x‖2 + (y, x)p , p ∈ {s, i} ,
holds, for all x, y in X and α a real number .

Proof. Let α ∈ R and x, y ∈ X. Then by Theorem 15, we can
write

(αx+ y, x)s = sup {w (αx+ y) |w ∈ J (x) , w is real}
= sup {αw (x) + w (y) |w ∈ J (x) , w is real}
= α ‖x‖2 + sup {w (y) |w ∈ J (x) , w is real}
= α ‖x‖2 + (y, x)s

which shows the equality (3.4) for p = s.
The case p = i goes likewise and we omit the details.

The second property is embodied in the following theorem.

Theorem 17. Let x, y, z belong to X. Then one has the inequality:∣∣∣(y + z, x)p − (z, x)p

∣∣∣ ≤ ‖y‖ ‖x‖ ,

where p = s or p = i.

Proof. We will prove only in the case p = s.
Let w ∈ J (x) be a real functional. Then

w (y + z)− w (z) = w (y) ≤ ‖x‖ ‖y‖ ,
and then

w (y + z) ≤ ‖x‖ ‖y‖+ w (z) .

Taking the supremum after w ∈ J (x), w is real, we deduce

(y + z, x)s ≤ ‖x‖ ‖y‖+ (z, x)s , (∀)x, y, z ∈ X.

Now, taking the infimum after w ∈ J (x), w is real, we also have:

(y + z, x)i ≤ ‖x‖ ‖y‖+ (z, x)i

which is equivalent with

(y + z, x)s ≥ −‖x‖ ‖y‖+ (z, x)s , (∀)x, y, z ∈ X.

The statement is thus proved.
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Corollary 5. The mapping (·, x)p is continuous on (X, ‖·‖) for

every x ∈ X, p ∈ {s, i}.

Proof. Let yn → y in (X, ‖·‖). Then one has, by the above theo-
rem, that∣∣∣(yn, x)p − (y, x)p

∣∣∣ ≤ ‖yn − y‖ ‖x‖ → 0 as x→∞,

which shows the assertion.

Now we give a new theorem of representation of semi-inner products
(·, ·)s and (·, ·)i in terms of the normalised duality mapping.

Theorem 18. Let (X, ‖·‖) be a real or complex normed space and
J̃ a section of the normalised duality mapping J . Then we have the
representation:

(3.5) (y, x)s = lim
t→0+

Re
〈
J̃ (x+ ty) , y

〉
and

(3.6) (y, x)i = lim
t→0−

Re
〈
J̃ (x+ ty) , y

〉
for all x, y ∈ X.

Proof. Let J̃ be a section of the normalised dual mapping J . Then
for all x ∈ X� {0} and t ∈ R one has

‖x+ ty‖ − ‖x‖

=
‖x+ ty‖ ‖x‖ − ‖x‖2

‖x‖
≥

〈
J̃x, x+ ty

〉
− ‖x‖2

‖x‖

=

〈
J̃x, x

〉
+ tRe

〈
J̃x, y

〉
− ‖x‖2

‖x‖
= t ·

Re
〈
J̃x, y

〉
‖x‖

from where results:

(3.7)
‖x‖ (‖x+ ty‖ − ‖x‖)

t
≥ Re

〈
J̃x, y

〉
,

for all x, y ∈ X and t > 0.
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On the other hand, for t 6= 0 and x+ ty 6= 0, we get

‖x+ ty‖ − ‖x‖
t

=
‖x+ ty‖2 − ‖x‖ ‖x+ ty‖

t ‖x+ ty‖
=

〈
J̃ (x+ ty) , x+ ty

〉
− ‖x‖ ‖x+ ty‖

t ‖x+ ty‖

=
Re
〈
J̃ (x+ ty) , x

〉
+ tRe

〈
J̃ (x+ ty) , y

〉
− ‖x‖ ‖x+ ty‖

t ‖x+ ty‖

≤
Re
〈
J̃ (x+ ty) , y

〉
‖x+ ty‖

because

Re
〈
J̃ (x+ ty) , x

〉
≤ ‖x‖ ‖x+ ty‖ .

Consequently, we obtain the inequality:

(3.8) ‖x+ ty‖ (‖x+ ty‖ − ‖x‖)
t

≤ Re
〈
J̃ (x+ ty) , y

〉
for all t > 0 and x, y ∈ X.

If we replace in inequality (3.7) the element x with x+ty, we deduce:

(3.9) ‖x+ ty‖ (‖x+ 2ty‖ − ‖x+ ty‖)
t

≥ Re
〈
J̃ (x+ ty) , y

〉
for all t > 0 and x, y ∈ X.

Now, we observe that the relations (3.8) and (3.9) give:

‖x+ ty‖ (‖x+ ty‖ − ‖x‖)
t

(3.10)

≤ Re
〈
J̃ (x+ ty) , y

〉
≤ ‖x+ ty‖ (‖x+ 2ty‖ − ‖x+ ty‖)

t

for all t > 0 and x, y ∈ X.
Since

lim
t→0+

‖x+ ty‖ (‖x+ ty‖ − ‖x‖)
t

= ‖x‖ lim
t→0+

‖x+ ty‖ − ‖x‖
t

= (y, x)s
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and

lim
t→0+

‖x+ ty‖ (‖x+ 2ty‖ − ‖x+ ty‖)
t

= ‖x‖
[
2 lim
t→0+

‖x+ 2ty‖ − ‖x‖
t

− lim
t→0+

‖x+ ty‖ − ‖x‖
t

]
= ‖x‖ lim

t→0+

‖x+ ty‖ − ‖x‖
t

= (y, x)s

for x, y ∈ X, then, if we pass at limit after t, t→ 0+ in the inequality
(3.10), we can conclude that the limit

lim
t→0+

Re
〈
J̃ (x+ ty) , y

〉
exists for all x, y ∈ X. Moreover,

lim
t→0+

Re
〈
J̃ (x+ ty) , y

〉
= (y, x)s for all x, y ∈ X.

On the other hand, by (3.5), we get

(y, x)i

= (−y, x)s = − lim
t→0+

Re
〈
J̃ (x+ t (−y)) ,−y

〉
= lim

t→0−
Re
〈
J̃ (x+ (−t) y) , y

〉
= lim

t→0−
Re
〈
J̃ (x+ ty) , y

〉
for all x, y ∈ X, and the theorem is proved.

The following result also holds.

Theorem 19. Let (X, ‖·‖) be a normed space and J̃ a section of
the normalised duality mapping. Then we have the representation:

(3.11) (y, x)s = lim
t→0+

Re

〈
J̃ (x+ ty)− J̃x

t
, x

〉

and

(3.12) (y, x)i = lim
t→0−

Re

〈
J̃ (x+ ty)− J̃x

t
, x

〉

for all x, y ∈ X.
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Proof. For every x, y ∈ X and t ∈ R, t 6= 0, we have the equality

‖x+ ty‖2 − ‖x‖2

t

=

〈
J̃ (x+ ty) , x+ ty

〉
−
〈
J̃x, x

〉
t

=
Re
〈
J̃ (x+ ty) , x

〉
+ tRe

〈
J̃ (x+ ty) , y

〉
−
〈
J̃x, x

〉
t

= Re

〈
J̃ (x+ ty)− J̃x

t
, x

〉
+ Re

〈
J̃ (x+ ty) , y

〉
.

Since

lim
t→0+

‖x+ ty‖2 − ‖x‖2

t
= 2 (y, x)s

and

lim
t→0+

Re
〈
J̃ (x+ ty) , y

〉
= (y, x)s

hence from the above equality we deduce that the limit

lim
t→0+

Re

〈
J̃ (x+ ty)− J̃x

t
, x

〉
exists and is equal with (y, x)s for all x, y ∈ X.

The relation (3.11) is proven,
The argument of (3.12) goes likewise and we omit the details.

3. Other Properties of (·, ·)s and (·, ·)i
The following result contains a connection between the norm deriva-

tives (·, ·)s and (·, ·)i and the semi-inner product in the sense of Lumer-
Giles (see for example [6]).

Theorem 20. Let (X, ‖·‖) be a real normed space and Sp the set
of all L·−G·−s.i.p on X which generates the norm ‖·‖. Then one has
the representation:

(3.13) (y, x)s = sup {[y, x] | [·, ·] ∈ Sp}

and

(3.14) (y, x)i = inf {[y, x] | [·, ·] ∈ Sp}

for all x, y ∈ X.
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Proof. Let us consider the mapping fx : X → R, fx (y) = [y, x]
for all y in X. Then fx ∈ X∗, ‖fx‖ = ‖x‖ and fx (x) = ‖x‖ ‖fx‖ which
shows that fx ∈ J (x). Consequently,

sup {[y, x] | [·, ·] ∈ Sp} ≤ sup {w (y) |w ∈ J (x)} = (y, x)s

(see Theorem 15).
Now, by Lemma 1, there exists a w1 ∈ J (x) such that

(y, x)s = w1 (y) .

Let us consider a section J̃ of J such that J̃ (x) = w1 and define the
mapping:

[y, z] :=
〈
J̃ (z) , y

〉
, z, y ∈ X.

Then [·, ·] is a L· −G·−s.i.p which generates the norm ‖·‖ and

[y, x] =
〈
J̃ (x) , y

〉
= w1 (y) = (y, x)s .

Consequently, there exists a L· −G·−s.i.p [·, ·] in Sp such that

[y, x] = (y, x)s

which shows that the identity (3.13) holds.
To prove the relation (3.14), we observe that

(y, x)i = (−y, x)s = − sup {[−y, x] | [·, ·] ∈ Sp}
= − sup {− [y, x] | [·, ·] ∈ Sp}
= inf {[y, x] | [·, ·] ∈ Sp} ,

which ends the proof.

Corollary 6. Let (X, ‖·‖) be a real normed space and [·, ·] a L·−
G·−s.i.p. which generates the norm ‖·‖. Then

(y, x)i ≤ [y, x] ≤ (y, x)s ,

for all x, y in X.

Another representation of (·, ·)s(i) in terms of L· − G·−s.i.p. is the
following.

Theorem 21. Let (X, ‖·‖) be a normed space over K, K = C or
K = R, and [·, ·] a L· −G·−s.i.p. which generates its norm. Then

(y, x)s = lim
t→0+

Re [y, x+ ty]

and

(y, x)i = lim
t→0−

Re [y, x+ ty]

for all x, y in X.
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The proof is derived by applying Theorem 18 via Roşca’s result of
representation and we will omit the details.

Finally, we note that the next result of this type also holds.

Theorem 22. For the above assumption, we have:

(y, x)s = lim
t→0+

Re [y, x+ ty]− ‖x‖2

t

and

(y, x)i = lim
t→0−

Re [y, x+ ty]− ‖x‖2

t
for all x, y in X.

Now we will give a characterisation of smooth normed spaces in
terms of the superior (inferior) semi-inner product.

Theorem 23. Let (X, ‖·‖) be a normed space. Then the following
statements are equivalent.

(i) The norm is Gâteaux differentiable on X� {0}, i.e., the space
is smooth;

(ii) The semi-inner product (·, ·)p is homogeneous in the second
argument;

(iii) The semi-inner product (·, ·)p is homogeneous in the first ar-
gument;

(iv) The semi-inner product (·, ·)p is linear in the first argument,

where p = s or p = i.

Proof. We only prove in the case p = s.
“(i) =⇒ (ii)”. Since (·, ·)s is positive-homogeneous in the second

argument, it is sufficient to show that:

(x,−y)s = − (x, y)s

for all x, y in X.
The Gâteaux differentiability of the norm implies that

(x,−y)s = lim
t→0

‖(−y) + tx‖2 − ‖−y‖2

2t

= lim
t→0

‖y − tx‖2 − ‖y‖2

2t

= lim
t→0

‖y + (−t)x‖2 − ‖y‖2

2t

= − lim
s→0

‖y + sx‖2 − ‖y‖2

2s
= − (x, y)s

and the implication is proved.
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“(ii) =⇒ (iii)”. We will show that

(−x, y)s = − (x, y)s for all x, y ∈ X.
Indeed, since

(−x, y)s = (x,−y)s = − (x, y)s
for all x, y ∈ X, and the proof of the statement is completed.

“(iii) =⇒ (iv)”. Since (·, ·)s is subadditive (see Proposition 6 (iii))
and homogeneous, it is linear in the first argument.

“(iv) =⇒ (i)”. Let x, y ∈ X with y 6= 0. Then

lim
t→0+

‖y + tx‖ − ‖y‖
t

=
(x, y)s
‖y‖

= −(−x, y)s
‖y‖

= − lim
t→0+

‖y + (−t)x‖ − ‖y‖
t

= lim
s→0−

‖y + sx‖ − ‖y‖
s

i.e., the norm ‖·‖ is Gâteaux differentiable onX� {0} , and the theorem
is thus proved.

Finally, we have:

Theorem 24. Let (X, ‖·‖) be a smooth normed space and [·, ·] be
the semi-inner product in the sense of Lumer-Giles which generates the
norm ‖·‖. Then

(i) [x, y] = (x, y)s, x, y ∈ X; if X is a real space
and

(ii) [x, y] = (x, y)s − i (ix, y)s, x, y ∈ X; if X is complex.

Proof. The proof is as follows.

(i) Since in a smooth normed space there exists a unique L· −
G·−s.i.p. which generates the norm (see Proposition 4) and
(·, ·)s satisfies the conditions of such a semi-inner product, it
follows that the equality [x, y] = (x, y)s for all x, y ∈ X holds.

(ii) The argument follows as above and we will omit the details.
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CHAPTER 4

Semi-Inner Products in the Sense of Miličić

1. Definition and the Main Properties

In paper [1], P.M. Miličić introduced the following concept.

Definition 8. Let (X, ‖·‖) be a normed linear space. The mapping
(·, )g : X ×X → R given by

(x, y)g :=
1

2
[(x, y)s + (x, y)i] , x, y ∈ X;

is said to be the semi-inner product in the sense of Miličić or M−semi-
inner product, for short.

It is clear that the above mapping is well-defined for all x, y ∈ X
and the following properties hold (see [1] – [3]).

Proposition 7. Let (X, ‖·‖) be a normed linear space. Then the
following statements are true:

(i) (x, x)g = ‖x‖2 for all x ∈ X;

(ii) (ix, x)g = (x, ix)g = 0 for every x ∈ X;

(iii) (ix, y)g = (x, iy)g = 0 for all x, y ∈ X;

(iv) (ix, iy)g = (x, y)g = 0 for all x, y ∈ X;

(v) (αx, βy)g = αβ (x, y)g = 0 for all x, y ∈ X and αβ ≥ 0,
α, β ∈ R;

(vi) The following inequality of Schwartz’s type∣∣∣(x, y)g∣∣∣ ≤ ‖x‖ ‖y‖ , for all x, y ∈ X

holds.
(vii) We have

(−x, y)g = − (x, y)g , for all x, y ∈ X.

Proof. The argument is obvious from Propositions 5 and 6 and
we will omit the details.

Another important property which will be used in the sequel is:

Proposition 8. Let (X, ‖·‖) be a normed space. Then we have the
equality:

(αx+ y, x)g = α ‖x‖2 + (y, x)g ,

47
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for any α a real number and x, y two vectors in X.

Proof. By Theorem 16 one has

(αx+ y, x)s = α ‖x‖2 + (y, x)s

and

(αx+ y, x)i = α ‖x‖2 + (y, x)i

for all α ∈ R, x, y ∈ X.
Now, if we add the above equalities, we deduce the desired results.

By Theorem 17, we also can state:

Proposition 9. Let x, y, z belong to X. Then we have the inequal-
ity ∣∣∣(y + z, x)g − (z, x)g

∣∣∣ ≤ ‖y‖ ‖x‖ .

Corollary 7. The mapping (·, x)g is continuous on (X, ‖·‖), for
all x ∈ X.

The following representation theorem of the semi-inner product in
Miličić’s sense in terms of the normalised duality mapping holds.

Theorem 25. Let (X, ‖·‖) be a real or complex normed space and
J̃ a section of the normalised dual mapping J . Then we have the rep-
resentation:

(y, x)g = lim
t→0+

Re

〈
J̃ (x+ ty) + J̃ (x− ty)

2
, y

〉
for all x, y ∈ X.

Proof. By the use of Theorem 18, we have:

(y, x)g =
1

2
[(y, x)s + (y, x)i] =

1

2
[(y, x)s − (−y, x)s]

=
1

2

[
lim
t→0+

Re
〈
J̃ (x+ ty) , y

〉
+ lim

t→0+

〈
J̃ (x− ty) , y

〉]
= lim

t→0+
Re

〈
J̃ (x+ ty) + J̃ (x− ty)

2
, y

〉
for all x, y ∈ X, and the statement is proved.

Another result of this type which can be proved with the help of
Theorem 19 is the following.
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Theorem 26. Let (X, ‖·‖) be a normed space. Then for every J̃ a
section of the normalised dual mapping J , we have the representation:

(y, x)g = lim
t→0+

Re

〈
J̃ (x+ ty)− J̃ (x− ty)

2t
, x

〉
for all x, y ∈ X.

In [6], G. Godini introduced the smoothness subspace of the point
x, denoted by Gx, and given by

Gx := {y ∈ X|T− (x, y) = T+ (x, y)} ,

where T± are the tangent functionals:

T+ (x, y) := lim
t→0+

‖x+ ty‖ − ‖x‖
t

, T− (x, y) := lim
t→0−

‖x+ ty‖ − ‖x‖
t

and x, y ∈ X, x 6= 0. We note that:

(y, x)s = ‖x‖ T+ (x, y) , (y, x)i = ‖x‖ T− (x, y) , x, y ∈ X, x 6= 0

and

(y, x)g =
‖x‖
2

(T+ (x, y) + T− (x, y)) , x, y ∈ X, x 6= 0.

In the above cited paper [6], G. Godini pointed out a representation
theorem for the smoothness subspace Gx in terms of the normalised
dual mapping for the case of real normed spaces. Recently, P.M. Miličić
[4, Theorem 2] extended this result to the case of complex normed
spaces using another technique of proof. We will present here this
result. The reader can find the proof in [4].

Theorem 27. Let (X, ‖·‖) be a real or complex normed linear space
and x a fixed element in X� {0}. Then we have the representation:

(4.1) Gx = (Re J (x))⊥ ⊕ Sp (x)

where

(Re J (x))⊥ := {h ∈ X| (∀) f ∈ J (x) , Re f (x) = 0} .

Using this result, we can present the following approximation the-
orem due to P.M. Miličić (see [4, Theorem 3]):

Theorem 28. Let (X, ‖·‖) be a normed space. Then one has the
estimation

(4.2) (y, x)s − ‖x‖ d (y,Gx) ≤ (y, x)g ≤ (y, x)i − ‖x‖ d (y,Gx)

for all x, y ∈ X and x 6= 0, where d (y,Gx) := inf {‖y − z‖ , z ∈ Gx}.
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Proof. Let Xr be the real normed space associated to X. The set
Gx is a linear subspace of the space Xr [6].

Now, let f1, f2 ∈ J (x) so that:

Re f1 (y) = ‖x‖ T+ (x, y) , Re f2 (y) = ‖x‖ T− (x, y) .

Using the representation (4.1), it follows that Gx ⊂ Ker
[(

f1−f2
2

)]
where Re

[(
f1−f2

2

)]
∈ (Gx)⊥.

On the other hand, Re
[(

f1−f2
2

)]
∈ ReX∗ and

∥∥∥Re(f1−f2)
2

∥∥∥ ≤ 1.

Now, using the relation (8) from [4], for every real normed spaces X,
we have

(4.3) d (y,Gx) = max {ϕ (y) |ϕ ∈ (Gx)⊥ , ‖ϕ‖ ≤ 1} .

For ϕ = Re
[(

f1−f2
2

)]
from (4.3) we get

d (y,Gx) ≥ Re

[(
f1 − f2

2

)]
=

[T+ (x, y)− T− (x, y)]

2
.

Consequently, for all real or complex normed spaces, we have:

(4.4) T+ (x, y)− T− (x, y) ≤ 2d (y,Gx) , x, y ∈ X.

Now, by the definition of the functional (·, ·)g, we get

(y, x)g = ‖x‖ T− (x, y) +
‖x‖
2

(T+ (x, y)− T− (x, y))

= ‖x‖ T+ (x, y) +
‖x‖
2

(T+ (x, y)− T− (x, y))

and applying (4.4) we deduce (4.2).

The next corollary is interesting (see also [4]).

Corollary 8. In every normed linear space we have the estima-
tion

(y, x)g + (z, x)g − ‖x‖ [d (y,Gx) + d (z,Gx)]

≤ (y + z, x)g

≤ (y, x)g + (z, x)g + ‖x‖ [d (y,Gx) + d (z,Gx)] ,

where x, y, z ∈ X.

Proof. We have:

(y, x)g + (z, x)g ≤ ‖x‖ [T− (x, y) + T− (x, z) + d (y,Gx) + d (z,Gx)]

≤ ‖x‖ [T− (x, y + z) + d (y,Gx) + d (z,Gx)]

≤ (y + z, x)g + ‖x‖ [d (y,Gx) + d (z,Gx)]
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because

T− (x, y + z) ≥ T− (x, y) + T− (x, z)

and

‖x‖ T− (x, y) ≤ (y, x)g ≤ ‖x‖ T+ (x, y) .

The second inequality goes likewise and we omit the details.

2. Normed Space of (G)-Type

It is clear that if (x, y)s = (x, y)i for all x, y ∈ X, or equivalently,
the space (X, ‖·‖) is smooth, the semi-inner product in the sense of
Miličić (·, ·)g is linear in the first argument. However, we observe that

there also exists non-smooth spaces from which the mapping (·, ·)g is
linear in the first variable too.

Indeed, if we consider the space l1, then by [1, Example 8.1] we
have:

(x, y)s = ‖y‖

(∑
yi 6=0

yi
|yi|

xi +
∑
yi=0

|xi|

)
, x, y ∈ l1

and

(x, y)i = ‖y‖

(∑
yi 6=0

yi
|yi|

xi −
∑
yi=0

|xi|

)
, x, y ∈ l1.

Now we observe that

(x, y)g = ‖y‖
∞∑
i=1

(sgn yi)xi, x, y ∈ l1,

which shows that (·, ·)g is linear in the first variable.

Similarly, if we consider the space L1 (0, 1), then (·, ·)g will be given
by

(h, f)g := ‖f‖
∫
A

f (t)

|f (t)|
h (t) dt,

where A := {t ∈ (0, 1) |f (t) 6= 0}.
These facts give us the possibility to introduce the following concept

(see [5]).

Definition 9. Let (X, ‖·‖) be a normed space. Then X will be
called semi-smooth of (G) – type, or of (G)−type, for short, if the
following condition:

(x+ y, z)g = (x, z)g + (y, z)g , for all x, y, z ∈ X,

holds.

The following simple proposition also holds.
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Proposition 10. Let (X, ‖·‖) be a real or complex normed space
of the (G) – type. Then (·, ·)g is a L· − G·−s.i.p over the real number
field.

The proof is obvious by the properties of the mapping (·, ·)g defined

on a normed space of (G) – type. We will omit the details.
The following result for complex spaces is also valid.

Proposition 11. Let (X, ‖·‖) be a complex normed space of the
(G) – type. Then the functional

[x, y]g := (x, y)g − i (ix, y)g , x, y ∈ X;

satisfies the conditions:

(i) [x, y]g ≥ 0 and [x, x]g = 0 implies x = 0;

(ii) [x+ y, z]g = [x, z]g + [y, z]g for all x, y, z ∈ X;

(iii) [λx, y]g = λ [x, y]g for all x, y ∈ X and λ a complex number;

(iv) One has the inequality:∣∣∣[x, y]g∣∣∣2 ≤ 2 ‖x‖2 ‖y‖2 − |zg (x, y)|2 , for all x, y, z ∈ X,

where

zg (x, y) =
1

2
{(x, y)s − (x, y)i + i [(ix, y)i − (ix, y)s]} .

Proof. The proof is as follows.

(i) We have:

[x, x]g = (x, x)g − i (ix, x)g = (x, x)g = ‖x‖2

for all x ∈ X as

(ix, x)g = 0 for all x in X.

(ii) It is obvious by the properties of the functional (·, ·)g.
(iii) It is sufficient to show that

[ix, y]g = i [x, y]g

for all x, y ∈ X.
Then we have:

[ix, y]g = (ix, y)g − i
(
i2x, y

)
g

= (ix, y)g + i (x, y)g

= i
[
(x, y)g − i (ix, y)g

]
= i [x, y]g ,

where x, y ∈ X; and the statement is proved.
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(iv) For z1 = 1
2
[(x, y)s − i (ix, y)s], z1 = 1

2
[(x, y)i − i (ix, y)i] and

put z = z1 − z2. Then [x, y]g = z1 + z2 and from the fact that

|z1 + z2|2 + |z1 − z2|2 = 2
(
|z1|2 + |z2|2

)
it follows that∣∣∣[x, y]g∣∣∣2 = |z|2 =

1

2

[
(x, y)2

s + (x, y)2
i + (ix, y)2

s + (ix, y)2
i

]
.

This inequality and Schwartz’s inequality∣∣∣(x, y)s(i)∣∣∣2 ≤ ‖x‖2 ‖y‖2

yield that the statement (iv) is valid.
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CHAPTER 5

(Q) and (SQ)-Inner Product Spaces

1. (Q) – Inner Product Spaces

In the paper [1] (see also [2] and [3]) the author introduced the
following generalisation of inner products in a real linear space that
extends this concept in a different manner than the extensions due to
Lumer-Giles, Tapia or Miličić.

Definition 10. A mapping (·, ·, ·, ·)g : X4 → R will be called a

quaternary-inner product, or (Q) - inner product, for short, if the fol-
lowing conditions are satisfied:

(i) (αx1 + βx2, x3, x4, x5)q = α (x1, x3, x4, x5)q + β (x2, x3, x4, x5)q
where α, β ∈ R and xi ∈ X

(
i = 1, 5

)
;

(ii)
(
xσ(1), xσ(2), xσ(3), xσ(4)

)
q

= (x1, x2, x3, x4) for any σ a permu-

tation of the indices (1, 2, 3, 4) and xi ∈ X,
(
i = 1, 4

)
;

(iii) One has the following Schwartz type inequality∣∣∣(x1, x2, x3, x4)q

∣∣∣4 ≤ 4∏
i=1

(xi, xi, xi, xi)q

for all xi ∈ X, i = 1, 4.

Definition 11. A real linear space X endowed with a (Q) - inner
product (·, ·, ·, ·)q on it will be called a (Q) - inner product space.

Now, by the definition of (Q)− inner product space, we can state
the following simple properties:

(0, x2, x3, x4) = 0 for every x2, x3, x4 ∈ X

and

(αx1, αx2, αx3, αx4)q = α4 (x1, x2, x3, x4)q

for any α ∈ R and x1, x2, x3, x4 ∈ X.
Let us now give some examples of (Q)− inner product spaces.
Assume that (Ω,A, µ) is a measure space consisting of a set Ω, a

σ−algebra A of subsets of Ω, and a countably additive and positive
measure µ on A with values in R∪{∞}. If x1, x2, x3, x4 are in the real
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vector space L4 (Ω) ≡ L4 (Ω,A, µ),

(x1, x2, x3, x4)q =

∫
Ω

x1 (s)x2 (s)x3 (s)x4 (s) dµ (s)

then this defines a (Q)− inner product in L4 (Ω). When µ (Ω) < ∞,
then the above formula defines a (Q)− inner product in space Lp (Ω)
with p > 4.

The following proposition is important in the sequel.

Proposition 12. Let
(
X; (·, ·, ·, ·)q

)
be a (Q)− inner product space.

Then the mapping

‖·‖q : X → R, ‖x‖q = (x, x, x, x)
1
4
q

is a norm on X.

Proof. Firstly, we observe that

(5.1) ‖x1 + x2‖4
q = ‖x1‖4

q + 4 (x1, x1, x1, x2)q + 6 (x1, x1, x2, x2)q

+ 4 (x1, x2, x2, x2)q + ‖x2‖4
q ,

for all x1, x2 ∈ X.
Using the property (iv) of Definition 10, we have

(x1, x1, x1, x2)q ≤ ‖x1‖3
q ‖x2‖q

(x1, x1, x2, x2)q ≤ ‖x1‖2
q ‖x2‖2

q

and
(x1, x2, x2, x2)q ≤ ‖x1‖q ‖x2‖3

q

for all x1, x2 ∈ X.
Now, taking into account the equality (5.1), we have that

‖x1 + x2‖4
q ≤

(
‖x1‖q + ‖x2‖q

)4

, x1, x2 ∈ X

which produces the triangle inequality:

‖x1 + x2‖q ≤ ‖x1‖q + ‖x2‖q , x1, x2 ∈ X.
On the other hand, we have:

‖x1‖q ≥ 0 for all x1 ∈ X
and

‖x1‖q = 0 implies x1 = 0

and finally, we also have:

‖αx1‖q = |α| ‖x1‖q , where α ∈ R and x1 ∈ X.
Consequently, ‖·‖q is a norm and the proposition is proved.
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The following definition is also natural.

Definition 12. A real normed (Banach) linear space is said to be
a (Q)− normed (Banach) space if its norm is generated by a (Q)−
inner product space.

By the above considerations, we see that the real Banach space
(L4 (Ω) , ‖·‖4) where:

‖x‖4 =

(∫
Ω

|x (s)|4 dµ (s)

) 1
4

is a Q− Banach space.
The following proposition also holds.

Proposition 13. Every real prehilbertian space is a Q− normed
space. The converse is not generally true.

Proof. Suppose that (X, ‖·‖) is a prehilbertian space and (·, ·)
denotes the inner product which generates its norm. Let us defined the
mapping:

(x1, x2, x3, x4)q

:=
1

3
[(x1, x2) (x3, x4) + (x1, x3) (x2, x4) + (x1, x4) (x2, x3)] ,

where xi ∈ X
(
i = 1, 4

)
.

It is evident that (·, ·, ·, ·)q is linear in the first variable and sym-
metrical. The condition of positivity holds by the same condition as
the inner product (·, ·). We must therefore only prove the Schwartz
inequality.

We have∣∣∣(x1, x2, x3, x4)q

∣∣∣4
=

{
1

3
[(x1, x2) (x3, x4) + (x1, x3) (x2, x4) + (x1, x4) (x2, x3)]

}4

≤
{

1

3
[|(x1, x2)| |(x3, x4)|+ |(x1, x3)| |(x2, x4)|+ |(x1, x4)| |(x2, x3)|]

}4

≤ (‖x1‖ ‖x2‖ ‖x3‖ ‖x4‖)4

=
4∏
i=1

(xi, xi, xi, xi)q

for all xi ∈ X
(
i = 1, 4

)
.

To show the last part of the proposition, it is sufficient to choose
the Q− Banach space L4 (Ω) which is not a Hilbert space.
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The proof is thus completed.

Now we will point out some natural properties that follow by the
definition of Q− inner product.

Proposition 14. Let
(
X, ‖·‖q

)
be a Q− normed space. Then for

all x1, x2 ∈ X we have:
(5.2)

‖x1 + x2‖4
q + ‖x1 − x2‖4

q = 2
(
‖x1‖4

q + ‖x2‖4
q

)
+ 12 (x1, x2, x2, x2)q

and

(5.3) ‖x1 + x2‖4
q + ‖x1 − x2‖4

q ≤ 2
(
‖x1‖4

q + ‖x2‖4
q

)
+ 12 ‖x1‖2

q ‖x2‖2
q .

Proof. By the equality (5.1) we can state:

‖x1 + x2‖4
q = ‖x1‖4

q + 4 (x1, x1, x1, x2)q + 6 (x1, x1, x2, x2)q

+4 (x1, x2, x2, x2)q + ‖x2‖4
q

and

‖x1 − x2‖4
q = ‖x1‖4

q − 4 (x1, x1, x1, x2)q + 6 (x1, x1, x2, x2)q

−4 (x1, x2, x2, x2)q + ‖x2‖4
q

for all x1, x2 ∈ X.
Adding these equalities, we easily deduce (5.2).
The inequality (5.3) follows by (5.2) and observing that

(x1, x1, x2, x2)q ≤ ‖x1‖2
q ‖x2‖2

q , x1, x2 ∈ X.

The proposition is thus proven.

Proposition 15. In the above assumption, we also have the rep-
resentation:

(x1, x2, x3, x4)q

=
1

43 · 3

[
‖x1 + x2 + x3 + x4‖4

q + ‖x1 + x2 − x3 − x4‖4
q

+ ‖x1 + x3 − x2 − x4‖4
q + ‖x1 + x4 − x2 − x3‖4

q

−‖x1 + x2 + x3 − x4‖4
q − ‖x1 + x2 + x4 − x3‖4

q

− ‖x1 + x3 + x4 − x2‖4
q − ‖x2 + x3 + x4 − x1‖4

q

]
for all xi ∈ X

(
i = 1, 4

)
.

The proof follows by a simple computation. We will omit the de-
tails.
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Corollary 9. For every x1, x2 ∈ X we have

(x1, x1, x2, x2)q

=
1

43 · 3

[
‖x1 + 3x2‖4

q + 3 ‖x1 − x2‖4
q − 3 ‖x1 + x2‖4

q − ‖x1 − 3x2‖4
q

]
.

Further on, we will give two theorems of classification for Q−
normed linear spaces.

Theorem 29. Every Q− normed linear space
(
X, ‖·‖q

)
is a uni-

formly convex space.

Proof. Let 0 < ε < 2 and x1, x2 be two elements from X such
that

‖x1‖q ≤ 1, ‖x2‖q ≤ 1 and ‖x1 − x2‖q ≥ ε.

Then, from the inequality (5.3) we can conclude that

‖x1 + x2‖4
q ≤ 2

(
‖x1‖4

q + ‖x2‖4
q

)
+ 12 ‖x1‖2

q ‖x2‖2
q

≤ 16− ε4

from where results∥∥∥∥x1 + x2

2

∥∥∥∥
q

≤ 1−

[
1−

(
1− ε4

16

) 1
4

]
.

Choosing

δ (ε) := 1−
(

1− ε4

16

) 1
4

we have δ (ε) > 0, which shows that the space
(
X, ‖·‖q

)
is uniformly

convex.

The second result is

Theorem 30. Every Q− normed linear space
(
X, ‖·‖q

)
is uni-

formly smooth.

Proof. Let t ∈ R and x, y ∈ X with x 6= 0. Then

1

t

(
‖x+ ty‖4

q − ‖x‖
4
q

)
= 4 (x, x, x, y)q + 6 (x, x, y, y)q t

+ 4 (x, y, y, y)q t
2 + ‖y‖4

q t
3

from where results, for ‖x‖q , ‖y‖q < 1 that:∣∣∣∣∣‖x+ ty‖4
q − ‖x‖

4
q

t
− 4 (x, x, x, y)q

∣∣∣∣∣ ≤ 6 |t|+ 4t2 + t3
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and then

lim
t→0

‖x+ ty‖4
q − ‖x‖

4
q

t
= 4 (x, x, x, y)q

uniformly by rapport with x, y on the unit ball

B̄ (1) := {x ∈ X| ‖x‖ ≤ 1} .

On the other hand, we have:

1

t

(
‖x+ ty‖q − ‖x‖q

)
=
‖x+ ty‖4

q − ‖x‖
4
q

t
· 1(
‖x+ ty‖2 + ‖x‖2) (‖x+ ty‖+ ‖x‖)

and since

lim
t→0

(
‖x+ ty‖2 + ‖x‖2) = 2 ‖x‖2 uniformly for x, y ∈ B̄ (1)

and

lim
t→0

(‖x+ ty‖+ ‖x‖) = 2 ‖x‖ uniformly for x, y ∈ B̄ (1)

we deduce that:

lim
t→0

‖x+ ty‖q − ‖x‖q
t

=
(x, x, x, y)q

‖x‖3
q

uniformly by rapport with x, y in B̄ (1), and then ‖·‖q is uniformly

Fréchet differentiable on X� {0} which means that (see [4, p. 36]) the
space is uniformly smooth.

The following proposition establishes a connection between the Q−
inner product and the superior semi-inner product (which is equal with
the inferior semi-inner product because the space is smooth) and which
will be denoted by (·, ·).

Proposition 16. Let
(
X, ‖·‖q

)
be a Q− normed linear space.

Then for every α ∈ X one has:

(x, y) =


(x,y,y,y)q

‖y‖2q
if y 6= 0

0 if y = 0

.

Proof. If y = 0, the equality is obvious.
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Suppose that y 6= 0. Then we have

(x, y) = lim
t→0

‖y + tx‖2 − ‖y‖2

2t

= lim
t→0

‖y + tx‖4 − ‖y‖4

t
· lim
t→0

1

2
(
‖y + tx‖2 + ‖y‖2)

=
4 (x, y, y, y)q

4 ‖y‖2
q

=
(x, y, y, y)q

‖y‖2
q

and the statement is proved.

2. (SQ)− Inner Product Spaces

This concept is another natural generalisation of inner products on
real or complex linear spaces [3].

Definition 13. Let X be a real or complex linear space. A mapping
(·, ·, ·, ·)sq : X4 → K (K = C, R) is said to be a sesqui-quaternary-inner

product or (SQ)− inner product, for short, if the following conditions
are satisfied:

(i) (αx1 + βx2, x3, x4, x5)sq = α (x1, x3, x4, x5)sq+β (x2, x3, x4, x5)sq
where α, β ∈ K and xi ∈ X

(
i = 1, 5

)
;

(ii) (x1, x2, x3, x4)sq = (x2, x1, x4, x3)sq for all xi ∈ X
(
i = 1, 4

)
;

(iii) (x1, x2, x3, x4)sq = (x3, x4, x1, x2)sq for all xi ∈ X
(
i = 1, 4

)
;

(iv) (x1, x1, x1, x1)sq > 0 if x1 ∈ X, x1 6= 0;

(v)
∣∣∣(x1, x2, x3, x4)sq

∣∣∣4 ≤∏4
i=1 (xi, xi, xi, xi)sq for xi ∈ X

(
i = 1, 4

)
.

By the definition of (SQ)− inner product, it is easy to see that
(·, ·, ·, ·)sq is linear in the third variable and antilinear in the second and

fourth variables and the number (x, x, y, y)sq is real for every x, y ∈ X.

Let us now give some examples of (SQ)− inner product spaces,
i.e., linear spaces endowed with (SQ)− inner products.

a) Every Q− inner product space is a (SQ)− inner product
space;

b) Let (·, ·)p : X × X → K be an inner product space over the

real or complex number field K. Then the mapping (·, ·, ·, ·)sq :

X4 → K given by

(x1, x2, x3, x4)sq := (x1, x2)p (x3, x4)p , xi ∈ X, i = 1, 4

is an (SQ)− inner product.
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c) Let (Ω,A, µ) be a measure space. If x1, x2, x3, x4 are vectors
in the real or complex linear space L4 (Ω) and

(5.4) (x1, x2, x3, x4) :=

∫
Ω

x1 (s)x2 (s)x3 (s)x4 (s)dµ (s)

then this defines a (SQ)− inner product on L4 (Ω). If µ (Ω) <
∞, then the formula (5.4) on the relation:

(x1, x2, x3, x4)
′
sq :=

∫
Ω

x1 (s)x2 (s) dµ (s)

∫
Ω

x3 (s)x4 (s)dµ (s)

for every x1, x2, x3, x4 in Lp (Ω) define a (SQ)− inner product
on Lp (Ω) with p > 4.

The following proposition will be important later.

Proposition 17. Let
(
X, (·, ·, ·, ·)sq

)
be a (SQ)− inner product

space. Then the mapping ‖·‖sq : X → R given by

‖x‖sq :=
[
(x, x, x, x)sq

] 1
4
, x ∈ X

is a norm on X.

Proof. Let us observe that for every x, y ∈ X one has the identity

(5.5) ‖x+ y‖4
sq

= ‖x‖4
sq + 4 Re (x, x, x, y)sq + 2 (x, x, y, y)sq + 2 Re (x, y, x, y)sq

+ 2 Re (x, y, y, x)sq + 4 Re (x, y, y, y)sq + ‖y‖4
sq .

By the use of this equality and by Schwartz’s inequality (v) of Definition
13, we observe that:

‖x+ y‖4
sq ≤ ‖x‖4

sq + 4 ‖x‖3
sq ‖y‖sq + 6 ‖x‖2

sq ‖y‖
2
sq

+4 ‖x‖sq ‖y‖
3
sq + ‖y‖4

sq

=
(
‖x‖sq + ‖y‖sq

)4

for all x, y ∈ X, which shows that the triangle inequality

‖x+ y‖sq ≤ ‖x‖sq + ‖y‖sq , x, y ∈ X

holds.
The proofs of the other properties of the norm are obvious and the

proposition is thus proved.

Now, it is natural to introduce the following definition.
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Definition 14. A real or complex normed (Banach) space is said
to be a (SQ)− normed ((SQ)− Banach) space if its norm is generated
by a (SQ)− inner product.

It is obvious that (L4 (Ω) , ‖·‖4) where:

‖x‖4 =

(∫
Ω

|x (s)|4 dµ (s)

) 1
4

, x ∈ L4 (Ω)

is an (SQ)− Banach space.
The following proposition also holds.

Proposition 18. Every inner product space over the real or com-
plex number field may be regarded as a (SQ)− normed linear space.
The converse is not generally true.

Proof. Let (·, ·)p : X ×X → K be the inner product which gen-
erates the norm of X. We may define the mapping:

(·, ·, ·, ·)sq : X4 → K, (x1, x2, x3, x4)sq := (x1, x2)sq (x3, x4)sq ,

where xi ∈ X
(
i = 1, 4

)
.

The fact that (·, ·, ·, ·)sq defined above satisfies the axioms of a

(SQ)− inner product is obvious and we will omit the details.
For the converse, it is sufficient to choose the (SQ)− Banach space

(L4 (Ω) , ‖·‖4) which is not a Hilbert space.

The following proposition will be used later as well.

Proposition 19. Let
(
X, ‖·‖sq

)
be a (SQ)− normed space. Then

(5.6) ‖x+ y‖4
sq + ‖x− y‖4

sq

= 2
(
‖x‖4

sq + ‖y‖4
sq

)
+ 4 (x, x, y, y)sq

+ 4 Re (x, y, x, y)sq + 4 Re (x, y, y, x)sq

and

(5.7) ‖x+ y‖4
sq + ‖x− y‖4

sq ≤ 2
(
‖x‖4

sq + ‖y‖4
sq

)
+ 12 ‖x‖2

sq ‖y‖
2
sq

for all x, y ∈ X.

Proof. By the identity (5.5) we have

‖x+ y‖4
sq

= ‖x‖4
sq + 4 Re (x, x, x, y)sq + 2 (x, x, y, y)sq + 2 Re (x, y, x, y)sq

+ 2 Re (x, y, y, x)sq + 4 Re (x, y, y, y)sq + ‖y‖4
sq .



66 5. (Q) AND (SQ)-INNER PRODUCT SPACES

and

‖x− y‖4
sq

= ‖x‖4
sq − 4 Re (x, x, x, y)sq + 2 (x, x, y, y)sq + 2 Re (x, y, x, y)sq

+2 Re (x, y, y, x)sq − 4 Re (x, y, y, y)sq + ‖y‖4
sq ,

which, by addition, give exactly the desired equality (5.6).
The inequality (5.7) follows by the above equality and by Schwartz’s

inequality from (v), Definition 13.

Now, we can give the following two main results concerning the
classification of (SQ)− normed linear spaces in the class of normed
spaces.

Theorem 31. Every (SQ)− normed space
(
X, ‖·‖sq

)
is a uni-

formly convex space.

Proof. Let 0 < ε < 2 and assume that x1, x2 are two elements in
X such that

‖x1‖sq ≤ 1, ‖x2‖sq ≤ 1 and ‖x1 − x2‖sq ≥ ε.

Then, by the inequality (5.7) we deduce that:

‖x1 + x2‖4
sq ≤ 2 ‖x1‖4

sq + 2 ‖x2‖4
sq + 12 ‖x1‖2

sq ‖x2‖2
sq − ‖x1 − x2‖4

sq

≤ 16− ε4.

Putting δ (ε) := 1−
(
1− ε4

16

) 1
4
> 0 the last inequality shows that∥∥∥∥x1 + x2

2

∥∥∥∥
sq

≤ 1− δ (ε)

i.e., the normed space
(
X, ‖·‖sq

)
is uniformly convex.

The second result is embodied in the following theorem.

Theorem 32. Every (SQ)− normed linear space is a uniformly
smooth space.

Proof. Let t ∈ R and x, y ∈ X with x 6= 0. Then:

‖x+ y‖4
sq − ‖x‖

4
sq

t
= 4 Re (x, x, x, y)sq +

[
2 (x, x, y, y)sq + 2 Re (x, y, x, y)sq

+2 Re (x, y, y, x)sq

]
t+ 4 Re (x, y, y, y)sq t

2 + ‖y‖4
sq t

3,
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which implies:∣∣∣∣∣‖x+ y‖4
sq − ‖x‖

4
sq

t
− 4 Re (x, x, x, y)sq

∣∣∣∣∣ ≤ 6 |t|+ 4t2 + |t|3

for all x, y with ‖x‖sq , ‖y‖sq < 1, and consequently

lim
t→0

‖x+ y‖4
sq − ‖x‖

4
sq

t
= 4 Re (x, x, x, y)sq

for all x, y in the unit ball

B̄ (1) :=
{
x ∈ X| ‖x‖sq ≤ 1

}
.

Now, the argument is similar to that embodied in the proof of Theorem
30 and we will omit the details.

Finally, we will establish the connection between the superior (in-
ferior) semi-inner product and the (SQ)− inner product. Namely, we
have the following proposition.

Proposition 20. Let
(
X, ‖·‖sq

)
be a (SQ)− normed space and

(·, ·) the superior (inferior) semi-inner product. Then

(x, y) =


Re(x,y,y,,y)sq

‖y‖2sq

if y 6= 0

0 if y = 0

.

The proof is similar to that embodied in the proof of Proposition
16 and we will omit the details.
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CHAPTER 6

2k-Inner Products on Real Linear Spaces

1. Introduction

In the last decade, the author gave (see [4] – [9]) an extension of the
usual notion of inner product, namely the quaternary inner product,
or, for short, the Q-inner product. Some of the properties of an inner
product and of the associated norm, such as:

(i) uniform convexity,
(ii) Gâteaux differentiability,
(iii) equivalence of Birkhoff orthogonality with the inner product

orthogonality,
(iv) the Riesz form of linear continuous functionals

were reobtained in this new framework.
The present chapter, following the recent paper [3], is devoted to

a generalization of both the classical inner product and the Q-inner
product.

In the first section we introduce the concept of 2k-inner products
and prove the properties (i)-(ii) above. Also, it is proved that a 2k-inner
product space is a smooth space of (BD)-type, and two remarkable
identities, equivalent with the parallelogram identity, are given. The
following two sections deal with the properties (iii) and (iv) and some
results related to projections are obtained.

2. Main Properties of 2k-Inner Products

Let X be a real linear space and k 6= 0 a natural number. As usual,
we shall denote X2k = X × . . .×X︸ ︷︷ ︸ .

2k times

We introduce the following new

concept [3]:

Definition 15. A mapping (·, . . . , ·) : X2k → R is said to be a
2k-inner product if:

(i) (α1x1 + α2x2, x3, . . . , x2k+1) = α1 (x1, x3, . . . , x2k+1)
+α2 (x2, x3, . . . , x2k+1), α1, α2 ∈ R;

(ii)
(
xσ(1), . . . , xσ(2k)

)
= (x1, . . . , x2k), σ ∈ S2k, where S2k de-

notes the set of all permutations of the indices {1, . . . , 2k};
71
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(iii) (x, . . . , x) > 0 if x 6= 0;
(iv) Cauchy-Buniakowski-Schwarz’s inequality (CBS for short)

|(x1, . . . , x2k)|2k ≤
2k∏
i=1

(xi, . . . , xi)

with equality if and only if x1, . . . , x2k are linearly dependent.

The pair (X, (·, . . . , ·)) is called 2k-inner product space [3]. Let us
remark that our notion is different from the n-inner product of Misiak
([10]).

For k = 1 we have the usual notion of inner product and for k = 2
we obtain the notion of Q-inner product from [4]-[8]. Also, it follows
that

(0, x2, . . . , x2k) = 0 and (αx1, . . . , αx2k) = α2k (x1, . . . , x2k) .

Example 1. I) X = Rn, (x1, . . . , x2k) =
n∑
i=1

(
2k∏
j=1

xij

)
if xj =(

x1
j , . . . , x

n
j

)
II) Let (Ω,A, µ) be a measure space consisting of a set Ω, a σ-

algebra A of subsets of Ω, and a countably additive and positive
measure µ on A with µ (Ω) <∞. Then on X = L2k (Ω,A, µ)
we have the 2k-inner product

(x1, . . . , x2k) =

∫
Ω

2k∏
i=1

xi (t) dµ (t) .

A remarkable class of 2k-inner products is provided by [3]:

Proposition 21. An usual inner product (·, ·) on X gives rise to
a 2k-inner product on X for every k.

Proof. By induction after k. Let us suppose that the given inner
product yields the 2k-inner product (·, . . . , ·)2k. Then:

(x1, . . . , x2k+2)2k+2

:=
1

2k + 1
[(x1, x2) (x3, . . . , x2k+2)2k + (x1, x3) (x2, x4, . . . , x2k+2)2k

+ . . .+ (x1, x2k+2) (x3, . . . , x2k+1)2k]

is a (2k + 2)-inner product.

In the following we call simple the above type of 2k-inner products.
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Example 2. (i) For k = 2 ([6, p. 76], [8, p. 20]) we have the
following 4-inner product:

(x1, x2, x3, x4)4

=
1

3
[(x1, x2) (x3, x4) + (x1, x3) (x2, x4) + (x1, x4) (x2, x3)] .

(ii) For k = 3 we have the 6-inner product

(x1, . . . , x6)6

=
1

15
{(x1, x2) [(x3, x4) (x5, x6) + (x3, x5) (x4, x6) + (x3, x6) (x4, x5)]

+ (x1, x3) [(x2, x4) (x5, x6) + (x2, x5) (x4, x6) + (x2, x6) (x4, x5)]

+ (x1, x4) [(x2, x3) (x5, x6) + (x2, x5) (x3, x6) + (x2, x6) (x3, x5)]

+ (x1, x5) [(x2, x3) (x4, x6) + (x2, x4) (x3, x6) + (x2, x6) (x3, x4)]

+ (x1, x6) [(x2, x3) (x4, x5) + (x2, x4) (x3, x5) + (x2, x5) (x3, x4)]}.

(iii) In the general case we have (2k − 1)!! = 1 · 3 · · · · · (2k − 1)
terms. So, for k = 4 we have 7!! = 3 · 5 · 7 = 105 terms.

The previous proposition leads to the definition of orthogonal basis.
Let us suppose thatX has dimension n and let B = {ei}1≤i≤n be a basis
for X. For k = 1 as usual B is said to be orthogonal if (ei, ej) = δij
and for k > 1 we define recurrently using the relation from the proof
of Proposition 21. For example, B is orthogonal for a Q-inner product
if:

(ei1 , ei2 , ei3 , ei4) =
1

3
(δi1i2δi3i4 + δi1i3δi2i4 + δi1i4δi2i3) .

Then, for i 6= j, we have (ei, ei, ej, ej) = 1
3

and (ei, ei, ei, ej) = 0.
A first property is [3]:

Proposition 22. If (·, . . . , ·) is a 2k-inner product then ‖ · ‖2k :

X → R+, ‖x‖2k = (x, . . . , x)
1
2k is a norm on X for which the following

generalization of parallelogram identity holds:

‖x+ y‖2k
2k + ‖x− y‖2k

2k = 2
k∑
i=0

(
2k

2 (k − i)

)(
x, . . . , x︸ ︷︷ ︸, y, . . . , y︸ ︷︷ ︸

)
.

2i times 2(k−i) times

Proof. By definition of the 2k−norm, we get

‖x+ y‖2k
2k =

2k∑
i=0

(
2k

i

)x, . . . , x︸ ︷︷ ︸
i times

, y, . . . , y︸ ︷︷ ︸
2k−i times

 .
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However, (
x, . . . , x︸ ︷︷ ︸, y, . . . , y︸ ︷︷ ︸

)
i times 2k−i times

≤ ‖x‖i2k‖y‖2k−i
2k

and then

‖x+ y‖2k
2k ≤

2k∑
i=0

(
2k

i

)
‖x‖i2k‖y‖2k−i

2k = (‖x‖2k + ‖y‖2k)
2k

which gives the triangle inequality. The relations:

‖x‖2k ≥ 0, ‖x‖2k = 0 ⇔ x = 0

and ‖λx‖2k =| λ | ‖x‖2k, λ a real number, immediately follow. The
parallelogram identity is obvious.

Remark 2. (i) For Example 1 part I, we have

‖x‖2k =

(
n∑
i=1

(
xi
)2k) 1

2k

if x = (xi)1≤i≤n.
(ii) CBS has the form

| (x1, . . . , x2k) | ≤
2k∏
i=1

‖xi‖2k.

(iii) If (·, . . . , ·)2k is a simple 2k-inner product with the inner prod-
uct (·, ·) as generator then ‖ · ‖2k is exactly the norm ‖ · ‖ of
(·, ·). Also, we have

(x, . . . , x, y)2k = ‖x‖2(k−1)
2k (x, y) ,

a relation important for orthogonality theory, see Remark 3
part (ii) of Section 3.

The previous result leads to [3]:

Definition 16. A real normed space is said to be a 2k-normed
space if its norm is defined by a 2k-inner product.

An important property of 2k−normed spaces is provided by [3]:

Theorem 33. A 2k-normed space is uniformly convex.

Proof. Let 0 < ε < 2 and x, y ∈ X with ‖x‖2k ≤ 1, ‖y‖2k ≤ 1
and ‖x − y‖2k ≥ ε. Applying the parallelogram identity and the CBS
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inequality, we have that

‖x+ y‖2k
2k ≤ 2

k∑
i=0

(
2k

2 (k − i)

)
‖x‖2i

2k‖y‖
2(k−i)
2k − ‖x− y‖2k

2k

≤ 22k − ε2k = 22k

[
1−

(ε
2

)2k
]

and then ∥∥∥∥x+ y

2

∥∥∥∥ ≤ 1−

[
1−

(
1−

( ε
2

)2k
) 1

2k

]
.

Putting

δ (ε) = 1−
(

1−
(ε

2

)2k
) 1

2k

we have δ (ε) > 0, which gives the desired result.

Another remarkable result of this section is [3]:

Theorem 34. The norm of a 2k-normed space is Gâteaux differ-
entiable with:

τ (x, y) := (‖ · ‖′2k) (x) (y) =
(x, . . . , x, y)

‖x‖2k−1
2k

, x 6= 0.

Proof. Let x, y ∈ X, x 6= 0 and t 6= 0 a real number. Since

1

t

(
‖x+ ty‖2k

2k − ‖x‖2k
2k

)
=

1

t

2k−1∑
i=0

(
2k

i

)(
x, . . . , x︸ ︷︷ ︸, ty, . . . , ty︸ ︷︷ ︸

)
i times 2k−i times

,

we have

lim
t→0

1

t

(
‖x+ y‖2k

2k − ‖x‖2k
2k

)
= 2k (x, . . . , x, y) .

Also, from:

1

t
(‖x+ ty‖2k − ‖x‖2k)

=
1

t
· ‖x+ ty‖2k

2k − ‖x‖2k
2k(

‖x+ ty‖k2k + ‖x‖k2k
)∑k

i=1 ‖x+ ty‖k−i2k ‖x‖
i−1
2k

we get:

lim
t→0

1

t
(‖x+ ty‖2k − ‖x‖2k) =

2k (x, . . . , x, y)

2‖x‖k2kk‖x‖
k−1
2k

,

which is the required relation.

Let us recall, following [9], the following notions:



76 6. 2k-INNER PRODUCTS ON REAL LINEAR SPACES

Definition 17. (i) On a normed linear space (X, ‖ · ‖) the
semi-inner-product (·, ·)T : X ×X → R,

(x, y)T := lim
t↓0

1

2t

(
‖y + tx‖2 − ‖y‖2

)
is called semi-inner-product in the Tapia sense.

(ii) A smooth normed space is called of (D)-type [9] if there exists:

(x, y)
′

T := lim
t→0

1

t
[(x, y + tx)T − (x, y)T ]

and a space of (D)-type is called of (BD)-type if there exists a

real number k so that (x, y)
′

T ≤ k2‖y‖2. The least number k is
called the boundedness modulus (for details, see Chapter 14).

The following result is known.

Proposition 23. ([9, p. 1]) A normed linear space is smooth if
and only if (·, ·)T is linear in the first variable.

A straightforward computation for the 2k−normed spaces gives [3]:

Proposition 24. A 2k-normed space is smooth since

(x, y)T =
(y, . . . , y, x)

‖y‖2(k−1)
2k

.

Also, a 2k-normed space is of (BD)-type with boundedness modulus 1

because (x, y)
′

T = ‖y‖2
2k.

We finish this section with two identities in a 2k-inner product
space. A simple calculation gives the equivalences:

a2 + c2 = 2b2 ⇐⇒ 1

b+ c
+

1

a+ b
=

2

a+ c
,

a2 + c2 = 2b2 ⇐⇒ a

b+ c
+

c

a+ b
=

2b

a+ c
.

Using the above parallelogram identity, let

a = ‖x+ y‖k2k, c = ‖x− y‖k2k and

b =

 k∑
i=0

(
2k

2 (k − i)

)x, . . . , x︸ ︷︷ ︸
2i times

, y, . . . , y︸ ︷︷ ︸
2(k−i) times

 1
2
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to obtain:

1

‖x− y‖k2k +

∑k
i=0

(
2k

2(k−i)

)x, . . . , x︸ ︷︷ ︸
2i times

, y, . . . , y︸ ︷︷ ︸
2(k−i) times

 1
2

+
1

‖x+ y‖k2k +

∑k
i=0

(
2k

2(k−i)

)x, . . . , x︸ ︷︷ ︸
2i times

, y, . . . , y︸ ︷︷ ︸
2(k−i) times

 1
2

=
2

‖x+ y‖k2k + ‖x− y‖k2k
and

‖x+ y‖k2k

‖x− y‖k2k +

∑k
i=0

(
2k

2(k−i)

)x, . . . , x︸ ︷︷ ︸
2i times

, y, . . . , y︸ ︷︷ ︸
2(k−i) times

 1
2

+
‖x− y‖k2k

‖x+ y‖k2k +

∑k
i=0

(
2k

2(k−i)

)x, . . . , x︸ ︷︷ ︸
2i times

, y, . . . , y︸ ︷︷ ︸
2(k−i) times

 1
2

=

2

∑k
i=0

(
2k

2(k−i)

)x, . . . , x︸ ︷︷ ︸
2i times

, y, . . . , y︸ ︷︷ ︸
2(k−i) times

 1
2

‖x+ y‖k2k + ‖x− y‖k2k
.

3. 2k-Orthogonality

We shall begin with:

Definition 18. If x, y ∈ (X, (·, . . . , ·)) then x is said to be 2k-
orthogonal to y if (x, . . . , x, y) = 0 and we denote this fact by x ⊥2k y.

Remark 3. (i) Obviously, x ⊥2k x⇒ x = 0.
(ii) From Remark 2 part (iii), it follows that for a simple 2k-inner

product generated by (·, ·) we have x ⊥2k y ⇔ x ⊥2 y.

Let us recall that on a normed space (X, ‖·‖), x is called Birkhoff
orthogonal to y if ‖x+ λy‖ ≥ ‖x‖ for all real λ and denote this fact
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by x ⊥B y. The following characterization of Birkhoff orthogonality is
due by R. C. James:

Proposition 25. ([11, p. 92]) x ⊥B y ⇔ τ− (x, y) ≤ 0 ≤ τ+ (x, y)
where:

τ− (x, y) := lim
t↓0

1

t
(‖x+ ty‖ − ‖x‖) ,

τ+ (x, y) := lim
t↑0

1

t
(‖x+ ty‖ − ‖x‖) .

The following lemma is useful [3]:

Lemma 2. If (X, (·, . . . , ·)) is a 2k-inner product space then the
2k-orthogonality is equivalent with Birkhoff orthogonality.

Proof. If x ⊥B y then applying Proposition 25 it results that

0 ≤ τ− (x, y) ≤ 0 ≤ τ+ (x, y)

which implies

τ (x, y) = τ− (x, y) = τ+ (x, y) = 0

and then x ⊥2k y. Conversely, if x ⊥2k y and x 6= 0 then

τ− (x, y) = τ+ (x, y) =
(x, . . . , x, y)

‖x‖2k−1
2k

= 0

and applying Proposition 25 we have the conclusion.

This result has an important consequence. Thus, applying Ex. 24
from [2, V. 66] it results that x ⊥2k y is equivalent with y ⊥2k x if
and only if ‖ · ‖2k is generated by an usual inner product. For example,
this is the case of simple 2k-inner products, see Remark 2 part (iii) or
Remark 3 part (ii).

Definition 19. Given a subset Y ⊂ (X, (·, . . . , ·)) , the set Y ⊥2k =
{z ∈ X; z ⊥2k y for all y ∈ Y } is called the 2k-orthogonal complement
of Y .

Remark that Y ∩ Y ⊥2k = {0} and if λ ∈ R and z ∈ Y ⊥2k then
λz ∈ Y ⊥2k showing that Y ⊥2k is a linear subspace. However, from
Proposition 24 X is smooth and applying Ex. 26 from [2, V. 66] it
results that Y ⊥2k is a linear subspace.

The following orthogonal decomposition theorem holds [3].

Theorem 35. Let Y be a closed linear subspace in a complete 2k-
inner product space (X, (·, . . . , ·)). Then, for x ∈ X there exists a
unique y ∈ Y and z ∈ Y ⊥2k such that x = y + z.
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Proof. Existence. From uniform convexity it follows that X is
reflexive ( [11, p. 368]), and thus there exists a projection of x on Y ,
i.e., an element y ∈ Y such that

‖x− y‖2k ≤ ‖x− y
′‖2k

for all y′ ∈ Y . Denoting z = x− y we have the required relation.
Now, we prove that z ∈ Y ⊥2k . For y′ ∈ Y we have

‖z + λy′‖2k = ‖x− (y − λy′) ‖2k ≥ ‖x− y‖2k = ‖z‖2k

for all real λ and then z ⊥B y
′. Applying Lemma 2 we obtain z ∈ Y ⊥2k .

Unicity. The above y is in PY (x), where PY (x) denotes the set of
best approximation elements in Y referring to x. Since X is uniformly
convex it results that X is strictly convex and then PY (x) contains a
unique element ( [11, p. 110]).

In the following we obtain some results in the spirit of [10], which
appear as a counterpart of the above results.

Let a ∈ X\{0} and denote by X (a) the linear subspace generated
by a. Let us consider the mapping

pra : X → X, pra (x) :=
(a, . . . , a, x)

||a||2k2k
a.

It follows that [3]:

Proposition 26. (i) pra is independent of the choice of a in
X (a) i.e. for λ ∈ R we have prλa = pra.

(ii) pra is a projection onto X (a).
(iii) For arbitrary x ∈ X, a is 2k-orthogonal to x− prax and

‖pra (x) ‖2k ≤ ‖x‖2k.

Proof. The proof is as follows.

(i) We observe that

prλa (x) =
(λa, . . . , λa, x)

‖λa‖2k
2k

λa =
λ2k (a, . . . , a, x)

λ2k‖a‖2k
2k

a = pra (x) .

(ii) We note that pra is onto because pra (a) = a. Obviously, pra
is linear and:

pra (pra (x)) =
(a, . . . , a, pra (x))

‖a‖2k
2k

a

=
(a, . . . , a) (a, . . . , a, x)

‖a‖4k
2k

a

= pra (x) .



80 6. 2k-INNER PRODUCTS ON REAL LINEAR SPACES

(iii) We remark that

(a, . . . , a, x− pra (x)) = (a, . . . , a, x)− (a, . . . , a, pra (x))

= (a, . . . , a, x)− (a, . . . , a) (a, . . . , a, x)

‖a‖2k
2k

= 0

and

‖pra (x) ‖2k =
| (a, . . . , a, x) |‖a‖2k

‖a‖2k
2k

=
| (a, . . . , a, x) |
‖a‖2k−1

2k

≤ ‖a‖2k−1
2k ‖x‖2k

‖a‖2k−1
2k

= ‖x‖2k,

and the proposition is proved.

4. The Riesz Property

Let us denote by X∗ the usual dual of X, that is, the space of linear
continuous functionals f : X → R. Fix an element y ∈ X and consider
the functional f : X → R, f (x) := (x, y, . . . , y). It follows that f ∈ X∗

with
|f (x) | ≤ ‖x‖2k‖y‖2k−1

2k for all x ∈ X,
hence

‖f‖ ≤ ‖y‖2k−1
2k .

Also,
‖f‖‖y‖2k ≥ f (y) = ‖y‖2k

2k,

so that
‖f‖ = ‖y‖2k−1

2k .

Conversely, we shall show that any f ∈ X∗ has the above form
if X is complete, obtaining the following generalization of the Riesz
representation theorem [3]:

Theorem 36. If (X, (·, . . . , ·)) is a complete 2k-inner product space
and f ∈ X∗ then there exists an element y ∈ X such that f (x) =
(x, y, . . . , y) for all x ∈ X and ‖f‖ = ‖y‖2k−1

2k .

Proof. If f = 0 then y = 0. If f 6= 0 let x0 ∈ X with f (x0) 6= 0.
Applying the Proposition 35 for x0 and Y = Ker (f) which is a closed
linear subspace of X, there is a unique y0 ∈ Ker (f) and a unique z0 ∈
Ker (f)⊥2k such that x0 = y0 + z0. It results that z0 /∈ Ker (f).

Let λ ∈ R with

λ2k−1 =
f (x0)

‖z0‖2k
2k
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and y = λz0. Because f (x) z0 − f (z0)x ∈ Ker (f) for all x ∈ X we
have

z0 ⊥2k (f (x) z0 − f (z0)x) ,

that is,
(f (x) z0 − f (z0)x, z0, . . . , z0) = 0

which implies

f (x) =
f (z0)

‖z0‖2k
2k

(x, z0, . . . , z0) = λ2k−1 (x, z0, . . . , z0)

= (x, λz0, . . . , λz0) = (x, y, . . . , y)

for all x ∈ X.

Finally, we shall prove the theorem of unicity for the representation
element [3].

Theorem 37. Let (X, (·, . . . , ·)) be a complete 2k-inner product
space and f ∈ X∗ \ {0}. Then there exists an unique u ∈ X with
‖u‖2k = 1 such that f (x) = ‖f‖ (x, u, . . . , u) for all x ∈ X.

Proof. Existence. As above, there exists a z0 ∈ Ker (f)⊥2k \ {0}
such that

f (x) =
f (z0)

‖z0‖2k

(
x,

z0

‖z0‖2k

, . . . ,
z0

‖z0‖2k

)
for all x ∈ X and

‖f‖ =
f (z0)

‖z0‖2k

.

With

λ =

(
f (z0)

|f (z0) |

)1/2k−1

we get

f (x) = ‖f‖ f (z0)

|f (z0) |

(
x,

z0

‖z0‖2k

, . . . ,
z0

‖z0‖2k

)
= ‖f‖λ2k−1

(
x,

z0

‖z0‖2k

, . . . ,
z0

‖z0‖2k

)
= ‖f‖ (x, u, . . . , u) ,

where u = λz0
‖z0‖2k

. Obviously ‖u‖2k = 1.

Unicity. We have f (u) = ‖f‖. Since (X, (·, ·)) is strictly convex
and u satisfy the last relations, by the Krein theorem ([11, p. 110]), it
follows that u is unique.
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CHAPTER 7

Mappings Associated with the Norm Derivatives

1. Introduction

In this chapter we introduce some natural mappings associated to
the semi-inner products (·, ·)i and (·, ·)s and study their main properties
both in the general setting of normed linear spaces and in the case of
inner product spaces.

2. Some Mappings Associated with the Norm Derivatives

Let (X, ‖·‖) be a real normed linear space and x, y two fixed ele-
ments inX. We can defined the following mappings:

nx,y : R → R, nx,y (t) = ‖x+ ty‖ ,
δx,y : R → R, δx,y (t) = 2 ‖x+ ty‖ − ‖x+ 2ty‖ ,

vx,y : R� {0}→ R, vx,y (t) =
‖x+ ty‖ − ‖x‖

t
,

γx,y : R� {0}→ R, γx,y (t) =
‖x+ 2ty‖ − ‖x+ ty‖

t
.

Using the semi-inner products (·, ·)i and (·, ·)s and assuming that x, y
are linearly independent, we can also consider the mappings:

Φp
x,y : R → R, Φp

x,y (t) =
(y, x+ ty)p
‖x+ ty‖

and

Ψp
x,y : R → R, Ψp

x,y (t) =
(x, x+ ty)p
‖x+ ty‖

,

where p ∈ {s, i}.
There are some natural connections between the previous mappings.

We shall incorporate them in the following proposition:

Proposition 27. If x, y are two linearly independent vectors in the
normed linear space X, then we have that:

85
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(i) The following equalities for the mappings γ, δ hold:

γx,y (t) = δy,x
2

(
1

t

)
for t > 0;(7.1)

γx,y (u) = −δy,x
2

(
1

u

)
for u < 0;(7.2)

δx,y (t) = γ2y,x

(
1

t

)
for t > 0(7.3)

and

(7.4) δx,y (u) = −γ2y,x

(
1

u

)
for u < 0.

(ii) The following equalities for the mappings Φp,Ψp hold:

(7.5) Φp
x,y

(
1

t

)
= Ψp

y,x (t) for t > 0

and

(7.6) Φp
x,y

(
1

u

)
= Ψq

y,x (u) for u < 0.

(iii) The following equalities for the mappings Φp,Ψp, and n hold:

(7.7) Ψp
x,y (t) = nx,y (t)− tΦq

x,y (t) for t > 0

and

(7.8) Ψp
x,y (u) = nx,y (u)− uΦp

x,y (u) for u < 0,

where p, q ∈ {s, i} and p 6= q.

Proof. The proof is as follows:

(i) For α > 0, we have that

γx,y

(
1

α

)
= ‖2y + αx‖ − ‖y + αx‖ = 2

∥∥∥y + α
x

2

∥∥∥− ∥∥∥y + 2α
x

2

∥∥∥
= δy,x

2
(α)

from where results (7.1).
We observe that (7.3) follows by (7.1).
For β < 0 we have that:

γx,y

(
1

β

)
= β

(∥∥∥∥2y + βx

β

∥∥∥∥− ∥∥∥∥y + βx

β

∥∥∥∥)
= β

∥∥∥∥2y + βx

− (−β)

∥∥∥∥− β

∥∥∥∥ y + βx

− (−β)

∥∥∥∥ = ‖y + βx‖ − ‖2y + βx‖

= −δy,x
2
(β)
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from where results (7.2) and by (7.2), we obtain (7.4).
(ii) We have for t > 0 that:

Φp
x,y

(
1

t

)
=

(
y, x+ 1

t
y
)
p∥∥x+ 1

t
y
∥∥ =

(y, y + tx)p
‖y + tx‖

= Ψp
y,x (t) .

If u < 0, then

Φp
x,y

(
1

u

)
=

(
y, x+ 1

u
y
)
p∥∥x+ 1

u
y
∥∥ =

(−u) (y,− (y + ux))p
(−u) ‖y + ux‖

=
(y, y + ux)q
‖y + ux‖

= Ψq
y,x (u)

and the statement is proved.
(iii) If t > 0, then

Φp
x,y (t) =

(x+ ty − ty, x+ ty)p
‖x+ ty‖

=
‖x+ ty‖2 + t (−y, x+ ty)p

‖x+ ty‖

= nx,y (t)− t
(y, x+ ty)q
‖x+ ty‖

= nx,y (t)− tΦq
x,y (t)

and the identity (7.7) is proved.
If u < 0, then:

Φp
x,y (u) =

‖x+ uy‖2 + u (y, x+ uy)p
‖x+ uy‖

= nx,y (u)− uΦp
x,y (u)

and the proposition is thus proved.

For the sake of completeness, we shall point out here some proper-
ties of the mappings u and v as well.

Proposition 28. Let x, y be fixed inX. We have

(i) nx,y is continuous convex on R;
(ii) nx,y has lateral derivatives in each point on R;
(iii) If x, y are linearly independent, then

(7.9)
d+nx,y (t)

dt
= Φs

x,y (t) , t ∈ R

and

(7.10)
d−nx,y (t)

dt
= Φi

x,y (t) , t ∈ R.
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Proof. (i), (ii). Are obvious.
(iii). Let t ∈ R. Then

d+ux,y (t)

dt
= lim

α→t
α>t

(
‖x+ αy‖ − ‖x+ ty‖

α− t

)
= lim

β→0
β>0

(
‖x+ ty + βy‖ − ‖x+ ty‖

β

)

= lim
β→0+

‖x+ ty + βy‖2 − ‖x+ ty‖2

2β

× lim
β→0+

1

‖x+ ty + βy‖+ ‖x+ ty‖

=
(y, x+ ty)s
‖x+ ty‖

= Φs
x,y (t) ,

and the relation (7.9) is proved.
The equality (7.10) goes likewise and we shall omit the details.

For the mapping vx,y we have the following properties [3].

Theorem 38. Let x, y be fixed in X. Then:

(i) vx,y is monotonic decreasing on R� {0};
(ii) vx,y is bounded and

(7.11) |vx,y (t)| ≤ ‖y‖ for all t ∈ R� {0} ;

(iii) We have the inequalities:

(7.12) Φs
x,y (u) ≤ vx,y (u) ≤ (y, x)i

‖x‖
for all u < 0

and

(7.13) Φi
x,y (t) ≥ vx,y (t) ≥ (y, x)s

‖x‖
for all t > 0;

assuming that x, y are linearly independent.
(iv) We have the limits:

(7.14) lim
u→−∞

vx,y (u) = −‖y‖ and lim
u→∞

vx,y (u) = ‖y‖

and

(7.15) lim
u→0−

vx,y (u) =
(y, x)i
‖x‖

and lim
u→0+

vx,y (u) =
(y, x)s
‖x‖

;

assuming that x 6= 0;
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(v) vx,y is laterally derivable in each point t0 ∈ R� {0} and if x, y
are linearly independent we have that

(7.16)
d+vx,y (t)

dt
=

1

t2
[
tΨs

x,y (t)− ux,y (t) + ‖x‖
]

and

(7.17)
d−vx,y (t)

dt
=

1

t2
[
tΨi

x,y (t)− ux,y (t) + ‖x‖
]

for all t ∈ R� {0}.

Proof. The proof is as follows.

(i) The mapping nx,y being convex, we have that

vx,y (t2) =
nx,y (t2)− nx,y (0)

t2 − 0
≥ nx,y (t1)− nx,y (0)

t1
= vx,y (t1)

for all t2 > t1, t1, t2 ∈ R.
(ii) By the continuity of the norm, we have that

|‖x+ ty‖ − ‖x‖| ≤ ‖x+ ty − x‖ = |t| ‖x‖ , t ∈ R

from where results the inequality (7.11).
(iii) Let u < 0. Then by Schwartz’s inequality we have that

(x, x+ uy)s ≤ ‖x‖ ‖x+ ty‖ .

By the properties of semi-inner product (·, ·)s, we can state
that

(x, x+ uy)s = (x+ uy − uy, x+ uy)s

= ‖x+ uy‖2 + (−uy, x+ uy)s

= ‖x+ uy‖2 − u (y, x+ uy)s

and thus, by the previous inequality, we can state that

‖x+ uy‖2 − u (y, x+ uy)s ≤ ‖x‖ ‖x+ ty‖

for all u < 0, from where we get

vx,y (u) =
‖x+ uy‖ − ‖x‖

u
≥ (y, x+ uy)s

‖x+ uy‖
= Φs

x,y (u)

and the first inequality in (7.12) is proved.
By Schwartz’s inequality, we can also state

‖x‖ ‖x+ uy‖ ≥ (x+ uy, x)s

for all u < 0.
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A simple calculation shows us that

(x+ uy, x)s = ‖x‖2 + (uy, x)s = ‖x‖2 − u (−y, x)s
= ‖x‖2 + (uy, x)i

for all u < 0, and thus, the above inequality gives us

‖x‖ ‖x+ uy‖ − ‖x‖2 ≥ u (y, x)i , u < 0

from where we obtain

vx,y (u) =
‖x+ uy‖ − ‖x‖

u
≤ (y, x)i

‖x‖
and the second part of (7.12) is also proved.

The inequality (7.13) goes likewise and we shall omit the
details.

(iv) We have

lim
t→∞

vx,y (t) = lim
α→0+

vx,y

(
1

α

)
= lim

α→0+

∥∥x+ 1
α
y
∥∥− ‖u‖

1
α

= lim
α→0+

(‖y + αx‖ − α ‖x‖) = ‖y‖ .

The second limit in (7.14) goes likewise and we shall omit the
details.

Now, let us observe that

lim
t→0+

vx,y (t) = lim
t→0+

‖x+ ty‖2 − ‖x‖2

2t
· lim
t→0+

2

‖x+ ty‖+ ‖x‖

=
(y, x)s
‖x‖

for all x ∈ X� {0}.
The second limit in (7.15) is similar and we shall omit the

details.
(v) The fact that vx,y is laterally derivable in each point t ∈

R� {0} is obvious. Let us compute the lateral derivatives.
We have

d+vx,y (t)

dt
=
d+

dt

(
ux,y (t)− ‖x‖

t

)
=

1

t2

[
d+ux,y (t)

dt
· t− (ux,y (t)− ‖x‖)

]
=

1

t2
[
tΨs

x,y (t)− ux,y (t) + ‖x‖
]
,

and the relation (7.16) is obtained.
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The identity (7.17) goes likewise and we shall omit the
details.

Remark 4. In the case of general normed linear spaces the graph
of the mapping nx,y for fixed linearly independent vectors x, y is incor-
porated in Figure 1.

Figure 1.

Remark 5. In the case of general normed linear spaces, the graph
of the mapping vx,y for fixed linearly independent vectors x, y is incor-
porated in Figure 2.

Figure 2.
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Note that if the space (X, ‖·‖) is smooth in x, then (y, x)s = (y, x)i.
The line v = ‖y‖ in Figure 2 is the asymptotic of v at t = +∞ and
v = −‖y‖ is the asymptotic for t = −∞.

3. Properties of the Mapping δx,y

The following theorem contains the main properties of the mapping
δx,y in the general case of normed linear spaces [5].

Theorem 39. Let (X, ‖·‖) be a real normed linear space and x, y
two fixed vectors in X. We have:

(i) δx,y is bounded and

(7.18) |δx,y (t)| ≤ ‖x‖ for all t ∈ R;

(ii) If x, y are linearly independent, then we have the inequalities:

(7.19) δx,y (t) ≤ Ψi
x,y (t) ≤ Ψs

x,y (t) ≤ ‖x‖
and

δx,y (t) ≥ Ψs
x,2y (t) ≥ Ψi

x,2y (t) ≥ ‖x+ 2ty‖ − 2 |t| ‖y‖(7.20)

≥


(x, y)s
‖y‖

if t ≥ 0,

−(x, y)i
‖y‖

if t < 0.

(iii) The mapping δx,y is continuous on R and we have the limits:

(7.21) lim
t→+∞

δx,y (t) =
(x, y)s
‖y‖

, lim
t→−∞

δx,y (t) =
− (x, y)i
‖y‖

,

where x, y are linearly independent;
(iv) The mapping δx,y is laterally derivable in each point and if x, y

are linearly independent, then we have

(7.22)
d+δx,y (t)

dt
= 2

(
Φs
x,y (t)− Φs

x,y (2t)
)

and

(7.23)
d−δx,y (t)

dt
= 2

(
Φi
x,y (t)− Φi

x,y (2t)
)

for all t ∈ R;
(v) The mapping δx,y is monotonic nondecreasing on (−∞, 0] and

monotonic nonincreasing on (0,∞).

Proof. The proof is as follows:
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(i) By the continuity property of the norm, we have

|δx,y (t)| = |‖2x+ 2ty‖ − ‖x+ 2ty‖| ≤ ‖2x+ 2ty − x− 2ty‖ = ‖x‖

for all t ∈ R, and the inequality (7.18) is obtained.
(ii) Using Schwartz’s inequality and the properties of norm deriva-

tives (·, ·)p, we have that

‖x+ 2ty‖ ‖2x+ 2ty‖
≥ (x+ 2ty, 2x+ 2ty)s = (2x+ 2ty − x, 2x+ 2ty)s

= ‖2x+ 2ty‖2 − (x, 2x+ 2ty)i

from where we get

‖x+ 2ty‖ − ‖2x+ 2ty‖ ≥ −(x, 2x+ 2ty)i
‖2x+ 2ty‖

which is equivalent with

2 ‖x+ ty‖ − ‖x+ 2ty‖ ≤ (x, x+ ty)i
‖x+ ty‖

for all t ∈ R, and the first inequality in (7.19) is proved.
The second inequality is obvious.

The third inequality follows by Schwartz’s inequality:

(x, x+ ty)s ≤ ‖x+ ty‖ ‖x‖ , t ∈ R.

To prove the first inequality in (7.20), we also use Schwartz’s
inequality:

‖2x+ 2ty‖ ‖x+ 2ty‖
≥ (2x+ 2ty, x+ 2ty)s = (x+ x+ 2ty, x+ 2ty)s

= ‖x+ 2ty‖2 + (x, x+ 2ty)s

from where we get

2 ‖x+ ty‖ − ‖x+ 2ty‖ ≥ (x, x+ 2ty)s
‖x+ 2ty‖

= Ψs
x,2y (t)

for all t ∈ R, and the first inequality in (7.20) is proved.
The second inequality is obvious.

By Schwartz’s inequality, we also have

‖x+ 2ty‖ ‖2ty‖
≥ (2ty, x+ 2ty)s = (x+ 2ty − x, x+ 2ty)s

= ‖x+ 2ty‖2 − (x, x+ 2ty)i
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from where we get

(x, x+ 2ty)i
‖x+ 2ty‖

≥ ‖x+ 2ty‖ − 2 |t| ‖y‖

for all t ∈ R and the third inequality in (7.20) is proved.
Now, suppose that t ≥ 0. Then

‖x+ 2ty‖ − 2 |t| ‖y‖ = ‖x+ 2ty‖ − 2t ‖y‖ .

By Schwartz’s inequality, we have that

‖x+ 2ty‖ ‖y‖ ≥ (x+ 2ty, y)s = (x, y)s + 2t ‖y‖2 ,

from where we get

‖x+ 2ty‖ − 2t ‖y‖ ≥ (x, y)s
‖y‖

.

If t < 0, let t = −u with u > 0. Then

‖x+ 2ty‖ − 2 |t| ‖y‖ = ‖x− 2uy‖ − 2u ‖y‖ .

By Schwartz’s inequality, we also have that

‖x− 2uy‖ ‖y‖ ≥ (x− 2uy, y)s = (x,−y)s + 2u ‖y‖2

from where we get

‖x− 2uy‖ − 2u ‖y‖ ≥ (x,−y)s
‖y‖

= −(x, y)i
‖y‖

≥ −(x, y)s
‖y‖

,

and the last inequality in (7.20) is also proved.
(iii) The continuity of δx,y on R is obvious.

By the inequalities (7.19) and (7.20) we have that

Ψs
x,y (t) ≥ δx,y (t) ≥ Ψs

x,2y (t) = Ψs
x,y (2t) .

As

lim
t→+∞

Ψs
x,y (t) =

(x, y)s
‖y‖

(see Section 6)

we get the first limit in (7.21). The second limit goes likewise
and we shall omit the details.

(iv) The fact that δx,y is laterally derivable in each point of R
follows by the same property of the norm ‖·‖.

We now have

d+δx,y (t)

dt
= 2

d+ux,y (t)

dt
− d+ux,y (2t)

dt
= 2

(
Φs
x,y (t)− Φs

x,y (2t)
)
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and similarly,

d−δx,y (t)

dt
= 2

(
Φi
x,y (t)− Φi

x,y (2t)
)

for all t ∈ R.
(v) We know that the mappings Φp

x,y, p ∈ {s, i} are monotonic
nondecreasing on R (see Section 5).

If t < 0, then 2t < t and then Φp
x,y (t) ≥ Φp

x,y (2t) from
where we get that

d±δx,y (t)

dt
≥ 0 for t ∈ (−∞, 0) .

If t ≥ 0, then 2t ≥ t and then Φp
x,y (2t) ≥ Φp

x,y (t) from where
we get that

d±δx,y (t)

dt
≤ 0 for t ∈ (−∞, 0) .

In conclusion, the mapping δx,y is monotonic nondecreasing on
(−∞, 0) and nonincreasing on [0,∞).

The theorem is thus proved.

Remark 6. In what follows, we shall show the approximative graph
of the mapping δx,y in the general case of normed spaces.

a) If we assume that (x, y)s ≥ 0, we have the following graph
incorporated in Figure 3. We are not sure about the convexity

Figure 3.

of the mapping δx,y. We know that

−(x, y)i
‖y‖

≥ −(x, y)s
‖y‖
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but − (x, y)i do not always have to be negative.
b) If (x, y)s ≤ 0, then we have the following graph incorprated in

Figure 4. We are not sure about the convexity of the mapping

Figure 4.

δx,y. We know that

−(x, y)i
‖y‖

≥ −(x, y)s
‖y‖

but − (x, y)i do not have to be positive in each case.

4. Properties of the Mapping γx,y

It is natural to consider the following mapping

γx,y (t) :=
‖x+ 2ty‖ − ‖x+ ty‖

t
, t ∈ R� {0} ,

where x, y are two fixed elements in X.
The main properties of this mapping are embodied in the following

theorem [2].

Theorem 40. Let (X, ‖·‖) be a real normed linear space and x, y
two fixed vectors in X. We have:

(i) The mapping γx,y is bounded on R� {0} and

(7.24)
∣∣γx,y (t)

∣∣ ≤ ‖y‖ for all t ∈ R� {0} ;

(ii) If x, y are linearly independent, then we have the inequalities:

(7.25) −‖y‖ ≤ γx,y (u) ≤ Φi
x,y (u) for all u < 0
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and

(7.26) ‖y‖ ≥ γx,y (t) ≥ Φs
x,y (t) for all t > 0;

(iii) The mapping γx,y is continuous on R� {0} and we have the
limits;

(7.27) lim
u→0−

γx,y (u) =
(y, x)i
‖y‖

, lim
u→0+

γx,y (t) =
(y, x)s
‖y‖

and

(7.28) lim
u→−∞

γx,y (u) = −‖y‖ , lim
t→+∞

γx,y (t) = ‖y‖

if x, y are linearly independent;
(iv) We have the inequalities:

(7.29) γx,y (t) ≤ Φi
x
2
,y (t) ≤ Φs

x
2
,y (t) ≤ ‖y‖ for all t > 0

and

(7.30) γx,y (u) ≥ Φs
x
2
,y (u) ≤ Φi

x
2
,y (u) ≥ −‖y‖ for all u < 0

if x, y are linearly independent;
(v) The mapping γx,y has one sided derivatives at each point of

R� {0} and, if x, y are linearly independent, then

(7.31)
d−γx,y (t)

dt
=


1
t2

[
Ψi
x,y (t)−Ψi

x,y (2t)
]

if t < 0

1
t2

[
Ψs
x,y (t)−Ψs

x,y (2t)
]

if t > 0

and

(7.32)
d+γx,y (t)

dt
=


1
t2

[
Ψs
x,y (t)−Ψs

x,y (2t)
]

if t < 0

1
t2

[
Ψi
x,y (t)−Ψi

x,y (2t)
]

if t > 0;

(vi) The mapping γx,y is monotonic nondecreasing on R� {0}.

Proof. The proof is as follows.

(i) By the continuity property of the norm, we have that

|‖x+ 2ty‖ − ‖x+ ty‖| ≤ ‖x+ 2ty − x− ty‖ = |t| ‖y‖ , t ∈ R
from where results the inequality (7.24).

(ii) By Schwartz’s inequality and by the properties of the norm
derivatives (·, ·)p, we have that:

‖x+ 2uy‖ ‖x+ uy‖ ≥ (x+ 2uy, x+ uy)s
= (x+ uy + uy, x+ uy)s

= ‖x+ uy‖2 + u (y, x+ uy)i
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from where we get

(‖x+ 2uy‖ − ‖x+ uy‖) ‖x+ uy‖ ≥ u (y, x+ uy)i

for all u < 0, which implies

‖x+ 2uy‖ − ‖x+ uy‖
u

≤ u (y, x+ uy)i
‖x+ uy‖

and the second inequality in (7.25) is proved.
The second inequality in (7.26) goes likewise and we shall

omit the details.
(iii) The continuity of the mapping γx,y on R� {0} is obvious.

We have:

lim
u→0−

γx,y (u) = lim
u→0−

‖x+ 2uy‖ − ‖x‖ − (‖x+ uy‖ − ‖x‖)
u

= 2 lim
u→0−

‖x+ 2uy‖ − ‖x‖
u

− lim
u→0−

‖x+ uy‖ − ‖x‖
u

= 2
(y, x)i
‖x‖

− (y, x)i
‖x‖

=
(y, x)i
‖x‖

and the first limit in (7.27) is obtained.
The second limit goes likewise and we shall omit the details.
We have

lim
u→−∞

γx,y (u) = lim
u→−∞

‖x+ 2uy‖ − ‖x+ uy‖
u

= lim
u→−∞

(−u)
[∥∥− 1

u
x− 2y

∥∥− ∥∥− 1
u
x− y

∥∥]
u

= − lim
u→−∞

(∥∥∥∥2y +
1

u
x

∥∥∥∥− ∥∥∥∥y +
1

u
x

∥∥∥∥)
= − lim

α→0−
(‖2y + αx‖ − ‖y + αx‖)

= −2 ‖y‖+ ‖y‖ = −‖y‖
and the first limit in (7.28) is obtained.

The second limit goes likewise and we shall omit the details.
(iv) We shall prove the inequality (7.30).

By Schwartz’s inequality, we have that

‖x+ 2uy‖ ‖x+ uy‖ ≥ (x+ uy, x+ 2uy)s
= (x+ 2uy − uy, x+ 2uy)s

= ‖x+ 2uy‖2 − u (y, x+ 2uy)s ,

which is equivalent with

u (y, x+ 2uy)s ≥ ‖x+ 2uy‖ (‖x+ 2uy‖ − ‖x+ uy‖)
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that is,

(y, x+ 2uy)s
‖x+ 2uy‖

≤ ‖x+ 2uy‖ − ‖x+ uy‖
u

for all u < 0.

However,

Φs
x
2
,y (u) = Φs

x
2
,y (2u) =

(y, x+ 2uy)s
‖x+ 2uy‖

and the first inequality in (7.30) is proved.
The second and third inequalities are obvious, and the

statement is proved.
The inequality (7.29) goes likewise and we shall omit the

details.
(v) The fact that the mapping γx,y has one sided derivatives at

each point of R� {0} is obvious.
We have

d+γx,y (t)

dt
=
d+

dt

(
ux,y (2t)− ux,y (t)

t

)
=

1

t2

[
d+

dt
(ux,y (2t)− ux,y (t)) t− (ux,y (2t)− ux,y (t))

]
=

1

t2

[(
2
d+ux,y (2t)

dt
− d+ux,y (t)

dt

)
t− ux,y (2t) + ux,y (t)

]
=

1

t2
[(

2Φs
x,y (2t)− Φs

x,y (t)
)
t− ux,y (2t) + ux,y (t)

]
=

1

t2
[
2tΦs

x,y (2t)− ux,y (2t)−
(
tΦs

x,y (t)− ux,y (t)
)]

for all t ∈ R.
If t > 0, we have that (see Proposition 27)

nx,y (2t)− 2tΦs
x,y (2t) = Ψi

x,y (2t)

and
nx,y (t)− tΦs

x,y (t) = Ψi
x,y (t) .

If t < 0, we know that

nx,y (2t)− 2tΦs
x,y (2t) = Ψs

x,y (2t)

and
nx,y (t)− tΦs

x,y (t) = Ψs
x,y (t) .

Thus,

d+γx,y (t)

dt
=


1
t2

[
Ψi
x,y (t)−Ψi

x,y (2t)
]

if t > 0

1
t2

[
Ψs
x,y (t)−Ψs

x,y (2t)
]

if t < 0
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The equality (7.32) goes likewise, and we shall omit the details.
(vi) We know that the mapping Ψp

x,y, p ∈ {s, i} are nondecreasing
on (−∞, 0] and nonincreasing on (0,+∞).

If t < 0, then 2t < t and then Ψi
x,y (t) > Ψi

x,y (2t) which
gives us that

d+γx,y (t)

dt
≥ 0 if t < 0.

If t > 0, then 2t > t and Ψs
x,y (t) > Ψs

x,y (2t) which gives us
that

d+γx,y (t)

dt
≥ 0 if t > 0.

In conclusion, the mapping γx,y is monotonic nondecreasing on
R� {0}.

Remark 7. In the general case of normed linear spaces, the graph
of γx,y is as follows (see Figure 5). We are not sure about the convexity

Figure 5.

of γx,y.

5. Properties of Φp
x,y Mappings

For two linearly independent vectors in X, x, y, we consider the
mapping

Φp
x,y (t) :=

(y, x+ ty)p
‖x+ ty‖

, p = s or p = i;

which is well defined for all t ∈ R.
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The main properties of these mappings are embodied in the follow-
ing theorem [1].

Theorem 41. Let (X, ‖·‖) be a real normed linear space and x, y
two linearly independent vectors in X. Then

(i) The mapping Φp
x,y is bounded on R and

(7.33)
∣∣Φp

x,y (t)
∣∣ ≤ ‖y‖ for all t ∈ R;

(ii) We have the inequalities

(7.34) γx,y (u) ≤ Φi
x,y (u) ≤ Φs

x,y (u) ≤ vx,y (u) for all u < 0

and

(7.35) γx,y (t) ≥ Φi
x,y (t) ≥ Φi

x,y (t) ≥ vx,y (t) for all t > 0;

(iii) The mappings Φp
x,y are monotonic nondecreasing on R;

(iv) We have the limits:

(7.36) lim
u→−∞

Φp
x,y (u) = −‖y‖ and lim

t→+∞
Φp
x,y (t) = ‖y‖

and

(7.37) lim
t→0+

Φp
x,y (t) =

(y, x)s
‖x‖

, lim
u→0−

Φp
x,y (u) =

(y, x)i
‖x‖

;

(v) The mapping Φs
x,y is right continuous in every point of R and

Φi
x,y is left continuous.

Proof. The proof is as follows.

(i) Follows by the Schwartz inequality.
(ii) The first inequalities in (7.34) and (7.35) were proved in The-

orem 40.
The last inequalities in (7.34) and (7.35) were proved in

Theorem 38.
(iii) Suppose that p ∈ {s, i} and t2 > t1. Then, by Schwartz’s

inequality, we have that

‖x+ t2y‖ ‖x+ t1y‖ ≥ (x+ t2y, x+ t1y)p

for all x, y ∈ X.
Using the properties of the norm derivatives, we get that

(x+ t2y, x+ t1y)p = ((t2 − t1) y + x+ t1y, x+ t1y)p

= ‖x+ t1y‖2 + (t2 − t1) (y, x+ t1y)p

and thus, by the above inequality, we deduce

‖x+ t2y‖ ‖x+ t1y‖ ≥ ‖x+ t1y‖2 + (t2 − t1) (y, x+ t1y)p ,



102 7. MAPPINGS ASSOCIATED WITH THE NORM DERIVATIVES

from where we get

Φp
x,y (t1) =

(y, x+ t1y)p
‖x+ t1y‖

≤ ‖x+ t2y‖ − ‖x+ t1y‖
t2 − t1

.

Now, let us put t := t2− t1 > 0. Then by (7.35) we have that:

‖x+ t2y‖ − ‖x+ t1y‖
t2 − t1

=
‖x+ t1y + ty‖ − ‖x+ t1y‖

t2 − t1
≤ Φp

x+t1y,y (t)

=
(y, x+ t1y + ty)p
‖x+ t1y + ty‖

=
(y, x+ t2y)p
‖x+ t2y‖

= Φp
x,y (t2)

and the statement is proved.
(iv) We know from Theorem 38 that

lim
u→−∞

γx,y (u) = −‖y‖ and lim
t→+∞

γpx,y (t) = ‖y‖

and from Theorem 40 that

lim
u→−∞

γx,y (u) = −‖y‖ and lim
t→+∞

γx,y (t) = ‖y‖ .

Using the inequalities (7.34) and (7.35) we deduce the desired
limits (7.36).

The proof of limits (7.37) go likewise, and we shall omit
the details.

(v) Let t0 ∈ R. Then we have

lim
α→t0+

Φp
x,y (α) = lim

t→0+
Φp
x,y (t0 + t) = lim

t→0+

(y, x+ t0y + ty)

‖x+ t0y + ty‖

= lim
t→0+

Φp
x+t0y,y (t) =

(y, x+ t0y)

‖x+ t0y‖
= Φp

x,y (t0)

and the right continuity is proved.
The proof of left continuity goes likewise and we shall omit

the details.

Remark 8. In the general case of normed linear spaces, the graphs
of Φi

x,y and Φs
x,y are incorporated in Figure 6. We are not sure about

the convexity of the mappings Φp
x,y.
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Figure 6.

6. Properties of the Mappings Ψp
x,y

Let x, y be two fixed linearly independent vectors in the normed
linear space (X, ‖·‖). Consider the mapping

Φp
x,y (t) :=

(x, x+ ty)p
‖x+ ty‖

, p ∈ {s, i}

which is well defined for all t ∈ R.
The main properties of these mappings are embodied in the follow-

ing theorem [4].

Theorem 42. With the above assumptions, we have:

(i) The mapping Ψp
x,y is bounded on R and we have the inequality

(7.38)
∣∣Ψp

x,y (t)
∣∣ ≤ ‖x‖ for all t ∈ R;

(ii) We have the inequalities:

(7.39) δx,t (t) ≤ Ψi
x,y (t) ≤ Ψs

x,y (t) ≤ ‖x‖
and

δx,t (t) ≥ Ψs
x,y (t) ≥ Ψi

x,y (t)

≥ ‖x− 2ty‖ − 2 |t| ‖y‖

≥


(x,y)s

‖y‖ if t ≥ 0

−(x,y)i

‖y‖ if t < 0
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for all t ∈ R;
(iii) Ψp

x,y is continuous in 0 and we have the limits:

(7.40) lim
t→∞

Ψp
x,y (t) =

(x, y)s
‖y‖

and

(7.41) lim
u→−∞

Ψp
x,y (u) =

− (x, y)i
‖y‖

(iv) Ψp
x,y is monotonic nondecreasing on (−∞, 0] and nonincreas-

ing on [0,∞).

Proof. The proof is as follows.

(i) Goes by the Schwartz inequality.
(ii) Were proved in Theorem 39.
(iii) We know that

lim
t→0

δx,t (t) = ‖x‖ .

Then by the inequality (7.39) the limits lim
t→0

Ψp
x,y (t) exist and

are equal to ‖x‖.
We have

lim
t→+∞

Ψp
x,y (t) = lim

t→+∞

(x, x+ ty)p
‖x+ ty‖

= lim
t→+∞

t
(
x, 1

t
x+ y

)
p

t
∥∥y + 1

t
x
∥∥

= lim
α→0+

(x, y + αx)p
‖y + αx‖

= lim
α→0+

Φp
y,x (α) .

By Theorem 42, we have that:

lim
α→0+

Φp
y,x (α) =

(x, y)s
‖y‖

and the limit (7.40) is obtained.
On the other hand, we also have

lim
u→−∞

Ψp
x,y (u) = lim

u→−∞

(x, x+ uy)p
‖x+ uy‖

= lim
u→−∞

(−u)
(
x,−y − 1

u
x
)
p

(−u)
∥∥−y − 1

u
x
∥∥

= lim
u→−∞

−
(
x, y + 1

u
x
)
q∥∥y + 1

u
x
∥∥ = − lim

β→0−

(x, y + βx)q
‖y + βx‖

= lim
β→0−

Φq
y,x (β) =

(x, y)i
‖y‖

.
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By Theorem 42, we have that

lim
β→0−

Φq
y,x (β) =

(x, y)i
‖y‖

,

and the limit (7.41) is obtained.
(iv) Let −∞ < t1 < t2 ≤ 0. By Proposition 27, we have:

Ψp
x,y (t2)−Ψp

x,y (t1)

t2 − t1

=
nx,y (t2)− t2Φ

p
x,y (t2)− nx,y (t1) + t1Φ

p
x,y (t1)

t2 − t1

=
nx,y (t2)− nx,y (t1)

t2 − t1
−
t2Φ

p
x,y (t2)− t1Φ

p
x,y (t1)

t2 − t1
.

In Theorem 42, we proved among others that the following
inequality holds

(7.42) Φp
x,y (t1) ≤

nx,y (t2)− nx,y (t1)

t2 − t1
≤ Φp

x,y (t2)

where t1, t2 ∈ R and t1 < t2.
Using (7.42), we have that

Ψp
x,y (t2)−Ψp

x,y (t1)

t2 − t1

≥ Φp
x,y (t1)−

t2Φ
p
x,y (t2)− t1Φ

p
x,y (t1)

t2 − t1

=
(t2 − t1) Φp

x,y (t1)− t2Φ
p
x,y (t2) + t1Φ

p
x,y (t1)

t2 − t1

=
t2
(
Φp
x,y (t1)− Φp

x,y (t2)
)

+ t1
(
Φp
x,y (t1)− Φp

x,y (t2)
)

t2 − t1

=

(
Φp
x,y (t1)− Φp

x,y (t2)
)
(t1 + t2)

t2 − t1
.

However,

Φp
x,y (t1) ≤ Φp

x,y (t2) , t1 + t2 ≤ 0 and t2 > t1

then
Ψp
x,y (t2)−Ψp

x,y (t1)

t2 − t1
≥ 0

which shows the monotonicity of Ψp
x,y on (−∞, 0].
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Let +∞ > t2 > t1 ≥ 0. Then, by Proposition 27, we have

Ψp
x,y (t2)−Ψp

x,y (t1)

t2 − t1

=
nx,y (t2)− nx,y (t1)

t2 − t1
−
t2Φ

q
x,y (t2)− t1Φ

q
x,y (t1)

t2 − t1

≤ Φq
x,y (t2)−

t2Φ
q
x,y (t2)− t1Φ

q
x,y (t1)

t2 − t1

=
(t2 − t1) Φq

x,y (t2)− t2Φ
q
x,y (t2) + t1Φ

q
x,y (t1)

t2 − t1
= 0

and the monotonicity of Ψp
x,y on [0,∞) is proved.

Remark 9. In the general case of normed linear spaces, the graph
of the mapping Ψp

x,y are incorporated in Figure 7 and Figure 8.

a) If (x, y)s ≥ 0, then we have the graph below (see Figure 7).
We know that

Figure 7.

− (x, y)i
‖y‖

≥ − (x, y)s
‖y‖

but − (x, y)i do not always have to be negative.
We are not sure about the convexity of the mappings Ψp

x,y,
p = s or p = i.

b) If (x, y)s ≤ 0, then we have the following graph (see Figure 8).
We know that

− (x, y)i
‖y‖

≥ − (x, y)s
‖y‖
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Figure 8.

but − (x, y)i do not always have to be positive.

7. The Case of Inner Products

In this section we will investigate the properties of the mappings
nx,y, δx,y, vx,y, γx,y, Φ

p
x,y and Ψp

x,y in the particular case of inner product
spaces.

The following proposition holds [3].

Theorem 43. If (X; (·, ·)) is a real linear inner product space, then
the mapping vx,y is convex on (0,∞), where x, y are fixed linearly in-
dependent vectors in X.

Proof. If (X; (·, ·)) is an inner product space, then vx,y is derivable
on R� {0} and

dvx,y (t)

dt
=

1

t2

[
t
(y, x) + t ‖y‖2

ux,y (t)
− nx,y (t) + ‖x‖

]
.

The second derivative of vx,y also exists and

d2vx,y (t)

dt2
=

I

t4n2
x,y (t)

,
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where

I =
d

dt

(
t (y, x) + t2 ‖y‖2 − n2

x,y (t) + ‖x‖nx,y (t)
)
t2nx,y (t)

−
(
t (y, x) + t2 ‖y‖2 − n2

x,y (t) + ‖x‖nx,y (t)
) d
dt

(
t2nx,y (t)

)
=

(
(y, x) + 2t ‖y‖2 − 2ux,y (t)n′x,y (t) + ‖x‖n′x,y (t)

)
t2nx,y (t)

−
(
t (y, x) + t2 ‖y‖2 − n2

x,y (t) + ‖x‖nx,y (t)
) (

2tnx,y (t) + t2n′x,y (t)
)

= −t2 (y, x)nx,y (t)− t2n2
x,y (t)n′x,y (t) + 2tn3

x,y (t)− 2t ‖x‖n2
x,y (t)

−t3n′x,y (t)− t4 ‖y‖2 n′x,y (t)

= −t2 (y, x)nx,y (t) + 2tn3
x,y (t)− 2t ‖x‖n2

x,y (t)

−t2n2
x,y (t)

(y, x) + t ‖y‖2

nx,y (t)
− t3 (y, x)

(
(y, x) + t ‖y‖2)

nx,y (t)

−t4 ‖y‖2 (y, x) + t ‖y‖2

nx,y (t)
=

J

nx,y (t)
,

where

J = −t2 (y, x)n2
x,y (t) + 2tn4

x,y (t)− 2t ‖x‖n3
x,y (t)

−t2n2
x,y (t) (y, x)− t3n2

x,y (t) ‖y‖2 − t3 (y, x)2 − t4 ‖y‖2 (y, x)

−t4 ‖y‖2 (y, x)− t5 ‖y‖4 .

However,

− t5 ‖y‖4 − t4 ‖y‖2 (y, x)− t4 ‖y‖2 (y, x)− t3 (y, x)2

= −t3
(
t ‖y‖2 + (y, x)

)2
= −t3 (y, x+ ty)2

and

2tn4
x,y (t)− 2t ‖x‖n3

x,y (t)− 2t2 (y, x)n2
x,y (t)− t3n2

x,y (t) ‖y‖2

= tn2
x,y (t)

(
2n2

x,y (t) + 2 ‖x‖nx,y (t)− 2t (y, x)− t2 ‖y‖2)
= tn2

x,y (t)
(
n2
x,y (t) + ‖x+ ty‖2 − 2 ‖x‖nx,y (t)− 2t (y, x)− t2 ‖y‖2)

= tn2
x,y (t)

(
n2
x,y (t) + ‖x‖2 + 2t (y, x) + t2 ‖y‖2

−2 ‖x‖nx,y (t)− 2t (y, x)− t2 ‖y‖2)
= tn2

x,y (t) (nx,y (t)− ‖x‖)2 .

In conclusion, we obtain

d2vx,y (t)

dt2
= t ·

u2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2

t4n3
x,y (t)

, t ∈ R� {0} .
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Using known inequalities

(y, x+ ty)

‖x+ ty‖
≤ ‖x+ ty‖ − ‖x‖

t
if t < 0

and
‖x+ ty‖ − ‖x‖

t
≤ (y, x+ ty)

‖x+ ty‖
if t > 0.

We have for all t ∈ R� {0} that∣∣∣∣‖x+ ty‖ − ‖x‖
t

∣∣∣∣ ≤ |(y, x+ ty)|
‖x+ ty‖

from where results

n2
x,y (t) (nx,y (t)− ‖x‖)2 ≤ t2 (y, x+ ty)2

which shows us that

d2vx,y (t)

dt2
≥ 0 if t < 0

and
d2vx,y (t)

dt2
≤ 0 if t > 0

and the proposition is proved.

Remark 10. If we assume for the mapping nx,y that (X; (·, ·)) is an
inner product space, then we can provide more information (see Figure
9). Here the mapping nx,y is strictly convex, has a unique minimum in

Figure 9.
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t0 = − (y,x)

‖y‖2 and

n0 := nx,y (t0) =

(
‖x‖2 ‖y‖2 − (x, y)2) 1

2

‖y‖
.

Indeed,
dnx,y (t)

dt
= Φx,y (t) =

(y, x+ ty)

‖x+ ty‖
and

dnx,y (t)

dt
= 0 iff t = t0

and

nx,y (t0) =

∥∥∥∥x− (y, x)s
‖y‖2

∥∥∥∥ =

(
‖x‖2 ‖y‖2 − (x, y)2) 1

2

‖y‖
.

Remark 11. If we assume that (X; (·, ·)) is an inner product space,
then vx,y is strictly convex and monotonic increasing on (−∞, 0) and
strictly concave and monotonic increasing on (0,∞).
The line v = ‖y‖ is an asymptote at t = ∞ and the line v = −‖y‖ is
an asymptote at t = −∞ (see Figure 10).

Figure 10.

Note that vx,y (t) = 0 iff ‖x+ ty‖ = ‖x‖, t 6= 0, i.e.,

‖x‖2 + 2t (y, x) = t2 ‖y‖2 = ‖x‖2

from where we get

t0 = −2
(y, x)

‖y‖2

is the point where the graph of vx,y intersects the t axis.



7. THE CASE OF INNER PRODUCTS 111

We shall now investigate the function δx,y in the case of inner prod-
ucts [5].

Theorem 44. Let (X; (·, ·)) be an inner product space over the real
number field R. The mapping δx,y is twice differentiable on R and

(7.43)
d2δx,y (t)

dt2

=
2
(
‖x‖2 ‖y‖2 − (x, y)2) (n3

x,y (2t)− 2n3
x,y (t)

)
n3
x,y (2t)n3

x,y (t)
, t ∈ R,

where x, y are linearly independent.
Moreover, δx,y is convex on (−∞, t1] ∪ [t2,+∞) and concave on

(t1, t2), where

t1 :=

(
2 3
√

4− 4
)
(x, y)−

√
∆x,y

2
(
4− 3

√
4
) ,(7.44)

t2 :=

(
2 3
√

4− 4
)
(x, y) +

√
∆x,y

2
(
4− 3

√
4
)(7.45)

and

∆x,y :=
(
4− 2

3
√

4
)2

(x, y)2 + 4
(
4− 3

√
4
)(

3
√

4− 1
)
‖x‖2 ‖y‖2 > 0.

Proof. It is obvious, by the above proposition, that

dδx,y (t)

dt
= 2 (Φx,y (t)− Φx,y (2t)) ,

where

Φx,y (t) =
(y, x) + t ‖y‖2

‖x+ ty‖
.

As Φx,y is differentiable on R and

dΦx,y (t)

dt
=
‖x‖2 ‖y‖2 − (x, y)2

u3
x,y (t)

, t ∈ R,

and we get that

d2δx,y (t)

dt2
= 2

(
dΦx,y (t)

dt
− 2

dΦx,y (2t)

dt

)
= 2

(
‖x‖2 ‖y‖2 − (x, y)2)( 1

u3
x,y (t)

− 2

u3
x,y (2t)

)
and the relation (7.43) is obtained.
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Note that the equation

d2δx,y (t)

dt2
= 0

is equivalent with

‖x+ 2ty‖2 =
3
√

4 ‖x+ ty‖2

i.e., (
4− 3

√
4
)
‖y‖2 t2 +

(
4− 2

3
√

4
)

(x, y) t+
(
1− 3

√
4
)
‖x‖2 = 0.

The solutions of this equation on t1, t2 are given by (7.44) and (7.45).
Note that t1 < 0 < t2.
In addition, we should observe that

d2δx,y (t)

dt2
≥ 0 if t ∈ (−∞, t1] ∪ [t2,∞)

and
d2δx,y (t)

dt2
≤ 0 if t ∈ (t1, t2)

and the convexity of δx,y is thus proved.
In the particular case of inner product spaces, we have

δx,y (t) = 0 iff 4 ‖x+ ty‖2 = ‖x+ 2ty‖2

that is,
4 (x, y) t = −3 ‖x‖2 .

In this case, we are certain about the convexity of δx,y.
The graph of δx,y is the following one:

Figure 11.
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if (x, y) > 0 (see Figure 11).
If (x, y) < 0, then we have Figure 12, and if (x, y) = 0, i.e., the

Figure 12.

vectors x, y are orthogonal, we have Figure 13 where t0 = − 3‖x‖2
4(x,y)

and

Figure 13.

t1, t2 are as above. Here t2 = −t1.

Now we point out some results for the mapping γx,y [2].

Proposition 29. Let (X; (·, ·)) be an inner product space. The
mapping γx,y, where x, y are two linearly independent vectors in X, is
twice differentiable on R� {0} and

(7.46)
d2γx,y (t)

dt2
=
Kx,y (2t)−Kx,y (t)

t3
, t ∈ R� {0} ,
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where

Kx,y (t) =
n2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2

n3
x,y (t)

.

Proof. We have

γx,y (t) =
‖x+ 2ty‖ − ‖x+ ty‖

t

=
‖x+ 2ty‖ − ‖x‖ − (‖x+ ty‖ − ‖x‖)

t

= 2
‖x+ 2ty‖ − ‖x‖

2t
− ‖x+ ty‖ − ‖x‖

t
= 2vx,y (2t)− vx,y (t) .

Then we obtain:

dγx,y (t)

dt
= 4

dvx,y (2t)

dt
− dvx,y (t)

dt

and
d2γx,y (t)

dt2
= 8

d2vx,y (2t)

dt2
− d2vx,y (t)

dt2
.

We know (see the proof of Theorem 43) that

d2vx,y (t)

dt2
= t

n2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2

t4n3
x,y (t)

.

Then

d2γx,y (t)

dt2
= 8 ·

2tn2
x,y (2t) (nx,y (2t)− ‖x‖)2 − (2t)2 (y, x+ 2ty)2

(2t)4 n3
x,y (2t)

−t ·
n2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2

t4n3
x,y (t)

and the identity (7.46) is proved.

Proposition 30. With the above assumptions, the mapping Kx,y

is differentiable on R� {0} and

(7.47)
dKx,y (t)

dt
= 3t2

(y, x+ ty)
[
(y, x+ ty)2 − ‖y‖2 n2

x,y (t)
]

n5
x,y (t)

for all t ∈ R. Moreover, Kx,y is monotonic increasing on
(
−∞,− (x,y)

‖y‖2

)
,

and decreasing on
(
− (x,y)

‖y‖2 ,+∞
)
.
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Proof. We have

dKx,y (t)

dt

=
1

n6
x,y (t)

[(
d

dt

(
n2
x,y (t) (nx,y (t)− ‖x‖)2)− t2 (y, x+ ty)2

)
n3
x,y (2t)

−
(
n2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2) dn3

x,y (t)

dt

]
.

However,

d

dt

(
n2
x,y (t) (nx,y (t)− ‖x‖)2)

= 2nx,y (t)n′x,y (t) (nx,y (t)− ‖x‖)2 + 2n2
x,y (t) (nx,y (t)− ‖x‖)n′x,y (t)

= 2nx,y (t) (nx,y (t)− ‖x‖)
[
n′x,y (t) (nx,y (t)− ‖x‖) + nx,y (t)n′x,y (t)

]
= 2nx,y (t) (nx,y (t)− ‖x‖)

(
2n′x,y (t)nx,y (t)− n′x,y (t) ‖x‖

)
= 2nx,y (t)n′x,y (t) (nx,y (t)− ‖x‖) (2nx,y (t)− ‖x‖)

= 2nx,y (t)
(y, x+ ty)

nx,y (t)
(nx,y (t)− ‖x‖) (2nx,y (t)− ‖x‖)

= 2 (y, x+ ty) (nx,y (t)− ‖x‖) (2nx,y (t)− ‖x‖) .
We also have

d
(
t2 (y, x+ ty)2)

dt2
= 2t (y, x+ ty)2 + 2t2 (y, x+ ty) ‖y‖2

= 2t (y, x+ ty)
[
(y, x+ ty) + t ‖y‖2]

= 2t (y, x+ ty)
[
2t ‖y‖2 + (x, y)

]
.

We have:

Ax,y := 2 (y, x+ ty) (nx,y (t)− ‖x‖) (2nx,y (t)− ‖x‖)
− 2t (y, x+ ty)

[
2t ‖y‖2 + (x, y)

]
= 2 (y, x+ ty)

[
(nx,y (t)− ‖x‖) (2nx,y (t)− ‖x‖)− 2t ‖y‖2 − t (x, y)

]
= 2 (y, x+ ty)

(
2n2

x,y (t)− 3nx,y (t) ‖x‖+ ‖x‖2 − 2t2 ‖y‖2 − t (x, y)
)

= 2 (y, x+ ty)
[
2
(
‖x‖2 + 2 (x, y) t+ t2 ‖y‖2)

− 3nx,y (t) ‖x‖+ ‖x‖2 − 2t2 ‖y‖2 − t (x, y)
]

= 6 (y, x+ ty) [(x, x+ ty)− nx,y (t) ‖x‖] .
Consequently,

dKx,y (t)

dt
=

Bx,y

n6
x,y (t)

,
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where

Bx,y := 6 (y, x+ ty) [(x, x+ ty)− nx,y (t) ‖x‖]n3
x,y (t)

−
[
n2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2]× 3n2

x,y (t)n′x,y (t)

= 6 (y, x+ ty) [(x, x+ ty)− nx,y (t) ‖x‖]n3
x,y (t)

− 3 (y, x+ ty)nx,y
[
n2
x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2]

= 3nx,y (t) (y, x+ ty)
[
2n2

x,y (t) ((x, x+ ty)− nx,y (t) ‖x‖)
− n2

x,y (t) (nx,y (t)− ‖x‖)2 − t2 (y, x+ ty)2]
= 3nx,y (t) (y, x+ ty)

{
n2
x,y (t) [2 (x, x+ ty)− 2nx,y (t) ‖x‖

+ 2nx,y (t) ‖x‖ − ‖x‖2]− t2 (y, x+ ty)2}
= 3nx,y (t) (y, x+ ty)

[
n2
x,y (t)

(
2 ‖x‖2 + 2t (x, y)− 2nx,y (t) ‖x‖2

− n2
x,y (t) + 2nx,y (t) ‖x‖ − ‖x‖2)+ t2 (y, x+ ty)2]

= 3nx,y (t) (y, x+ ty)
[
n2
x,y (t)

(
‖x‖2 + 2t (x, y)− n2

x,y (t)
)

+ t2 (y, x+ ty)2]
= 3nx,y (t) (y, x+ ty)

[
n2
x,y (t)

(
‖x‖2 + 2t (x, y)− ‖x‖2

−2t (x, y)− t2 ‖y‖2)+ t2 (y, x+ ty)2]
= 3nx,y (t) (y, x+ ty)

[
t2 (y, x+ ty)2 − t2 ‖y‖2 n2

x,y (t)
]

= 3t2nx,y (t) (y, x+ ty)
[
(y, x+ ty)2 − ‖y‖2 n2

x,y (t)
]

and the equality (7.47) is obtained.
Note that

‖y‖2 n2
x,y (t) ≥ (y, x+ ty)2

with equality iff y and x are linearly dependent.
Also,

(ty + x, y) = 0 iff t = −(x, y)

‖y‖2 ,

then dKx,y(t)

dt
≥ 0 for t ∈

(
−∞,− (x,y)

‖y‖2

]
, and dKx,y(t)

dt
≤ 0 for t ∈[

− (x,y)

‖y‖2 ,+∞
)
, which shows that Kx,y is monotonic increasing on(

−∞,− (x,y)

‖y‖2

)
, and decreasing on

(
− (x,y)

‖y‖2 ,+∞
)
.

We are now able to give the following partial result on the convexity
of γx,y in the particular case of inner product spaces [2].

Proposition 31. If x, y are orthogonal, then the mapping γx,y is
strictly convex on (−∞, 0) and strictly concave on (0,+∞).
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Proof. If x ⊥ y, the mappingKx,y is strictly increasing on (−∞, 0)
and strictly decreasing on (0,+∞).

If t < 0, then 2t < t and Kx,y (2t) < Kx,y (t), which give us that

1

t
[Kx,y (2t)−Kx,y (t)] < 0

i.e.,

d2γx,y (t)

dt2
< 0 for t ∈ (0,+∞) ,

which proves the strict concavity of γx,y on (0,+∞).

Remark 12. The convexity of γx,y in the general case of fixed lin-
early independent vectors x, y is still open.

The following result for the function Φx,y holds [1].

Theorem 45. Let (X; (·, ·)) be an inner product space over the real
number field R. If x, y are linearly independent, then we have

dΦx,y (t)

dt
=
‖y‖2 ‖x‖2 − (x, y)2

n3
x,y (t)

and

d2Φx,y (t)

dt2
=
−3 (y, x+ ty)

(
‖y‖2 ‖x‖2 − (x, y)2)
n5
x,y (t)

.

Moreover, Φx,y is convex on
(
−∞,− (x,y)

‖y‖2

]
and concave on

(
− (x,y)

‖y‖2 ,∞
)
.

Proof. We have successively,

dΦx,y (t)

dt

=
‖y‖2 nx,y (t)− (y, x+ ty)n′x,y (t)

n2
x,y (t)

=
‖y‖2 nx,y (t)− (y, x+ ty) (y,x+ty)

nx,y(t)

n2
x,y (t)

=
‖y‖2 n2

x,y (t)− (y, x+ ty)2

n3
x,y (t)

=
‖y‖2 (‖x‖2 + 2t (y, x) + t2 ‖y‖2)− ((y, x)2 + 2t (y, x) ‖y‖2 + t2 ‖y‖4)

n3
x,y (t)

=
‖y‖2 ‖x‖2 − (x, y)2

n3
x,y (t)

.
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We also have:

d2Φx,y (t)

dt2
=
−3n2

x,y (t)n′x,y (t)
(
‖y‖2 ‖x‖2 − (y, x)2)

n6
x,y (t)

=
−3n2

x,y (t) (y,x+ty)
nx,y(t)

(
‖y‖2 ‖x‖2 − (y, x)2)

n6
x,y (t)

=
−3 (y, x+ ty)

(
‖y‖2 ‖x‖2 − (y, x)2)
n5
x,y (t)

.

It is clear now that d2Φx,y(t)

dt2
≥ 0 if t ∈

(
−∞,− (x,y)

‖y‖2

)
and d2Φx,y(t)

dt2
≤ 0

if t ∈
(
− (x,y)

‖y‖2 ,∞
)
.

Remark 13. In the particular case of inner product spaces, we have

the following graph for Φx,y (see Figure 14). Note that t0 = − (y,x)

‖y‖2 is

Figure 14.

the point where Φx,y (t) is zero and also the point where Φx,y changes
its convexity.

The following result for the mapping Ψx,y holds [4].

Theorem 46. Let (X; (·, ·)) be an inner product space over the real
number field R and x, y two given linearly independent vectors in X.
The mapping Ψx,y : R → R,

Ψx,y (t) =
‖x‖2 + t (x, y)

‖x+ ty‖
, t ∈ R
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is twice differentiable on R,

(7.48)
dΨx,y (t)

dt
= t · (x, y)2 − ‖x‖2 ‖y‖2

‖x+ ty‖3 , t ∈ R

and

(7.49)
d2Ψx,y (t)

dt2
= t · ‖x‖

2 ‖y‖2 − (x, y)2

‖x+ ty‖5

(
2t2 ‖y‖2 + t (x, y)− ‖x‖2) .

Moreover, the mapping Ψx,y is convex on (−∞, t1]∪ [t2,+∞) and con-
cave on (t1, t2) where

t1 =
− (x, y)−

√
∆x,y

4 ‖y‖2 , t2 =
− (x, y) +

√
∆x,y

4 ‖y‖2

and ∆x,y := 8 ‖x‖2 ‖y‖2 + (x, y)2 > 0.

Proof. We have

dΨx,y (t)

dt

=
1

n2
x,y (t)

[
d

dt

(
‖x‖2 + t (x, y)

)
nx,y (t)−

(
‖x‖2 + t (x, y)

) dnx,y (t)

dt

]
=

1

n2
x,y (t)

[
(x, y)nx,y (t)−

(
‖x‖2 + t (x, y)

) ((x, y) + t ‖y‖2)
nx,y (t)

]
=

1

n3
x,y (t)

[
(x, y)n2

x,y (t)−
(
‖x‖2 + t (x, y)

) (
(x, y) + t ‖y‖2)]

=
1

n3
x,y (t)

[
(x, y)

(
‖x‖2 + 2t (x, y) + t2 ‖y‖2)

−
(
‖x‖2 + t (x, y)

) (
(x, y) + t ‖y‖2)]

= t · (x, y)2 − ‖x‖2 ‖y‖2

n3
x,y (t)

and the relation (7.48) is proved.
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We have

d2Ψx,y (t)

dt2
=

(
(x, y)2 − ‖x‖2 ‖y‖2)

n6
x,y (t)

[
n3
x,y (t)− 3tn2

x,y (t)n′x,y (t)
]

=

(
(x, y)2 − ‖x‖2 ‖y‖2)

n4
x,y (t)

[
nx,y (t)− 3t

(y, x) + t ‖y‖2

nx,y (t)

]

=

(
(x, y)2 − ‖x‖2 ‖y‖2)

n5
x,y (t)

(
n2
x,y (t)− 3t (y, x) + 3t ‖y‖2)

=
(
(x, y)2 − ‖x‖2 ‖y‖2)
×
(
‖x‖2 + 2t (y, x) + t2 ‖y‖2 − 3t (y, x) + 3t ‖y‖2)

n5
x,y (t)

=
(x, y)2 − ‖x‖2 ‖y‖2

n5
x,y (t)

(
2t2 ‖y‖2 + t (y, x)− ‖x‖2) .

Consider the equation

2t2 ‖y‖2 + t (y, x)− ‖x‖2 = 0, t ∈ R.

This equation has two distinct solutions t1, t2 given by

t1,2 =
− (y, x)±

√
∆x,y

4 ‖y‖2 ,

where ∆x,y := 8 ‖x‖2 ‖y‖2 + (x, y)2 > 0.

Now, it is clear that d2Ψx,y(t)

dt2
≥ 0 if t ∈ (−∞, t1] ∪ [t2,+∞) and

d2Ψx,y (t)

dt2
< 0 if t ∈ (t1, t2) .

The theorem is thus proved.

In the case of inner product spaces, we have

Ψx,y (t) = 0 iff ‖x‖2 + t (x, y) = 0.

In this case, we are certain about the convexity of Ψx,y.
The graph of Ψx,y is the following one

a) If (x, y) > 0, then the plot of Ψx,y is incorporated in Figure 15
b) If (x, y) < 0, then the plot of Ψx,y is incorporated in Figure 16
c) If (x, y) = 0, i.e., the vectors x, y are orthogonal, then the plot of Ψx,y

is incorporated in Figure 17, where t1, t2 are as above and t0 = − ‖x‖2
(x,y)

.
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Figure 15.

Figure 16.
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Figure 17.
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CHAPTER 8

Orthogonality in the Sense of Birkhoff-James

1. Definition and Preliminary Results

In 1935, G. Birkhoff [1] introduced the following concept that is a
natural generalisation of the usual orthogonality which holds in inner
product spaces over the real number field.

Definition 20. Let (X, ‖·‖) be a real or complex normed linear
space and x, y be two given elements in X. We will say that x is
Birkhoff-orthogonal over y and denote this x ⊥ y (B) iff:

‖x‖ ≤ ‖x+ ty‖ for all t ∈ R.

It is clear that if (X; (·, ·)) is an inner product space then the usual
orthogonality introduced by the inner product, i.e., x ⊥ y iff (x, y) = 0
is equivalent with Birkhoff’s orthogonality.

In 1947, R.C. James [2] extended this concept of orthogonality for
the case of complex normed spaces. Namely, we have:

Definition 21. Let (X, ‖·‖) be a complex normed space and x, y
two vectors in X. We will say that x is James-orthogonal over y and
we will denote this by x ⊥ y (J), iff

‖x‖ ≤ ‖x+ λy‖ for all λ ∈ C.

Now, we note here that if (X; (·, ·)) is a complex prehilbertian space,
then the usual orthogonality is equivalent with James’ orthogonality.

Remark 14. It is obvious that x ⊥ y (B [J ]) implies that x ⊥
(αy) (B [J ]) for every scalar α ∈ K (K = R or C), x ⊥ x (B [J ]) im-
plies x = 0 and x ⊥ y (B [J ]) , x ⊥ z (B [J ]) do not imply x ⊥
(y + z) (B [J ]) and also x ⊥ y (B [J ]) is not connected with y ⊥ x (B [J ]).

The following theorem holds (see [3, p. 25]).

Theorem 47. Let (X, ‖·‖) be a real or complex normed space, f :
X → K (K = R or C) a bounded linear functional on X and x ∈ X,
x 6= 0. Then the following statements are equivalent:

(i) x ⊥ Ker (f) in the sense of Birkhoff or James;
(ii) x is a maximal element for f , i.e.,

(8.1) |f (x)| = ‖f‖ ‖x‖ .
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Proof. Let us assume that x ⊥ Ker (f), i.e., x ⊥ y for all y ∈
Ker (f). Suppose also that:

(8.2) |f (x)| = p ‖x‖ .

Now, for all y in Ker (f) we have:

|f (x+ y)| = |f (x)| = p ‖x‖ ≤ p ‖x+ y‖ .

Since x /∈ Ker (f), we have:

X = {λ (x+ y) |λ ∈ K, y ∈ Ker (f)}

and then

‖f‖ = sup
‖f (λ (x+ y))‖
‖λ (x+ y)‖

≤ p.

On the other hand, we have |f (x)| = p ‖x‖ and then ‖f‖ = p, which
gives by (8.2) the desired relation (8.1).

Conversely, if we assume that x is a maximal element for the func-
tional f , then for every λ ∈ K, we have:

‖x‖ =
|f (x)|
‖f‖

=
|f (x+ λy)|

‖f‖
≤ ‖f‖ ‖x+ λy‖

‖f‖
= ‖x+ λy‖

which shows that x ⊥ y (B [J ]) wherever y ∈ Ker (f), i.e., x ⊥
Ker (f) (B [J ]) and the theorem is proved.

The following two corollaries are obvious by the above theorem (see
also [3, p. 25]).

Corollary 10. Let x be a nonzero vector in Banach space X.
Then x is Birkhoff (James) orthogonal over a hyperplane containing
the null element.

Corollary 11. Let x, y ∈ X with x 6= 0. Then there exists a
α ∈ R such that x ⊥ (αx+ y) (B [J ]).

Remark 15. We observe that x ⊥ (αx+ y) (B [J ]), α ∈ K if and
only if there exists a functional f ∈ X∗, ‖f‖ = 1 such that f (x) = ‖x‖
and α = − f(y)

f(x)
.

Remark 16. If x ⊥ (αx+ y), then |α| ≤ ‖y‖
‖x‖ .

In the following section, we will give some characterisations of
smoothness and strict convexity in terms of Birkhoff orthogonality.
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2. Characterisation of Some Classes of Normed Spaces

We will start with the following theorem which contains two charac-
terisation of smooth normed spaces in terms of Birkhoff’s orthogonality
(see for example [3, p. 26]).

Theorem 48. Let (X, ‖·‖) be a normed space. Then the following
statements are equivalent:

(i) X is smooth;
(ii) the Birkhoff orthogonality is unique in the right hand side, i.e.,

for every x ∈ X� {0} and y ∈ X there exists a unique scalar
α such that x ⊥ (αx+ y) (B).

(iii) the Birkhoff orthogonality is additive at right, i.e., for every
x, y, z ∈ X with x ⊥ y (B) and x ⊥ z (B) , we also have
x ⊥ (y + z) (B).

Proof. “(i) =⇒ (ii)”. Let us assume that X is smooth and let
x ∈ X, x 6= 0. Then there exists a unique functional f ∈ X∗ with
‖f‖ = 1 and such that f (x) = ‖x‖ . Using Remark 16, the scalar

α = − f(y)
f(x)

is unique with the property that x ⊥ (αx+ y) (B).

“(ii) =⇒ (i)”. Suppose that the orthogonality in the sense of
Birkhoff is unique at the right hand and let x ∈ X� {0}. Take f ∈ X∗,
‖f‖ = 1 with the property that f (x) = ‖x‖ . If y ∈ X, then by the

unicity of “⊥”, x ⊥ αx+ y with the unique scalar α = − f(y)
f(x)

, and then

f (y) = −αf (x), which implies that the element x has a unique support
functional, i.e., a bounded linear functional g ∈ X∗ with ‖g‖ = 1 and
g (x) = 1, i.e., X is smooth.

“(i) =⇒ (iii)”. Now, assume that X is smooth and consider the
support mapping, i.e., the mapping X� {0} 3 x 7−→ fx ∈ X� {0}
given by

a) ‖x‖ = 1 implies ‖fx‖ = 1 = fx (x);
b) λ ≥ 0 implies fλx = λfx.

Let x ∈ X� {0} and assume that x ⊥ y (B) and x ⊥ z (B) where
y, z ∈ X. Then by the unicity at right the unique scalar with x ⊥
(αx+ y) (B) is α = 0 and the unique β with x ⊥ (βx+ y) (B) is also
β = 0. In both cases (see Remark 15) we have fx (y) = fx (z) = 0.
Then fx (y + z) = fx (y) + fx (z) = 0 and by Theorem 47 we deduce
that x ⊥ (y + z) (B).

“(iii) =⇒ (ii)”. Let us assume that Birkhoff orthogonality is ad-
ditive at right and let x ∈ X� {0} such that x ⊥ (αx+ y) and
x ⊥ (βx+ y). Then x ⊥ − (βx+ y) and by the additivity at right
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we have:

x ⊥ [(αx+ y)− (βx+ y)]

i.e., x ⊥ (α− β)x and then

‖x‖ ≤ ‖x+ λ (α− β)x‖ = |1 + λ (α− β)| ‖x‖

for all λ ∈ K, which implies that α = β.
The theorem is thus proved.

The second result is embodied in the following theorem (see also
[3, p. 27]).

Theorem 49. Let (X, ‖·‖) be a real normed space. Then the fol-
lowing statements are equivalent:

(i) X is strictly convex;
(ii) the Birkhoff orthogonality is unique at left, i.e., for every x, y ∈

X with x 6= 0, there exists a unique α such that (αx+ y) ⊥
x (B).

Proof. We will firstly prove the following lemma which guarantees
the existence of a scalar α such that (αx+ y) ⊥ x (B).

Lemma 3. Let x, y ∈ X. Then there exists a real number α such
that (αx+ y) ⊥ x (B). Moreover, this scalar α is the real number which
achieves the minimum of the following real functionals:

R 3 k 7−→ ‖kx+ y‖ ∈ R+.

In addition, if (ax+ y) ⊥ x (B) and (bx+ y) ⊥ x (B), then for all α
between a and b we also have (αx+ y) ⊥ x (B).

Proof. Let us consider the mapping n : R → K, n (t) = ‖tx+ y‖.
This mapping is clearly convex on R and then n achieves its minimum
for a certain α ∈ R. Moreover, the set of points in which n achieves its
minimum is an interval.
Now, let us observe that (αx+ y) ⊥ x (B) if and only if

‖αx+ y‖ ≤ ‖αx+ y + λx‖ = ‖(α+ λ)x+ y‖

for every λ ∈ R which is equivalent with

‖αx+ y‖ ≤ ‖kx+ y‖ for all k ∈ R,

i.e., α is the point in which the mapping n achieves its minimum.
The lemma is thus proven.

Let us now prove the theorem.
“(ii) =⇒ (i)”. It is obvious.
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“(i) =⇒ (ii)”. Let us assume that X is not strictly convex and
there exist x, y ∈ X, x ∈ y, ‖x‖ = ‖y‖ = 1 such that λx + (1− λ) y ∈
S (X) := {z ∈ X| ‖z‖ = 1} for all λ ∈ [0, 1].

Denote u = x+ y and v = x− y. We will show that:

‖u‖ ≤ ‖u+ µv‖ for all µ ∈ R.

It is sufficient to prove the above inequality for µ > 0.
Let us observe that:

‖u+ v‖ = 2 ‖x‖ = 2, ‖u− v‖ = 2 ‖y‖ = 2,

and

‖u‖ = ‖x+ y‖ = 2.

Consider 0 ≤ µ ≤ 1. Then

‖u+ µv‖ = ‖x+ y + µx− µy‖ = ‖(1 + µ)x+ (1− µ) y‖
= 2 = ‖u‖

because

0 ≤ 1− µ ≤ 1 + µ ≤ 2 and 1 + µ+ (1− µ) = 2.

Consequently, for 0 ≤ µ ≤ 1 we get ‖u+ µv‖ = ‖u‖.
If µ > 1, then µ− 1 > 0 and thus

‖u+ µv‖ = ‖x+ y + µx− µy‖ = ‖(1 + µ)x+ (1− µ) y‖

≥ |µ|
∥∥∥∥(1 +

1

µ

)
x−

(
µ− 1

µ

)
y

∥∥∥∥
≥ |µ|

[∥∥∥∥(1 +
1

µ

)
x

∥∥∥∥− ∥∥∥∥(µ− 1

µ

)
y

∥∥∥∥]
= |µ|

[(
1 +

1

µ

)
‖x‖ −

(
µ− 1

µ

)
‖y‖
]

= 2 = ‖u‖ .

In conclusion, ‖u‖ ≤ ‖u+ µv‖ for every µ ∈ R and the equality holds
in the above inequality for |µ| ≤ 1.

Now, we will show that for |µ| ≤ 1 we have (u+ µv) ⊥ v (B)
(v 6= 0) , which contradicts the unicity at left of Birkhoff orthogonality.

Indeed, we have:

‖u+ µv‖ = ‖u‖ ≤ ‖u+ (λ+ µ) v‖ = ‖u+ µv + λv‖

for all µ with |µ| ≤ 1, i.e., (u+ µv) ⊥ v, and the statement is proved.
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3. Birkhoff’s Orthogonality and the Semi-inner Products

Let (X, ‖·‖) be a real normed space. Then the following characteri-
sation of Birkhoff’s orthogonality in terms of semi-inner products (·, ·)s
and (·, ·)i holds.

Theorem 50. Let (X, ‖·‖) be as above. Then the following state-
ments are equivalent:

(i) x ⊥ z (B);
(ii) (z, x)i ≤ 0 ≤ (z, x)s

where x, z ∈ X.

Proof. “(i) =⇒ (ii)”. Let us assume that x ⊥ z (B), i.e., ‖x+ tz‖ ≥
‖x‖, for all t ∈ R. Then we have:

‖x+ tz‖2 − ‖x‖2

2t
≥ 0 and

‖x+ sz‖2 − ‖x‖2

2s
≤ 0

for all t > 0 and s < 0, which implies that (z, x)s ≥ 0 ≥ (z, x)i.
“(ii) =⇒ (i)”. Now, let us observe that for all t ∈ R, we have:

(tz + x, x)s ≤ ‖x+ tz‖ · ‖x‖ .
On the other hand, we have

(x+ tz, x)s = t (z, x)s + ‖x‖2 , t ≥ 0,

which implies:

t (z, x)s ≤ (‖x+ tz‖ − ‖x‖) ‖x‖
for all t ∈ R+. Since (z, x)s ≥ 0, then

‖x+ tz‖ − ‖x‖ ≥ 0 for all t ≥ 0.

Now, as (z, x)i ≤ 0, we get − (z, x)i = (−z, x)s ≥ 0 which shows that
‖x+ s (−z)‖ − ‖x‖ ≥ 0 for all s ≥ 0. Consequently, ‖x+ tz‖ ≥ ‖x‖,
for all t ≤ 0 and thus x ⊥ z (B).

The theorem is thus proved.

The following corollary is due to R.C. James [2].

Corollary 12. Let (X, ‖·‖) be a normed space over the real num-
ber field and α a given real number. Then the following statements are
equivalent:

(i) x ⊥ (αx+ y) (B) ;
(ii) we have the estimation

(y, x)i ≤ −α ‖x‖2 ≤ (y, x)s ,

where x, y belong to X.
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Proof. Let z := αx + y. Then x ⊥ z (B) iff (z, x)i ≤ 0 ≤ (z, x)s.

However, (z, x)p = (αx+ y, x)p = α ‖x‖2 +(y, x)p where p ∈ {s, i}, and
the corollary is thus proved.

The following theorem gives us the opportunity to approximate the
bounded linear functionals defined on a real normed space with the
help of semi-inner products (·, ·)s and (·, ·)i (see also [4] and [5]).

Theorem 51. Let (X, ‖·‖) be a real normed space, f : X → R a
nonzero bounded linear functional on X and w ∈ X, w 6= 0. Then the
following statements are equivalent:

(i) w ⊥ Ker (f) (B);
(ii) we have the estimation:

(8.3)

(
x,
f (w)

‖w‖2w

)
i

≤ f (x) ≤
(
x,
f (w)

‖w‖2w

)
s

for all x ∈ X.

Proof. “(i) =⇒ (ii)”. Let us assume that w ⊥ Ker (f). Then,
by Theorem 50, we have

(y, x)i ≤ 0 ≤ (y, x)s ,

for all y ∈ Ker (f).
Now, let x ∈ X. Then the element y = f (x)w − f (w)x belongs

to Ker (f) because f (y) = f (f (x)w − f (w)x,w) = f (x) f (w) −
f (w) f (x) = 0. Consequently, one has:

(8.4) (f (x)w − f (w)x,w)i ≤ 0 ≤ (f (x)w − f (w)x,w)s

for all x ∈ X.
Using the properties of semi-inner products (·, ·)s and (·, ·)i, we

derive

(f (x)w − f (w)x,w)i = f (x) ‖w‖2 − (x, f (w)w)s

and

(f (x)w − f (w)x,w)s = f (x) ‖w‖2 − (x, f (w)w)i
for all x ∈ X. By the double inequality (8.4), we deduce

(x, f (w)w)i ≤ f (x) ‖w‖2 ≤ (x, f (w)w)s

for all x ∈ X, which is equivalent with (8.3).
“(ii) =⇒ (i)”. Firstly, we observe that f (w) 6= 0, because f (w) = 0

easily implies that f (x) = 0 for all x ∈ X, which is false.
By (8.3), it follows that

(x, f (w)w)i ≤ 0 ≤ (x, f (w)w)s
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i.e., f (w)w ⊥ Ker (f) (B). However f (w) 6= 0 and then w ⊥ Ker (f)
which completes the proof.

The following corollary is obvious.

Corollary 13. Let (X, ‖·‖) be a real normed space, f ∈ X∗� {0}
and w ∈ X� {0}. Then the following statements are equivalent:

(i) w ⊥ Ker (f) (B);
(ii) |f (w)| = ‖f‖ ‖w‖ ;
(iii) We have the estimation (8.3).

Now, we can state the following general result, which contains the
Birkhoff orthogonality of an element over a closed linear subspace in a
normed space.

Namely, we have the following theorem.

Theorem 52. Let (X, ‖·‖) be a real normed space, G a closed linear
subspace in X and x0 ∈ X� {G}. Then the following statements are
equivalent.

(i) x0 ⊥ G (B) ;
(ii) Wherever f ∈ (G⊕ Sp (x0))

∗ with Ker (f) = G, we have the
estimation:(

x,
f (x0)

‖x0‖2 x0

)
i

≤ f (x) ≤
(
x,
f (x0)

‖x0‖2 x0

)
s

for all x ∈ G⊕ Sp (x0).

The proof is obvious.
Now, we will give some characterisations of Birkhoff-James’ orthog-

onality in terms of quadratic functionals.
The first result is embodied in the following theorem.

Theorem 53. Let (X, ‖·‖) be a real normed space, f : X → R
a nonzero continuous linear functional and w ∈ X� {0}. Then the
following statements are equivalent:

(i) We have the estimation:

(8.5) (x,w)i ≤ f (x) ≤ (x,w)s

for all x ∈ X;
(ii) w minimizes the quadratic functional Ff : X → R,

Ff (u) := ‖u‖2 − 2f (u) .
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Proof. “(i) =⇒ (ii)”. If w satisfies (8.5), we have f (w) = ‖w‖2.
Now, for all u ∈ X we can obtain

Ff (u)− Ff (w) = ‖u‖2 − 2f (u)− ‖w‖2 + 2f (w)

= ‖u‖2 − 2f (u) + ‖w‖2

≥ ‖u‖2 − 2 ‖u‖ ‖w‖+ ‖w‖2

= (‖u‖ − ‖w‖)2 ≥ 0

because

f (u) ≤ (u,w)s for all u ∈ X
and

− (u,w)s ≥ −‖u‖ ‖w‖ for all u ∈ X.
In conclusion,

Ff (u) ≥ Ff (w) for all u ∈ X,
i.e., w minimizes the functional Ff .

“(ii) =⇒ (i)”. If w minimizes the functional Ff , then for all u ∈ X
and λ ∈ R, we have:

Ff (w + λu)− Ff (w) ≥ 0.

On the other hand, we have:

Ff (w + λu)− Ff (w) = ‖w + λu‖2 − 2f (w + λu)− ‖w‖2 + 2f (w)

= ‖w + λu‖2 − ‖w‖2 − 2λf (u)

and thus

(8.6) 2λf (u) ≤ ‖w + λu‖2 − ‖w‖2

for all u ∈ X and λ ∈ R.
Suppose that λ > 0. Then from (8.6), we have:

f (u) ≤ ‖w + λu‖2 − ‖w‖2

2λ

which gives, by passing at limit after λ, λ→ 0+,

f (u) ≤ (u,w)s

for all u ∈ X.
Now, if we replace u by −u, we get

f (u) ≥ − (−u,w)s = (u,w)i

for all u ∈ X, which completes the proof.

The second result is the following.



134 8. ORTHOGONALITY IN THE SENSE OF BIRKHOFF-JAMES

Theorem 54. Let (X, ‖·‖) be a real normed space, f : X → R a
nonzero bounded linear functional and w ∈ X� {0}. Then the follow-
ing statements are equivalent:

(i) w ⊥ Ker (f) (B);

(ii) The element u0 := f(w)

‖w‖2w minimizes the quadratic functional:

Ff : X → R, Ff (u) := ‖u‖2 − 2f (u) .

Proof. By Theorem 51, we have that w ⊥ Ker (f) (B) iff one has
the estimation: (

x,
f (w)

‖w‖2w

)
i

≤ f (x) ≤
(
x,
f (w)

‖w‖2w

)
s

for all x ∈ X.
Now, the above estimation is equivalent, by Theorem 53, to the fact

that the vector u0 = f(w)

‖w‖2w minimizes the quadratic functional Ff .

The proof is thus completed.

Corollary 14. Let (X, ‖·‖) be a real normed space, G a closed
linear subspace in X and x0 ∈ X� {G}. Then the following statements
are equivalent.

(i) x0 ⊥ G (B) ;
(ii) Wherever f ∈ (G⊕ Sp (x0))

∗ with Ker (f) = G, the element

u0 = f(x0)

‖x0‖2
x0 minimizes the quadratic functional Fx0,f (u) :

G⊕ Sp (x0) → R given by

Fx0,f (u) = ‖u‖2 − 2f (u) .

The proof is obvious from the above theorem for Xx0 := G⊕Sp (x0).
We omit the details.
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CHAPTER 9

Orthogonality Associated to the Semi-Inner
Product

1. Orthogonality in the Sense of Giles

Let (X, ‖·‖) be a normed linear space and [·, ·] a L·−G·−s.i.p which
generates the norm ‖·‖. In [1], J. R. Giles introduced the following
concept.

Definition 22. An element x ∈ X is said to be Giles-orthogonal
over the element y ∈ X relative to L·−G·−s.i.p [·, ·] or G−orthogonal,
for short, if the condition

[y, x] = 0

holds. We denote this by x ⊥ y (G).

It is obvious that x ⊥ x (G) implies that x = 0, x ⊥ y (G) and α ∈ K
imply that (αx) ⊥ y (G) and x ⊥ (αy) (G) and x ⊥ y (G), x ⊥ z (G)
imply the right additivity, i.e., x ⊥ (y + z) (G). The argument of these
facts follows by the properties of semi-inner product in the sense of
Lumer-Giles.

Now, if E is a linear subspace in normed linear space X, then
by E⊥ (G) we will denote the orthogonal complement in Giles’ sense
associated to E. It is easy to see that it satisfies E ∩ E⊥ (G) = {0},
α ∈ K and x ∈ E⊥ (G) imply that αx ∈ E⊥ (G) and generally E⊥ (G)
is not a linear subspace in X.

The following theorem contains a result concerning the (G)− or-
thogonality of an element over a hyperplane defined by a bounded linear
functional on a normed linear space (see also [2] or [3]).

Theorem 55. Let (X, ‖·‖) be a normed linear space and [·, ·] a
L·−G·−s.i.p which generates the norm ‖·‖. If f : X → K is a bounded
linear functional on X, f 6= 0, and w ∈ X� {0}, then the following
statements are equivalent:

(i) w ⊥ Ker (f) (G) ;
(ii) We have the representation:

(9.1) f (x) =

[
x,
f (w)

‖w‖2w

]
.
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Moreover, if (i) or (ii) holds, then:

(9.2) ‖f‖ =
|f (w)|
‖w‖

.

Proof. “(i) =⇒ (ii)” Let us assume that w ⊥ Ker (f) (G). Then
we have [y, w] = 0 for all y ∈ Ker (f).

Let x ∈ X and y = f (x)w − f (w)x. It is obvious (see Theorem
51) that y ∈ Ker (f) and then:

(9.3) [f (x)w − f (w)x,w] = 0 for all x ∈ X,

which is equivalent with

f (x) =

[
x,
f (w)

‖w‖2w

]
, x ∈ X,

and the implication is proven.
“(ii) =⇒ (i)” If the representation (9.1) holds, then clearly, f (w) 6=

0, which gives:

[x,w] = 0 for all x ∈ Ker (f)

i.e., w ⊥ Ker (f) (G), and the implication is proven.
The relation (9.2) follows by Proposition 3 and we shall omit the

details.
The proof of the theorem is thus completed.

By the use of the above result, we can also state the following
theorem.

Theorem 56. Let (X, ‖·‖) be a normed linear space, E a closed
linear subspace in X and x0 ∈ X�E. Then the following statements
are equivalent:

(i) x0 ⊥ E (G) ;
(ii) For every f ∈ (E ⊕ Sp (x0))

∗ with E = Ker (f), we have the
representation:

f (x) =

[
x,
f (x0)

‖x0‖2 x0

]
for all x in E ⊕ Sp (x0).

In addition, if (i) or (ii) holds, then one has:

‖f‖G⊕Sp(x0) =
|f (x0)|
‖x0‖

.



1. ORTHOGONALITY IN THE SENSE OF GILES 139

The proof is obvious from Theorem 55 applied for the normed space
Xx0 := E ⊕ Sp (x0).

Let us now establish the connection between Birkhoff-James’ and
Giles’ orthogonality.

Proposition 32. Let (X, ‖·‖) be a real or complex normed space
and [·, ·] a L·−G·−s.i.p which generates the norm ‖·‖. If x, y ∈ X and
x ⊥ y (G) then x ⊥ y (B [J ]). The converse is generally not true.

Proof. Let us assume that x ⊥ y (G), i.e., [y, x] = 0. Then

‖x‖2 = [x, x] = Re [x+ λy, x] ≤ ‖x‖ ‖x+ λy‖
for all λ ∈ K, i.e., ‖x‖ ≤ ‖x+ λy‖ for all λ ∈ K which is equivalent
with x ⊥ y (B [J ]).

For the converse, let us consider the space l1 (C). It is known that

[y, x] = ‖x‖
∑
xk 6=0

xkyk
|xk|

, x, y ∈ l1 (C)

is a L· −G·−s.i.p on l1 (C).
Consider the vectors

x = (i, 1, 0, . . . , 0) and y = (2, i, 0, . . . , 0) .

We obtain

‖x‖ = 2 and ‖x+ λy‖ =
(
1 + 4λ2

) 1
2 +

(
1 + λ2

) 1
2 , λ ∈ R

and then

‖x+ λy‖ ≥ ‖x‖ for all λ ∈ R,
because a simple calculation shows that(

1 + 4λ2
) 1

2 +
(
1 + λ2

) 1
2 ≥ 2 for all λ ∈ R.

On the other hand, it is obvious that [y, x] = −2i 6= 0 and the proof is
completed.

We note that the following result also holds.

Proposition 33. Let (X, ‖·‖) be a real or complex normed space,
E its linear subspace and x ∈ X�E. If x ⊥ E (B [J ]), then there exists
at least one L· −G·−s.i.p which generates the norm ‖·‖ and for which
we have x ⊥ E (G).

Proof. Let us consider the subspace E1 := Sp (x0) ⊕ E and g1 ∈
E1. Then g1 = λx+g and this decomposition is unique (λ ∈ K, g ∈ E).
Define the functional

f0 : E1 → K, f0 (g1) = λ ‖x‖2 .
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Then f0 is well-defined and f0 is linear on E1. We also have f0 (x) =
‖x‖2 and f0 (g) = 0 for all g ∈ G.

Now, for all g1 ∈ E1 with: g1 = λx+ g and λ 6= 0, one has

|f0 (g1)|
‖g1‖

=
λ ‖x‖2

‖λx+ g‖
=

‖x‖2∥∥x+ 1
λ
g
∥∥ ≤ ‖x‖ ,

because x ⊥ E (B [J ]), which shows that ‖f0‖E1
= ‖x‖. On the other

hand, one has:

‖f0‖E1
≥ |f0 (x)|

‖x‖
=
‖x‖2

‖x‖
= ‖x‖

which shows that ‖f0‖E1
= ‖x‖ .

By the Hahn-Banach theorem, there exists a functional f : X → K
such that:

fE1 = f0 and ‖f‖ = ‖f0‖E1
= ‖x‖

and then

f (x) = f0 (x) = ‖x‖2 and ‖f‖ = ‖x‖ , i.e., f ∈ J (x)

(J is the normalised duality mapping).
Now, let J̃ be a section of the duality mapping such that J̃ (x) = f ,

then the L·−G·−s.i.p which can be generated by J̃ is given by [y, z] :=〈
J̃ (z) , y

〉
, z, x ∈ X.

It is easy to see that [y, x] =
〈
J̃ (x) , y

〉
= f (y) = 0 for every y ∈ E

and then x ⊥ E (G) relatively at L· −G·−s.i.p defined above.
The proposition is thus proved.

By the use of the above proposition, we can state the following
characterisation of Birkhoff-James orthogonality in terms of G− or-
thogonality.

Theorem 57. Let (X, ‖·‖) be a normed space, E its linear subspace
and x0 ∈ X�E. Then the following statements are equivalent:

(i) x0 ⊥ E (B [J ]) ;
(ii) There exists a L·−G·−s.i.p [·, ·] which generates the norm ‖·‖

and for which x0 ⊥ E (G).

Finally, using Theorems 56 and 57, we can state the following the-
orem of representation for the continuous linear functionals.

Theorem 58. Let (X, ‖·‖) be a normed space, E a closed linear
subspace in X and x0 ∈ X�E. Then the following statements are
equivalent:

(i) x0 ⊥ E (B [J ]) ;
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(ii) There exists a L·−G·−s.i.p on X which generates the norm ‖·‖
and is such that for all f ∈ (E ⊕ Sp (x0))

∗ with E = Ker (f)
one has the representation:

f (x) =

[
x,
f (x0)

‖x0‖2 x0

]
for all x ∈ E ⊕ Sp (x0).

2. Orthogonality in the Sense of Miličić

Let (X, ‖·‖) be a real or complex normed space and (·, ·, )g the semi-

inner product in the sense of Miličić associated to the norm ‖·‖, i.e.,
the mapping (·, ·, )g : X ×X → R given by

(x, y)g :=
1

2
[(x, y)s + (x, y)i] for all x, y ∈ X,

where (·, ·, )i and (·, ·, )s are given as:

(x, y)i = lim
t→0−

‖y + tx‖2 − ‖y‖2

2t

and

(x, y)s = lim
t→0+

‖y + tx‖2 − ‖y‖2

2t
where x, y ∈ X.

In 1987, P.M. Miličić [4] introduced the following concept of or-
thogonality associated to the semi-inner product (·, ·, )g on a real or
complex normed space.

Definition 23. Let x, y be two vectors in X. The vector x is said
to be g−orthogonal over the vector y iff (y, x)g = 0. We denote this by

x ⊥ y (g).

In the case when the space X is complex, we can also introduce the
concept of complex g−orthogonality [4, Definition 2]:

Definition 24. Let x, y ∈ X, X is here a complex normed space.
Then x is said to be complex-g-orthogonal over y of cg−orthogonal, for
short, if (y, x)g = (iy, x)g = 0. We denote this by x ⊥ y (cg).

Remark 17. ([4]). If in X we can introduce an inner product (·, ·)
then (y, x)g = i (iy, x)g = (y, x) in the case of complex cases.

If the normed space X has the (G)−property, i.e., the functional
(·, ·)g is linear in the first variable (see Section 2 of Chapter 4), then it

is easy to see that [x, y] = (x, y)g is a L·−G·−s.i.p in the real case and

(y, x)g = (y, x) in the case of real spaces and [x, y] = (x, y)g = i (ix, y)g
is also a L· −G·−s.i.p in the complex case.
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Consequently, in the case of normed spaces of (G)−type, we have
the equivalence:

(i) x ⊥ y (G) iff x ⊥ y (g) if X is real

and

(ii) x ⊥ y (G) iff x ⊥ y (cg) if X is complex.

Now, we will point out the connection between Birkhoff-James’,
Giles’ and Miličić’s orthogonality in the case of general normed spaces.

The first result is embodied in the following proposition [4].

Proposition 34. Let (X, ‖·‖) be a complex normed space. Then
x ⊥ y (cg) implies x ⊥ y (g). The converse is not generally true.

Proof. The implication is obvious by the definition of the involved
orthogonalities.

For the converse, let us consider the complex space l1 (C) endowed
with the usual norm ‖x‖ =

∑∞
i=1 |xi| < ∞. It is well known that (see

[4])

(y, x)g = ‖x‖
∑
xk 6=0

Re (xk, yk)

|xk|
,

and

(y, x)g − i (iy, x)g = ‖x‖
∑
xk 6=0

xk, yk
|xk|

.

Now, if we put

x = (i, 1, 0, . . . ) and y = (2, i, 0, 0, . . . )

we obtain
(y, x)g = 0 and (iy, x)g = 2i

which completes the proof.

Proposition 35. Let (X, ‖·‖) be a real or complex normed space.
Then x ⊥ y (g) implies x ⊥ y (B). The converse is generally not true.

Proof. ([4]) Let us assume that x ⊥ y (g), i.e., (y, x)g = 0. Then
for all λ ∈ R we have:

(x+ λy, x)g = ‖x‖2 + (λy, x)g = ‖x‖2 + λ (y, x)g = ‖x‖2 .

On the other hand we have:

(x+ λy, x)g ≤ ‖x‖ ‖x+ λy‖
from where results

‖x+ λy‖ ≥ ‖x‖ for all λ ∈ R



2. ORTHOGONALITY IN THE SENSE OF MILIČIĆ 143

which shows that x ⊥ y (B).
For the converse, we choose x, y ∈ l1 (C) with

x = (1, 0, 0, . . . ) and y = (1, 5i, 0, . . . )

Then we have:

‖x+ λy‖ = |1 + λ|+ 5 |λ| ≥ 1 = ‖x‖ for all λ ∈ R
i.e., x ⊥ y (B). However, a simple calculation shows that

(y, x)g = 1

and the proof is completed.

The following proposition established the connection between James’
orthogonality and cg−orthogonality in a complex normed space.

Proposition 36. Let (X, ‖·‖) be a complex normed space. If x ⊥
y (cg) then x ⊥ y (J). The converse is not generally true.

Proof. Let x ⊥ y (cg), i.e., (y, x)g = (iy, x)g = 0. Consider the
functional fy : X → C given by

fx (z) := (z, x)i − i (iz, x)s , z ∈ X.
This functional is linear on X (see Proposition 11, (ii), (iii)) and
bounded (the same proposition (iv)). In the paper [4, Theorem 1],
P.M. Miličić proved that fx also belongs to J (x) and then ‖fx‖ = ‖x‖.
Thus, we can state:

|fx (x+ λy)| = |fx (x) + λfx (y)| = |fx (x)| = ‖x‖2

for all λ ∈ C.
On the other hand, one has:

|fx (x+ λy)| ≤ ‖x‖ ‖x+ λy‖ for all λ ∈ C,
which shows that ‖x‖ ≤ ‖x+ λy‖ for all λ ∈ C, i.e., x ⊥ y (J).

For the converse, we may choose:

x = (1, 0, 0, . . . ) and y = (1, 5i, 0, . . . ) ∈ l1 (C) .

Then one has:

‖x+ λy‖ = |1 + λ|+ 5 |λi| = |1 + λ|+ 5 |λ| ≥ 1 = ‖x‖
for all λ ∈ C, which is equivalent with

x ⊥ y (J) .

Now, we observe that (y, x)g = 1, which completes the proof.

Next, we present some other characterisations of (g)−orthogonality
in terms of bounded linear functionals which will improve some known
results obtained by P.M. Miličić in [4].
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Theorem 59. Let (X, ‖·‖) be a real normed space and f : X → R a
bounded linear functional on X, f 6= 0 and w an element from X� {0}.
Then the following statements are equivalent:

(i) w ⊥ Ker (f) (g) ;
(ii) we have the representation:

(9.4) f (x) =

(
x,
f (w)

‖w‖2w

)
g

for all x ∈ X.

In addition, if (i) or (ii) holds, then ‖f‖ = |f(w)|
‖w‖ .

Proof. “(i) =⇒ (ii)”. Let us assume that w ⊥ Ker (f) (g), i.e.,
(y, w)g = 0 for all y ∈ Ker (f). Let x ∈ X and put y = f (x)w −
f (w)x. Then y ∈ Ker (f) and

(f (x)w − f (w)x,w)g = 0 for all x ∈ X.

Using the properties of (·, ·)g, we have:

f (x) ‖w‖2 − f (w) (x,w)g = 0 for all x ∈ X

which gives:

f (x) =
f (w)

‖w‖2 (x,w)g =

(
x,
f (w)

‖w‖2w

)
g

for all x ∈ X.
“(ii) =⇒ (i)”. It is clear that f (w) 6= 0 because f (w) = 0 implies

the fact f ≡ 0, which is a contradiction.

Since f (x) = f(w)

‖w‖2 (x,w)g for all x ∈ X, which implies that (x,w)g =

0 for all x in Ker (f), which is equivalent with w ⊥ Ker (f) (g).
Now, let us prove the last part of theorem.
By the representation (9.4), we have:

|f (x)| = |f (w)|
‖w‖2

∣∣∣(x,w)g

∣∣∣ ≤ |f (w)|
‖w‖

‖x‖

for all x in X, which gives:

‖f‖ ≤ |f (w)|
‖w‖

.

On the other hand, we have |f(w)|
‖w‖ ≤ ‖f‖, which gives the desired

result.

As a corollary of this theorem, we can state the following result.
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Theorem 60. Let (X, ‖·‖) be a real normed space, G a closed linear
subspace in X and x0 ∈ X�G. Then the following statements are
equivalent:

(i) x0 ⊥ G (g) ;
(ii) For every f ∈ (G⊕ Sp (x0))

∗ such that Ker (f) = G, we have
the representation:

f (x) =

(
x,
f (x0)

‖x0‖2 x0

)
g

for all x ∈ G⊕ Sp (x0).

Moreover, if (i) or (ii) holds, then one has:

‖f‖G⊕Sp(x0) =
|f (x0)|
‖x0‖

.

The proof is obvious from the above theorem for the space Xx0 :=
G⊕ Sp (x0).

3. The Superior and Inferior Orthogonality

Let (X, ‖·‖) be a real or complex normed space and let (·, ·)s, (·, ·)i
be the semi-inner products associated with this normed space. The
following definition is natural to be considered.

Definition 25. Let (X, ‖·‖) be a normed space and let x, y be two
fixed elements in X. Then x is said to be superior-orthogonal (inferior
orthogonal) or (s)−orthogonal ((i)−orthogonal) over y, for short, iff

(y, x)s = 0 ((y, x)i = 0) .

We denote this by x ⊥ y (s [i]). If x ⊥ y (s) and x ⊥ y (i), then we
will write this as x ⊥ y (s, i).

Remark 18. Since the mapping R 3 t 7−→ ‖y + tx‖2 ∈ R is a
convex mapping, then one has:

(x, y)i = lim
t→0−

‖y + tx‖2 − ‖y‖2

2t
≤ lim

t→0+

‖y + tx‖2 − ‖y‖2

2t
= (x, y)s

for all x, y in X.

The following proposition is obvious by the definition of (s) and (i)
orthogonality.

Proposition 37. Let x, y ∈ X. Then the following statements are
true:

(i) x ⊥ x [s (i)] =⇒ x = 0;
(ii) x ⊥ y [s (i)] =⇒ (−x) ⊥ y [i (s)] ⇐⇒ x ⊥ (−y) [i (s)] ;
(iii) x ⊥ y [s (i)] ⇐⇒ (−x) ⊥ (−y) [s (i)] ;
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(iv) x ⊥ y [s (i)] ⇐⇒ αx ⊥ βy [s (i)] with αβ > 0.

Now, we are able to establish the connection between these orthog-
onalities and those introduced by Miličić and Birkhoff.

Proposition 38. Let x, y be two vectors in X. Then x ⊥ y [s (i)]
implies that x ⊥ y (B). The converse generally does not hold.

Proof. Let us assume that x ⊥ y (s), i.e., (y, x)s = 0. Since
(y, x)i ≤ (y, x)s, we can write (y, x)i ≤ 0 ≤ (y, x)s which implies that
(see Theorem 50) x ⊥ y (B).

For the converse, let us consider the space l1 (C) in which we know
that:

(x, y)s(i) = ‖y‖

(∑
yi 6=0

Re (yixi)

|yi|
±
∑
yi=0

|xi|

)
.

If we choose the vectors

x = (i, 1, 1, 0, . . . ) and y = (1, i, 1, 1, 0, . . . ) ∈ l1 (C)

we have:

‖x‖ = 3 and ‖x+ λy‖ = 2
(
1 + λ2

) 1
2 + |1 + λ|+ |λ| , λ ∈ R.

A simple calculation shows that

‖x+ λy‖ ≥ ‖x‖ for all λ ∈ R
which means that x ⊥ y (B).

On the other hand, it is easy to see that

(x, y)s = (x, y)i = 1

which proves the assertion.

Another result which establishes the connection between (g)−orthogonality
and (s, i)−orthogonality is the following one.

Proposition 39. Let x, y be two elements from X. If x ⊥ y (s, i),
then also x ⊥ y (g). The converse is not generally true.

Proof. If x ⊥ y (s, i), then (y, x)i = (y, x)s = 0, which gives
(y, x)s = 0, i.e., x ⊥ y (g).

For the converse, let us consider in l1 (C), the vectors:

x = (i, 1, 1, 0, . . . )

y = (1, i, 0, . . . ) .

Then we have:

(x, y)g =
1

2
‖y‖

∑
yi 6=0

Re (yixi)

|yi|
= 0
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and
(x, y)s = 1, (x, y)i = −1.

The proposition is thus proven.

Remark 19. We will show that (s)−orthogonality or (i)−orthogonality
does not imply the orthogonality in the sense of Miličić.
Indeed, if we choose x = (−1,−1, 2, 0, . . . ) and y = (1, 1, 0, . . . ) in
l1 (C), we get:

(x, y)g = −4 and (x, y)s = 0

which shows that y ⊥ x (i) but y 6⊥ x (g).

Now, we will state and prove a result which gives a characterisation
of (s) [(i)]− orthogonality.

Theorem 61. Let (X, ‖·‖) be a real normed space and f : X → R
a bounded linear functional on X, f 6= 0. If w ∈ X� {0}, then the
following statements are equivalent:

(i) w ⊥ Ker (f) (s) ;
(ii) w ⊥ Ker (f) (i) ;
(iii) We have the representation

f (x) =

(
x,
f (w)

‖w‖2w

)
s

for all x in X;
(iv) We have the representation

f (x) =

(
x,
f (w)

‖w‖2w

)
i

for all x in X;

Moreover, each of the above statements implies the following statements
which are also equivalent:

(v) We have (x,w)s = (x,w)i for every x ∈ X;
(vi) The norm ‖·‖ is Gâteaux differentiable in w;
(vii) w is a point of smoothness for the space x.

Proof. The equivalences “(v) ⇐⇒ (vi) ⇐⇒ (vii)” follow by The-
orem 1 and Theorem 23.

“(iii) =⇒ (iv)”. Suppose that f (x) =
(
x, f(w)

‖w‖2w
)
s

for all x in X.

Then we have:

f (x) = −f (−x) = −
(
−x, f (w)

‖w‖2w

)
s

=

(
x,
f (w)

‖w‖2w

)
i

which proves the implication.
“(iv) =⇒ (iii)”. Is similar.



148 9. ORTHOGONALITY ASSOCIATED TO THE SEMI-INNER PRODUCT

“(iii) =⇒ (i)”. Is obvious.
“(i) =⇒ (iii)”. Let us assume that w ⊥ Ker (f) (s). Then for all

x ∈ X we have y = f (x)w − f (w)x ∈ Ker (f) and thus

(f (x)w − f (w)x,w)s = 0, x ∈ X.
A simple calculation shows that

f (x) =

(
x,
f (w)w

‖w‖2

)
i

; x ∈ X

and since “(iv) ⇐⇒ (iii)”, the implication is also proved.
“(i) ⇐⇒ (ii)”. It is obvious by the definition.
“(iii) =⇒ (v)”. Let us assume that f (w) > 0. Then we have:

(x,w)i =
f (x) ‖w‖2

f (w)
, x ∈ X,

which shows that (x,w)s = (x,w)i for all x in X.
The case when f (w) < 0 follows likewise and we will omit the

details.

Remark 20. If any one of the statements (i), (ii), (iii) or (iv) from
above is valid, we also have that:

‖f‖ =
|f (w)|
‖w‖

.

As a consequence of the above theorem, we can also state:

Theorem 62. Let (X, ‖·‖) be a real normed space and G its closed
linear subspace. Suppose x0 ∈ X�G. Then the following assertions
are equivalent:

(i) x0 ⊥ G (s);
(ii) x0 ⊥ G (i);
(iii) For all f ∈ (G⊕ Sp (x0))

∗ with Ker (f) = G, we have the
representation

f (x) =

(
x,
f (x0)

‖x0‖2 x0

)
s

for all x ∈ G⊕ Sp (x0);
(iv) For all f ∈ (G⊕ Sp (x0))

∗ with Ker (f) = G, we have the
representation

f (x) =

(
x,
f (x0)

‖x0‖2 x0

)
i

for all x ∈ G⊕ Sp (x0).
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CHAPTER 10

Characterisations of Certain Classes of Spaces

1. The Case of Giles Orthogonality

Let X be a complex normed space and [·, ·] a L· −G·−s.i.p. which
generates the norm ofX. We will denote by S the unit sphere, i.e., S :=
{x ∈ X| ‖x‖ = 1} and byB, the unit ball given byB := {x ∈ X| ‖x‖ ≤ 1}.

Definition 26. We will say that the point x ∈ S is an extremal
point of the ball B if x1, x2 ∈ B and x = 1

2
(x1 + x2) implies that

x = x1 = x2.

It is known that if every point x of S is an extremal point for the
unit ball B, then (X, ‖·‖) is a strictly convex space.

Definition 27. We will say that the point x ∈ S is a point of
smoothness of the unit ball B if there exists a unique functional f ∈ X∗

such that f (x) = ‖f‖ = 1.

It is also clear that if every point of the sphere S is a point a
smoothness, then the space (X, ‖·‖) is smooth.

The following characterization of extremal points in terms of the
semi-inner product in Lumer-Giles’ sense holds (see [1]).

Theorem 63. Let (X, ‖·‖) be a complex normed space and x ∈ S.
Then the following statements are equivalent:

(i) x is an extremal point of B;
(ii) ‖x± y‖ ≤ 1 implies that y = 0;
(iii) Re [y, x± y] = 0 implies that y = 0;
(iv) If y ∈ S and y 6= x, then Re [y, x] < 1.

We need the following lemmas which are also interesting in them-
selves [1].

Lemma 4. Let (X, ‖·‖) be as above, x ∈ S and y ∈ X such that
‖x± y‖ ≤ 1. Then x ⊥ y (G) and for every t ∈ [−1, 1] one has
‖x+ ty‖ = 1.

Proof. Using the properties of L· −G·−s.i.p., we can state that:

[λx+ µy, z] = λ [x, z] + µ [y, z]
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for all λ, µ ∈ C and x, y, z ∈ X; and one has the inequality

|[x, y]| ≤ ‖x‖ · ‖y‖
for all x, y ∈ X.

Now, if x ∈ S, and ‖x± y‖ ≤ 1, we get

|1± [y, x]| = |[x± y, x]| ≤ ‖x± y‖ ‖x‖ ≤ 1

which shows that [y, x] = 0 and for every λ ∈ C we have

1 = |[x+ λy, x]| ≤ ‖x+ λy‖ .
For λ = ±1, we obtain 1 ≤ ‖x± y‖ ≤ 1, i.e., ‖x± y‖ = 1. Now let
t ∈ [−1, 1]. Then

[x± ty, x] = 1 ≤ ‖x± y‖ = ‖x− ty + tx± ty‖
= ‖(1− t)x+ t (x± y)‖ ≤ 1− t+ t = 1

which gives ‖x± ty‖ = 1, and the lemma is thus proven.

Lemma 5. Let (X, ‖·‖) be as above, and [·, ·] a L·−G·−s.i.p. which
generates the norm ‖·‖. Then:

(y, x)i ≤ Re [y, x] ≤ (y, x)s

for all x, y in X.

Proof. Let us consider the mapping fx : X → R, fx (y) = Re [y, x].
Then it is obvious that x ⊥ Ker (fx) (G) and by the use of Proposition
32, it follows that x ⊥ Ker (fx) (B). Now, Theorem 51 yields that:(

y,
fx (x)

‖x‖2 x

)
i

≤ fx (y) ≤
(
y,
fx (x)

‖x‖2 x

)
s

for all y ∈ X, i.e.,

(y, x)i ≤ Re [y, x] ≤ (y, x)s

for all y ∈ X, and the proof is completed.

Proof. (of the Theorem) “(i) ⇐⇒ (ii)”. Let ‖x± y‖ ≤ 1. Put
x+ y = u and x− y = v. Then x = 1

2
(u+ v) and u, v ∈ B. By (i), we

have x = y; i.e., y = 0.
Now, let x = 1

2
(x1 + x2) with x1, x2 ∈ B. Let us put y =

1
2
(x1 − x2). Then x + y = x1 and x − y = x2 and thus ‖x± y‖ ≤ 1.

By (ii), we get y = 0, i.e., x1 = x2 = x and the statement is proved.
“(ii) ⇐⇒ (iii)”. Let us assume that Re [y, x± y] = 0. Then

‖x± y‖2 = Re [x± y, x± y] = Re [x, x± y]± Re [y, x± y]

≤ ‖x± y‖ ,
thus ‖x± y‖ ≤ 1.
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Now, by Lemma 4, for all t ∈ [−1, 1] we have ‖x± ty‖ = 1. Using
Lemma 5, we can write:

lim
λ→0−

‖x+ (t+ λ) y‖ − 1

λ
≤ Re [y, x+ ty] ≤ lim

λ→0+

‖x+ (t+ λ) y‖ − 1

λ
.

Since
∥∥x+

(
1
2

+ λ
)
y
∥∥ = 1 for every λ ∈

[
−1

2
, 1

2

]
, the above limits are

zero for t = 1
2

and t = −1
2
. Consequently,

Re

[
y, x± 1

2
y

]
= 0

and then

Re

[
1

2
y, x± 1

2
y

]
= 0,

which implies
1

2
y = 0, i.e., y = 0.

“(ii) ⇐⇒ (iv)”. Let y 6= x with y ∈ S and Re [y, x] = 1. Then

1 + 1 = Re [x+ y, x] = |[x+ y, x]| ≤ ‖x+ y‖ ≤ 1 + 1

i.e., ‖x+ y‖ = 2. If x + y = u and x − y = v, then x = 1
2
(u+ v) and

y = 1
2
(u− v) and

∥∥u
2

∥∥ = 1. Consequently,
∥∥u

2
± v

2

∥∥ ≤ 1 and by (ii),
v
2

= 0, i.e., y = x which produces a contradiction.
Now, let y 6= 0 and ‖x± y‖ ≤ 1. By virtue of Lemma 4, we have

Re [y, x] = 0 and ‖x± y‖ = 2, and, by (iv) (for y 6= 0) we get

Re [x− y, x] = 1− Re [y, x] < 1, i.e., Re [y, x] < 0,

which contradicts the relation Re [y, x] = 0.
The theorem is thus proved.

Corollary 15. Let (X, ‖·‖) be a complex normed space. The fol-
lowing statements are equivalent:

(i) The space (X, ‖·‖) is strictly convex;
(ii) For all x ∈ S and ‖x± y‖ ≤ 1 implies that y = 0;
(iii) For all x ∈ S and Re [y, x± y] = 0 implies that y = 0;
(iv) For every x, y ∈ S and y 6= x implies that Re [y, x] < 1.

Remark 21. Using the property (iv) of Corollary 15, we can easily
see that the spaces l1 (C) and C [a, b] are not strictly convex spaces.

a) For the space l1 (C) it is known that the functional

[x, y] = ‖y‖
∑
yk 6=0

xkyk
|yk|

is a L· − G·−s.i.p. on l1 (C). The vectors x = (i, 0, . . . ) and
y =

(
i
2
, i

2
, 0, . . .

)
belong to S, y 6= x and Re [y, x] = 1.
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b) By a function y ∈ C [a, b], let us denote by the real number t
in [a, b] for which

‖y‖ = max
t∈[a,b]

|y (t)| = y (ty) .

Then the functional [x, y] := x (tx) y (ty) is a L·−G·−s.i.p. on
C [a, b] which generates the norm of C [a, b]. For x (t) = 1 and
y (t) = (b− a)−1 (t− a) we have ‖x‖ = ‖y‖ = 1 and x 6= y.
On the other hand, we have:

Re [y, x] = [y, x] = x (b) y (b) = 1,

which shows that C [a, b] is not strictly convex.

Now, we will give a characterisation of smooth normed spaces in
terms of Birkhoff’s and Giles’ orthogonality.

Theorem 64. Let (X, ‖·‖) be a complex normed space. The fol-
lowing statements are equivalent:

(i) X is smooth;
(ii) We have y ⊥ x (B) if and only if Re [x, y] = 0 where x, y are

vectors in X.

Proof. Firstly, we observe that Re [y, x] = 0 implies that y ⊥
x (B). Indeed, for every λ ∈ R and x, y ∈ X we have:

‖y‖2 = ‖y‖2 + λRe [x, y] = Re [y + λx, y]

≤ |[y + λx, y]| ≤ ‖y‖ ‖y + λx‖
i.e.,

‖y‖ ≤ ‖y + λx‖ for all λ ∈ R,

which means that y ⊥ x (B).
On the other hand, if y ⊥ x (B), we have:

(10.1)
‖y + λx‖ − ‖y‖

λ
≤ 0 ≤ ‖y + tx‖ − ‖y‖

t
for all λ < 0 and t > 0.

Finally, let us observe, by Lemma 5, we also have the estimation:

(10.2) lim
t→0−

‖y + tx‖ − ‖y‖
t

≤ Re [x, y]

‖y‖
≤ lim

t→0+

‖y + tx‖ − ‖y‖
t

.

Now, let us assume that X is smooth. Then

lim
t→0−

‖y + tx‖ − ‖y‖
t

= lim
t→0+

‖y + tx‖ − ‖y‖
t

and by (10.1) and (10.2), we can state:

Re [x, y] = 0.
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Let us assume that (ii) holds. If [·, ·]1 is another L· − G·−s.i.p.
on X which generates the norm ‖·‖, then it is clear that Re [x, y] and
Re [x, y]1 are semi inner products in the sense of Lumer-Giles on the
real space X. Put fy (x) := Re [x, y] and gy (x) := Re [x, y]1, x ∈ X.
Then fy and gy are two bounded linear functionals on the real space
X. We have gy (x) = 0 implies Re [x, y]1 = 0 and then y ⊥ x (B).

By (ii), it follows that Re [y, x] = 0, i.e., fy (x) = 0. Consequently,

Ker (gy) ⊆ Ker (fy)

and similarly

Ker (gy) ⊇ Ker (fy) ,

which means that

Ker (gy) = Ker (fy) .

Since gy (y) = fy (y) = ‖y‖2, it follows that fy = gy, i.e.,

Re [x, y] = Re [x, y]1 , for all x, y ∈ X.
On the other hand

[x, y] = Re [x, y]− iRe [ix, y] = Re [x, y]1 − iRe [ix, y]1
= [x, y]1 , for all x, y ∈ X,

thus there exists a unique L· − G·−s.i.p. on X which generates the
norm ‖·‖. Using Proposition 4, we conclude that (X, ‖·‖) is smooth.

Theorem 65. Let (X, ‖·‖) be a real (complex) normed space. The
the following statements are equivalent:

(i) X is smooth;
(ii) we have y ⊥ x (B [J ]) if and only if y ⊥ x (G), where x, y are

vectors from X.

Proof. If the space is real, the proof is contained in the above
theorem.

“(i) =⇒ (ii)”. Suppose that X is complex and y ⊥ x (J), i.e.,

‖y + λx‖ ≥ ‖y‖
for all λ ∈ C.

If λ ∈ R, then we have ‖x+ λx‖ ≥ ‖x‖, which implies, by (i) that
Re [x, y] = 0.

On the other hand, we have:

‖y + itx‖ ≥ ‖y‖ for all t ∈ R

which implies that Re [ix, y] = 0.
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Since [x, y] = Re [x, y] − iRe [ix, y], we obtain that [x, y] = 0, i.e.,
y ⊥ x (G).

As x ⊥ y (G) implies x ⊥ y (J) in every complex normed space, the
implication “(i) =⇒ (ii)” is proven.

“(ii) =⇒ (i)”. Let us assume that [·, ·] and [·, ·]1 are two L· −
G·−s.i.p.s which generate the norm ‖·‖. The functionals fy (x) := [x, y]
and gy (x) = [x, y]1 are linear and bounded on X. As above, we can

state: Ker (fy) = Ker (gy) and since fy (y) = gy (y) = ‖y‖2, it follows
that fy = gy and consequently, [·, ·] = [·, ·]1, which shows that X is
smooth.

The following lemma is interesting as well.

Lemma 6. Let (X, ‖·‖) be a normed space and [·, ·]1, [·, ·]2 are two
L·−G·−s.i.p.s on X which generate the norm ‖·‖. Then the following
statements are equivalent:

(i) x ⊥1 y (G) implies x ⊥2 y (G) where x, y are vectors in X;
(ii) [z, w]1 = [z, w]2 for all z, w in X.

Proof. “(ii) =⇒ (i)”. It is obvious.
“(i) =⇒ (ii)”. Let w ∈ X, w 6= 0 and suppose that x is in X. Then

[z, w]1w − ‖w‖
2 z ⊥1 w (G) because we have:[

[z, w]1w − ‖w‖
2 z, w

]
1

= [z, w]1 [w,w]1 − ‖w‖
2 [z, w]1

= ‖w‖2 [z, w]− ‖w‖2 [z, w]1 = 0.

Now, by (i) it follows that [z, w]1w − ‖w‖2 z ⊥2 w (G), which means
that: [

[z, w]1w − ‖w‖
2 z, w

]
2

= 0,

i.e.,

0 = [z, w]1 [w,w]1 − ‖w‖
2 [z, w]2 = ‖w‖2 ([z, w]1 − [z, w]2) .

Since ‖w‖ 6= 0, one gets

[z, w]1 = [z, w]2 for all z ∈ X.
If w = 0, then also

[z, 0]1 = [z, 0]2 for all z ∈ X,
which means that [·, ·]1 = [·, ·]2.

Now we can state the following theorem.

Theorem 66. In a normed space the orthogonalities induced by two
semi-inner products in the sense of Lumer-Giles are either incompara-
ble or coincidental.
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The proof is evident by the above lemma and we will omit the
details.

Corollary 16. Let (X, ‖·‖) be a real (complex) normed space.
Then the following statements are equivalent.

(i) X is smooth;
(ii) There exists a L· −G·−s.i.p. for which

x ⊥ y (B [J ]) implies x ⊥ y (G) ,

where x, y are vectors in X.

2. The Case of Miličić Orthogonality

Now, we will give some results regarding the characterisation of
smooth and strictly convex normed spaces in terms of g−orthogonality.
We will follow the paper [2] of Miličić.

The first result is embodied in the following theorem.

Theorem 67. Let (X, ‖·‖) be a real or complex normed space. Then
the following statements are equivalent.

(i) X is smooth;
(ii) x ⊥ y (B) iff x ⊥ y (g), where x, y are vectors inX.

Proof. Firstly, let us assume that the space X is real. If X is
smooth, then there exists a unique L· −G·−s.i.p. which generates the
norm ‖·‖ and this s.i.p. is given by

(10.3) [x, y] = (x, y)s = (x, y)i = (x, y)g , x, y ∈ X.

Now using the implication “(i) =⇒ (ii)” of Theorem 65 (the real case),
we obtain that the orthogonality in Birkhoff’s sense is equivalent with
that of Giles, and, by the above equality, with that of Miličić.

Let us suppose that “(ii)” holds. Fix f in J (x) (J is the normalized
duality mapping). Then x ⊥ Ker (f) (B) (see for example Corollary
13) and by “(ii)” we deduce that x ⊥ Ker (f) (g). This shows that
Ker (f) ⊆ Ker (·, x)g.

On the other hand, if there exists y ∈ Ker (·, x)g and y /∈ Ker (f),

then we have y = λx + h with λ ∈ R and h ∈ Ker (f). Consequently,
by the use of the properties of (·, ·)g, we have:

0 = (y, x)g = (λx+ h, x) = λ ‖x‖2 + (h, x)g = λ ‖x‖2

from where results λ = 0 and y = h ∈ Ker (f), which produces
a contradiction. In conclusion, we have Ker (·, x)g ⊆ Ker (f), i.e.,

Ker (·, x)g = Ker (f). Since (x, x)g = ‖x‖2 = f (x), we deduce that

(·, x)g = f .
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Since the formula (10.3) defines a L·−G·−s.i.p. for which Re [x, y] =
0 ⇐⇒ x ⊥ y (B), in virtue of Theorem 65, we can conclude that X is
smooth.

Now, suppose that X is complex and let XR be the restriction of X
over the real number field R. XR is a normed space. If X is smooth,
then

T− (x, y) = T+ (x, y) for every x, y ∈ X; x 6= 0

where

T−(+) (x, y) := lim
t→−(+)0

‖x+ ty‖ − ‖x‖
t

, x, y ∈ X; x 6= 0

which clearly implies that

T− (x, y) = T+ (x, y) for every x, y ∈ XR,

i.e., XR is also a smooth normed space in which we have the condition
“(ii)”.

Conversely, if “(ii)” holds, then T− (x, y) = T+ (x, y) for all x, y ∈
XR, which implies that the same relation holds for all x, y in X, i.e.,
X is smooth.

The second result contains a characterisation of strictly convex
spaces in terms of g− orthogonality.

Theorem 68. Let (X, ‖·‖) be a normed space. Then the following
statements are equivalent:

(i) X is strictly convex;
(ii) If x ⊥ (x− y) (g) and x, y ∈ S (X), then x = y, where S (X)

is the unit sphere {x ∈ X| ‖x‖ = 1}.

Proof. Let us assume that X is strictly convex and x, y ∈ S (X)
with x ⊥ (x− y) (g). Then we have

0 = (x− y, x)g = ‖x‖2 − (y, x)g = 1− (y, x)g ; i.e., (y, x)g = 1

and

(x+ y, x)g = ‖x‖2 + (y, x)g = 2.

On the other hand, we have:

2 =
∣∣∣(x+ y, x)g

∣∣∣ ≤ ‖x‖ ‖x+ y‖ ≤ 2

and then ‖x+ y‖ = 2 and by the strict convexity of X we deduce that
x = y.

For the converse, we need the following lemma due the Guder and
Strawther (see for example [2]).
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Lemma 7. A normed space is strictly convex iff x 6= y implies that
J (x) ∩ J (y) = ∅, where J is the normalised duality mapping.

The proof of this lemma is obvious.
Let us assume that (ii) holds, but X is not strictly convex. Then,

by Lemma 7, there exists x, y ∈ X with x 6= y and J (x) ∩ J (y) 6= ∅.
Let ϕ ∈ J (x) ∩ J (y). Then we have

ϕ (x) = ‖ϕ‖ ‖x‖ , ϕ (y) = ‖ϕ‖ ‖y‖ and ‖x‖ = ‖ϕ‖ = ‖y‖ .
Put

x0 := x/ ‖x‖ , y0 := y/ ‖y‖ and ϕ0 := ϕ ‖ϕ‖ .
It is obvious that ϕ0 ∈ J (x0) ∩ J (y0). Then

ϕ0 (x0 + y0) = 2 ≤ ‖ϕ0‖ ‖x0 + y0‖ = ‖x0 + y0‖ ≤ 2,

which gives ‖x0 + y0‖ = 2. Let us put u = x0+y0
2

, v = x0−y0
2

. Then
‖u‖ = 1, ‖v‖ ≤ 1 and ‖u± v‖ = 1.

Now we will state two lemmas that are also important in themselves.

Lemma 8. If x, y ∈ X, ‖x± y‖ ≤ ‖x‖ (x 6= 0) then for all f ∈ J (x)
we have f (y) = 0.

Proof. Let f ∈ J (X). Then

|f (x± y)| = |f (x)± f (y)| =
∣∣‖x‖2 ± f (y)

∣∣ ≤ ‖x‖ ‖x± y‖ ≤ ‖x‖2 .

It is easy to see that the system of inequalities
∣∣‖x‖2 + z

∣∣ ≤ ‖x‖2 ,∣∣‖x‖2 − z
∣∣ ≤ ‖x‖ ,

z ∈ C

has the unique solution z = 0, i.e., f (y) = 0.

Lemma 9. The vector x ∈ X is normal on the hyperplane H,
i.e., d (x,H) = ‖x‖ iff there exists a bounded linear functional f with
f−1 ({0}) = H and such that f (x) = ‖f‖ ‖x‖.

Now, using Lemma 8, we can state that Re f (v) = 0 for every
f ∈ J (v). By Lemma 9 we deduce that there exists f ∈ J (v)
such that Re f (v) = (v, u)g. Consequently, (v, u)g = 0 from where

we have
(
x0−y0

2
, u
)
g

= 0 or (u− y0, u)g = 0 which is equivalent to

u ⊥ (u− y0, u) (g) (u, y0 ∈ S (X)).
By condition “(ii)”, it follows that u = y0, thus x0 = y0 and also

x = y, which is a contradiction.
Consequently, X is strictly convex and the theorem is proved.
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CHAPTER 11

Orthogonal Decomposition Theorems

1. The Case of General Normed Linear Spaces

Let (X, ‖·‖) be a real or complex normed linear space and E a
nonempty subset of X. By E⊥(B) we will denote the orthogonal com-
plement of E in Birkhoff’s sense, i.e.

(11.1) E⊥(B) := {y ∈ X|y ⊥ x (B) for each x ∈ E} .

It is obvious that 0 ∈ E⊥(B) and E ∩ E⊥(B) ⊆ {0} . However, E⊥(B) is
not generally a linear subspace of X.

The notation X = E+E⊥(B)
(
X = E ⊕ E⊥(B)

)
will be understood

as: for any x ∈ X, there exists a (unique) x′ ∈ E and a (unique)
x′′ ∈ E⊥(B) such that x = x′ + x′′.

The following result holds [2].

Theorem 69. Let (X, ‖·‖) be a reflexive Banach space. Then for
any E a closed linear subspace of X, we have the orthogonal decompo-
sition:

(11.2) X = E + E⊥(B).

Proof. Let E be a closed linear subspace of X with E 6= X and
x ∈ X. If x ∈ E, then x = x+ 0 with 0 ∈ E⊥(B).

If x /∈ E, since E is reflexive, then there exists a best approximant
in E, i.e., there exists an element x′ ∈ E such that ‖x− x′‖ = d (x,E) .

Let λ ∈ R and y ∈ E. Denote x′′ := x− x′. Then

‖x′′ + λy‖ = ‖x− x′ + λy‖ = ‖x− (x′ − λy)‖ ≥ ‖x− x′‖ = ‖x′′‖

for any λ ∈ R and y ∈ E (since, obviously, x′ − λy ∈ E). Thus,
x′′ ∈ E⊥(B), i.e., x = x′ + x′′ where x′ ∈ E and x′′ ∈ E⊥(B), and the
proof is completed.

The following theorem provides a decomposition in a direct sum of
the space X [2].

Theorem 70. Let (X, ‖·‖) be a strictly convex reflexive Banach
space. Then for any E a closed linear subspace in X, we have the
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decomposition:

(11.3) X = E ⊕ E⊥(B).

Proof. We need to prove only the unicity of the decomposition
with elements from E and E⊥(B).

Assume that there exists an element x ∈ X, so that

x = x′ + x′′ with x′ ∈ E and x′′ ∈ E⊥(B),

y = y′ + y′′ with y′ ∈ E and y′′ ∈ E⊥(B).

Then, as above, x− x′ ⊥ E (B) , x− y′ ⊥ E (B) .
We utilise the following well known lemma characterising the best

approximants in normed linear spaces (see for example [5, p. 85]).

Lemma 10. Let (X, ‖·‖) be a normed linear space and E its non-
dense linear subpace. If x0 ∈ X\E and g0 ∈ E, then g0 ∈ PE (x0)

(where PE (x0) :=

{
g0 ∈ E| ‖g0 − x0‖ = inf

g∈G
‖g − x0‖

}
) if and only if

x0 − g0 ⊥ E (B) .

We deduce that x′, y′ ∈ PE (x) , which contradicts the strict con-
vexity of X (see for example [5, p. 102]).

2. The Case of Smooth Normed Linear Spaces

In what follows, we will apply the general results obtained above
for the particular case of smooth normed linear spaces.

Let E be a nonempty subset on the normed linear space (X, ‖·‖)
and [·, ·] a L.-G. s.i.p. generating the norm ‖·‖ . The set E⊥(G) defined
by

(11.4) E⊥(G) := {y ∈ X|y ⊥ x (G) for each x ∈ E}
will be called the orthogonal complement in Giles’ sense, or, the Giles’
(G)−orthogonal complement for short.

We observe that 0 ∈ E⊥(G), E∩E⊥(G) ⊆ {0} and x ∈ E⊥(G), α ∈ K
imply αx ∈ E⊥(G), but, in general, E⊥(G) is not a linear subspace of X.

The following result holds (see also [2]).

Theorem 71. Let (X, ‖·‖) be a (strictly convex) smooth reflexive
Banach space. Then for any E a closed linear subspace in X, we have
the orthogonal decomposition

(11.5) X = E + E⊥(G)
(
X = E ⊕ E⊥(G)

)
.

Proof. Since, in the case of smooth normed linear spaces, the
Birkhoff orthogonality is equivalent to Giles’ orthogonality, the proof
follows by the above two Theorems 69 and 70.
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The following concept was introduced in [1].

Definition 28. Assume that (X, ‖·‖) is a smooth normed linear
space. It is said to be of (N)−type if the L.-G.-s.i.p. [·, ·] that generates
the norm satisfies the condition:

(11.6) |[x, y + z]| ≤ |[x, y]|+ |[x, z]| for any x, y, z ∈ X.
Remark 22. It is obvious that any inner product space is a smooth

normed space of (N)−type. It is an open problem whether the prop-
erty (N) is characteristic for inner product spaces. We may prove the
following fact (see for example [1, Theorem 2.3]).

Theorem 72. Let (X, ‖·‖) be a smooth normed linear space of
(N)−type. If E is a closed linear subspace in X, then E⊥(G) is also a
closed linear subspace in X.

Proof. Assume that x, y ∈ E⊥(G). Then for any x ∈ E we have

|[e, x+ y]| ≤ |[e, x]|+ |[e, y]| = 0

implying x+ y ∈ E⊥(G).
Since α ∈ K, x ∈ E⊥(G) obviously imply αx ∈ E⊥(G), we deduce

that E is a linear subspace in X.
Consider now the functional pe : X → R, pe (x) = |[e, x]| where

x ∈ X, e 6= 0.
Let xn → x in X. Then

||[e, xn]| − |[e, x]|| = |pe (xn)− pe (x)| ≤ pe (xn − x)

= |[e, xn − x]| ≤ ‖e‖ ‖xn − x‖ ,
showing that |[e, xn]| → |[e, x]| .

Now, if yn ∈ E⊥(G) and yn → y, then for any e ∈ E we have

0 = |[e, yn]| = lim
n→∞

|[e, yn]| =
∣∣∣[e, lim

n→∞
yn

]∣∣∣ = |[e, y]|

showing that y ∈ E⊥(G). Thus, E⊥(G) is closed and the theorem is
proved.

The following result holds [1].

Theorem 73. Let (X, ‖·‖) be a smooth reflexive Banach space with
the (N)−property. Then for any E a closed linear subspace in X, we
have X = E ⊕ E⊥ as a linear topological direct sum.

Proof. We need to only prove the unicity of the representation.
Let x ∈ X and

x = x′ + x′′ with x′ ∈ E and x′′ ∈ E⊥(G),

y = y′ + y′′ with y′ ∈ E and y′′ ∈ E⊥(G),
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be two representations of the vector x with elements from E and E⊥(G).
Then obviously,

x′ − y′ = x′′ − y′′

and since x′ − y′ ∈ E, x′′ − y′′ ∈ E⊥ and E ∩ E⊥(G) = {0} , we obtain
x′ = y′ and x′′ = y′′.

The following corollary is natural to be stated [1].

Corollary 17. Let (X, ‖·‖) be a smooth reflexive Banach space
with the (N)−property. Then X is topological-linear isomorphic to a
Hilbert space.

Proof. Follows by the above theorem and by the well known
Lindenstrauss-Tzafriri theorem:

Theorem 74. Let (X, ‖·‖) be a Banach space. If for any E a
closed linear subspace in X there exists a closed linear subspace F such
that X = E ⊕ F as a linear-topological direct sum, then (X, ‖·‖) is
topological-linear isomorphic to a Hilbert space.

3. The Case of (Q)−Banach and (SQ)−Banach Spaces

Let E be a nonempty set in the (Q) [(SQ)]−normed linear space
X. The set

E⊥(Q)[(SQ)] := {y ∈ X|y ⊥ x (Q) [(SQ)] for any x ∈ E}
is called the Q−orthonormal [(SQ)−orthonormal] complement of E in
X.

It is obvious that 0 ∈ E⊥(Q)[(SQ)], E ∩E⊥(Q)[(SQ)] ⊆ {0} and neither
E⊥(Q) nor E⊥S(Q) are linear subspaces of X.

The following result holds [3].

Theorem 75. Let
(
X, ‖·‖q

)
be a Q−Banach space. Then for any

E a closed linear subspace in X, we have the decomposition

(11.7) X = E ⊕ E⊥(Q).

Proof. We know that
(
X, ‖·‖q

)
is a reflexive and strictly con-

vex Banach space, being a uniformly convex Banach space (see for
example Theorem 31). It is also a smooth space, being uniformly
smooth (cf. Theorem 32). Since the Q−orthogonality is equivalent
to (G)−orthogonality (this follows from Proposition 16, for example),
the result may be obtained via Theorem 70.

Analogously, the following result holds [4].
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Theorem 76. Let
(
X, ‖·‖sq

)
be a (SQ)−Banach space over the

real or complex number field. Then for any E a closed linear subspace
in X, we have the decomposition

(11.8) X = E ⊕ E⊥(SQ).
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CHAPTER 12

Approximation of Continuous Linear Functionals

1. Introduction

Let (X, ‖·‖) be a real normed space and consider the norm deriva-
tives (see [2] or [8]):

(x, y)i(s) := lim
t→0−(+)

‖y + tx‖2 − ‖y‖2

2t
for all x, y in X.

For the sake of completeness we list some usual properties of these
mappings that will be used in the sequel [2]:

(i) (x, x)p = ‖x‖2 for all x in X;

(ii) (−x, y)s = (x,−y)s = − (x, y)i if x, y are in X;
(iii) (αx, βy)p = αβ (x, y)p for all x, y in X and αβ ≥ 0;

(iv) (αx+ y, x)p = α (x, x)p + (y, x)p if x, y belong to X and α is
in R;

(v) the element x in X is Birkhoff orthogonal over y in X, i.e.,
‖x+ ty‖ ≥ ‖x‖ for all t in R iff (y, x)i ≤ 0 ≤ (y, x)s ;

(vi) (x+ y, z)p ≤ ‖x‖ ‖z‖+ (y, z)p for all x, y, z in X;

(vii) the space (X, ‖·‖) is smooth iff (y, x)i = (y, x)s for all x, y in
X or iff (·, ·)p is linear in the first variable;

where p = s or p = i.
For other properties of (·, ·)p in connection to best approximation

elements or continuous linear functionals, see [2] where further refer-
ences are given.

2. A Characterisation of Reflexivity

To recall some well-known theorems of reflexivity due to R.C. James,
we need the following concept: the nonzero element u ∈ X is a maximal
element for the functional f ∈ X∗ if f (u) = ‖f‖ ‖u‖ , [9, p. 35].

Theorem 77. [6] Let X be a Banach space. X is reflexive iff every
nonzero continuous linear functional on E has at least one maximal
element in X.

Another famous result of R.C. James is the following.
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Theorem 78. [7] Let X be a Banach space. Then X is reflexive iff
for every closed and homogeneous hyperplane H in X (i.e., H contains
the null element) there exists a point u ∈ X\ {0} such that u ⊥B H.

The following characterisation of reflexivity in terms of norm deriva-
tives also holds.

Theorem 79. [3] Let X be a Banach space. X is reflexive if and
only if for every continuous linear functional f on X there exists an
element u in X such that the following inequality holds

(12.1) (x, u)i ≤ f (x) ≤ (x, u)s for all x in X

and ‖f‖ = ‖u‖ .

Proof. Let H be a closed and homogeneous hyperplane in X and
f : X → R be a continuous linear functional on X such that H =
Ker (f) . Then from (12.1) it follows that u ⊥B H and by Theorem 78
we conclude that X is reflexive.

Now, assume that X is reflexive and let f be a nonzero continuous
linear functional on it. Since Ker (f) is a closed and homogeneous
hyperplane in X, then there exists, by Theorem 78, a nonzero element
w0 in X such that:

(12.2) (x,w0)i ≤ 0 ≤ (x,w0)s for all x ∈ Ker (f) .

Since f (x)w0−f (w0)x ∈ Ker (f) for all x in X, from (12.2) we derive
that:

(12.3) (f (x)w0 − f (w0)x,w0)i ≤ 0 ≤ (f (x)w0 − f (w0)x,w0)s

for all x in X.
On the other hand, by the use of norm derivative properties, we

have

(f (x)w0 − f (w0)x,w0)p = f (x) ‖w0‖2 − (x, f (w0)w0)q , x ∈ X,

where p 6= q, p, q ∈ {i, s} .
We conclude, by (12.3), that(

x,
f (w0)w0

‖w0‖2

)
i

≤ f (x) ≤
(
x,
f (w0)w0

‖w0‖2

)
s

, x ∈ X,

from where results

(x, u)i ≤ f (x) ≤ (x, u)s for all x in X

where u := f(w0)w0

‖w0‖2
.
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To prove the fact that ‖f‖ = ‖u‖ , we observe that

−‖x‖ ‖u‖ ≤ − (x,−u)s = (x, u)i ≤ f (x)

≤ (x, u)s ≤ ‖x‖ ‖u‖ , x ∈ X,
and

‖f‖ ≥ f (u)

‖u‖
≥ (u, u)i

‖u‖
= ‖u‖ .

The theorem is thus proved.

Remark 23. If u is an “interpolation” element satisfying the rela-
tion (12.1) then u is a maximal element for the functional f.
Indeed, we have f (u) = ‖u‖2 and since ‖u‖ = ‖f‖ we obtain f (u) =
‖f‖ ‖u‖ .

Remark 24. The above theorem is a natural generalization of Riesz’s
representation theorem which works in Hilbert spaces via a result of
R.A. Tapia [10] for smooth spaces which is embodied in the following
corollary.

Corollary 18. [3] Let X be a real Banach space. Then the fol-
lowing statements are equivalent:

(i) X is reflexive and smooth;
(ii) for every continuous linear functional f : X → R there exists

an element u in X such that:

f (x) = (x, u)s for all x ∈ X
and ‖f‖ = ‖u‖ .

In what follows, we shall point out other approximations of contin-
uous linear functionals on real normed spaces in terms of norm deriva-
tives.

3. Approximation of Continuous Linear Functionals

Let f ∈ X∗ with ‖f‖ = 1 and let k ≥ 0. Define [1, p. 1]:

K (f, k) := {x ∈ X| ‖x‖ ≤ kf (x)} ;

K (f, k) is a closed convex cone. If k > 1, then the interior of K (f, k)
is nonempty.

Theorem 80. ([3]) Let X be a real normed space, ε ∈ (0, 1) , f ∈
X∗ with ‖f‖ = 1 and u ∈ X, ‖u‖ = 1 such that the norm derivative
(·, u)p (p = s or p = i) is linear on X. If k > 1 + 2/ε and (x, u)p ≥ 0

on K (f, k) then we have the estimation:∣∣∣f (x)− (x, u)p

∣∣∣ ≤ ε ‖x‖ for all x ∈ X.
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Proof. The proof follows from Lemma 3 of [1, p. 3] for the con-
tinuous linear functional g : X → R, g (x) := (x, u)p and we shall omit
the details.

The following approximation theorem for the continuous linear func-
tionals on a general normed linear space also holds [3].

Theorem 81. Let f : X → R be a continuous linear functional
such that for any δ ∈ (0, 1) there exists a nonzero element xf,δ in X
with the property:

(A) (x, xf,δ)i ≤ δ ‖x‖ ‖xf,δ‖ for all x ∈ Ker (f) .

Then for each ε > 0 there exists a nonzero element uf,ε in X such that
the following estimation holds:

(12.4) −ε ‖x‖+ (x, uf,ε)i ≤ f (x) ≤ (x, uf,ε)s + ε ‖x‖
for all x in X.

Proof. Since f is nonzero, it follows that Ker (f) is closed in X
and Ker (f) 6= X.

Let ε > 0 and put δ (ε) := ε
2‖f‖ . If δ (ε) ≥ 1, then there exists an

element xf,δ(ε) in X\Ker (f) such that

(12.5)
(
y, xf,δ(ε)

)
i
≤ δ (ε) ‖y‖

∥∥xf,δ(ε)∥∥ for all x ∈ Ker (f) .

If 0 < δ (ε) < 1, and since the functional f has the (A)-property, then
there exists an element xf,δ(ε) in X\Ker (f) (the fact that xf,δ(ε) is not
in Ker (f) follows from (A)) such that (12.5) is valid as well.

Put in all cases, zf,ε :=
xf,δ(ε)

‖xf,δ(ε)‖ . Then for all x in X we have

y := f (x) zf,ε − f (zf,ε)x belongs to Ker (f) which implies, by (12.5),
that:

(f (x) zf,ε − f (zf,ε)x, zf,ε)i ≤ δ (ε) ‖f (x) zf,ε − f (zf,ε)x‖
≤ 2δ (ε) ‖f‖ ‖x‖ ≤ ε ‖x‖

for all x in X.
On the other hand, as above, we have:

(f (x) zf,ε − f (zf,ε)x, zf,ε)i = f (x)− (x, f (zf,ε) zf,ε)s

for all x in X and denoting uf,ε := f (zf,ε) 6= 0, we obtain:

f (x) ≤ (x, uf,ε)s + ε ‖x‖ for all x in X.

Now, if we replace x by −x in the above estimation, we derive

f (x) ≥ (x, uf,ε)i − ε ‖x‖ for all x in X

and the proof is finished.
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Corollary 19. ([3]) Let X be a smooth normed space over the
real number field and denote [x, y] = (x, y)i = (x, y)s , x, y ∈ X. If
f ∈ X∗ is a nonzero functional such that for any δ ∈ (0, 1) there exists
an element xf,δ ∈ X\ {0} with the property

(A’) |[x, xf,δ]| ≤ δ ‖x‖ ‖xf,δ‖ for all x ∈ ker (f) ,

then for any ε > 0 there is an element uf,ε ∈ X\ {0} such that

(12.6) |f (x)− [x, uf,ε]| ≤ ε ‖x‖ for all x in X.

The proof is obvious from the above theorem and by the fact that
[·, ·] is linear in the first variable.

To give the main result of our paper, we need the famous theorem
of Bishop-Phelps which says [1, p. 3]:

Theorem 82. Let C be a closed bounded convex set in the Banach
space X, then the collection of linear functionals that achieve their max-
imum on C is dense in X∗.

Now, we can state and prove our main result (see [3]).

Theorem 83. Let X be a real Banach space. Then for every con-
tinuous linear functional f : X → R and for any ε > 0 there exists an
element uf,ε in X such that the estimation (12.4) holds.

Proof. By the use of Bishop-Phelps’ theorem for C = B̄ (0, 1) ,
it follows that the collection of linear functionals which achieve their
norm on the unit closed ball is dense in X∗, i.e., for every f ∈ X∗ and
ε > 0 there exists a continuous linear functional fε on X which achieve
their norm on B̄ (0, 1) and such that

(12.7) |f (x)− fε (x)| ≤ ε ‖x‖ for all x in X.

Suppose fε 6= 0 and fε (vf,ε) = ‖fε‖ with vf,ε ∈ B̄ (0, 1) . Then

0 < ‖vf,ε‖ ≤ 1 =
fε (vf,ε)

‖fε‖
=
fε (vf,ε + λy)

‖fε‖
≤ ‖vf,ε + λy‖

for all λ ∈ R and y ∈ Ker (fε) , i.e., vf,ε ⊥B Ker (fε) .
By a similar argument as in Theorem 79, we get:(

x,
fε (vf,ε) vf,ε

‖vf,ε‖2

)
i

≤ fε (x) ≤

(
x,
fε (vf,ε) vf,ε

‖vf,ε‖2

)
s

for all x ∈ X. Denoting uf,ε :=
fε(vf,ε)vf,ε

‖vf,ε‖2 , we obtain

(12.8) (x, uf,ε)i ≤ fε (x) ≤ (x, uf,ε)s for all x in X.

If fε = 0, then (12.4) holds with uf,ε = 0.
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Now, we observe that the relations (12.7) and (12.8) give the desired
evaluation and the proof is completed.

Corollary 20. ([3])Let X be a smooth Banach space. Then for
every f ∈ X∗ and for any ε > 0 there exists an element uf,ε in X such
that:

|f (x)− [x, uf,ε]| ≤ ε ‖x‖ for all x in X,

where [·, ·] is as above.

4. A Characterization of Reflexivity in Terms of Convex
Functions

The following characterisation of reflexivity holds (see [5]).

Theorem 84. Let X be a real Banach space. The following state-
ments are equivalent.

(i) X is reflexive;
(ii) For every F : X → R a continuous convex mapping on X and

for any x0 ∈ X there exists an element uF,x0 ∈ X such that
the estimation

(12.9) F (x) ≥ F (x0) + (x− x0, uF,x0)i

holds for all x in X.

Proof. “(i) =⇒ (ii)”. Since F is continuous convex on X, F is
subdifferentiable on X, i.e., for every x0 ∈ X there exists a functional
fx0 ∈ X∗ such that

(12.10) F (x)− F (x0) ≥ fx0 (x− x0) for all x in X,

X being reflexive, then, by James’ theorem, there is an element wF,x0 ∈
X\ {0} such that wF,x0 ⊥ Ker (fx0) . Since

fx0 (x)wF,x0 − f (wF,x0)x ∈ Ker (fx0) for all x ∈ X
by the property (vi), we get that

(fx0 (x)wF,x0 − fx0 (wF,x0)x,wF,x0)i
≤ 0 ≤ (fx0 (x)wF,x0 − fx0 (wF,x0)x,wF,x0)s

for all x in X, which are equivalent, by the above properties of (·, ·)p
with

(x, uF,x0)i ≤ fx0 (x) ≤ (x, uF,x0)s for all x in X,

where

uF,x0 :=
fx0 (wF,x0)wF,x0

‖wF,x0‖
2 .

Now, by (12.10), we obtain the estimation (12.9).
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“(ii) =⇒ (i)”. Let H be as in James’ theorem and f ∈ X∗\ {0}
with H = Ker (f) . Then, by (ii), for F = f and x0 = 0, there exists
an element uf ∈ X such that

f (x) ≥ (x, uf )i for all x in X.

Substituting x with (−x) we also have

f (x) ≤ (x, uf )s for all x in X.

Now, we observe that uf 6= 0 (because f 6= 0) and then

(x, uf )i ≤ 0 ≤ (x, uf )s for all x in H,

i.e., uf ⊥ H and by James’ theorem we deduce that X is reflexive.

Corollary 21. Let X be a real Banach space. Then X is reflexive
iff for every p : X → R a continuous sublinear functional on X there
is an element up in X such that

p (x) ≥ (x, up)i for all x in X.

Corollary 22. [3] Let X be a real Banach space. Then X is
reflexive iff for every f ∈ X∗ there is an element uf in X such that

(x, uf )i ≤ f (x) ≤ (x, uf )s for all x in X.

Corollary 23. [3] Let X be a real Banach space. Then X is
smooth and reflexive iff for all f ∈ X∗ there is an element uf ∈ X such
that

f (x) = (x, uf )p for all x in X,

where p = s or p = i.
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CHAPTER 13

Some Classes of Continuous Linear Functionals

1. The Case of Semi-Inner Products

The following local approximation of continuous linear functionals
on incomplete normed linear spaces in terms of semi-inner-products
holds (see [2]).

Theorem 85. Let X be a normed linear space and [·, ·] be a s.i.p.
on it which generates the norm. Then for all f ∈ X∗\ {0} and for any
ε > 0 there exists a nonzero element uf,ε in X and a positive number
rf,ε such that:

(13.1) |f (x)− [x, uf,ε]| ≤ ε for all x ∈ B̄ (0, rf,ε) ,

where B̄ (0, rf,ε) is the closed ball {x ∈ X |‖x‖ ≤ rf,ε} .

Proof. Let f ∈ X∗\ {0} and ε > 0. Then there exists an element
yf,ε ∈ X\ {0} such that ‖yf,ε‖ = ε and yf,ε is not in Ker (f) .
We obtain:

|[y, yf,ε]| ≤ ‖y‖ ‖yf,ε‖ = ε ‖y‖
for all y ∈ Ker (f) .
Let us put y := f (x) yf,ε − f (yf,ε)x where x ∈ X. Then y ∈ Ker (f)
and:

|[f (x) yf,ε − f (yf,ε)x, yf,ε]| ≤ ε ‖f (x) yf,ε − f (yf,ε)x‖ ≤ 2ε2 ‖f‖ ‖x‖ ,

for all x in X.
On the other hand, we have:

[f (x) yf,ε − f (yf,ε)x, yf,ε] = f (x) ‖yf,ε‖2 −
[
x, f (yf,ε)yf,ε

]
for all x ∈ X, which gives:∣∣f (x) ε2 − [x, f (yf,ε) yf,ε]

∣∣ ≤ 2ε2 ‖f‖ ‖x‖ , x ∈ X,

from where results:∣∣∣∣∣f (x)−

[
x,

(
f (yf,ε)

ε2

)
yf,ε

]∣∣∣∣∣ ≤ 2ε ‖f‖ ‖x‖
ε
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for x ∈ X.
Putting

uf,ε :=

(
f (yf,ε)

ε2

)
yf,ε 6= 0

and

rf,ε :=
ε

2 ‖f‖
> 0

the theorem is proved.

Another result which improves in one sense the above theorem is
the following ([2]):

Theorem 86. Let X be a normed linear space and [·, ·] a s.i.p.
on it which generates the norm. If f is a nonzero continuous linear
functional on X such that for every δ > 0 there exists an element xf,δ
in X\ {0} with the property:

(13.2) |[x, xf,δ]| ≤ δ ‖x‖ ‖xf,δ‖ for all x in Ker (f) ,

then for every ε > 0 there exists an element uf,ε in X such that the
following estimation holds:

(13.3) |f (x)− [x, uf,ε]| ≤ ε ‖x‖ for all x in X.

Proof. Let ε > 0 and put δ (ε) := ε
2‖f‖ > 0. Then there exists an

element yf,δ(ε) in X\ {0} such that:∣∣[y, yf,δ(ε)]∣∣ ≤ δ (ε) ‖y‖
∥∥yf,δ(ε)∥∥

for all y ∈ Ker (f) .
Put

zf,ε :=
yf,δ(ε)∥∥yf,δ(ε)∥∥ .

Then for all x ∈ X we have

y := f (x) zf,ε − f (zf,ε) x ∈ Ker (f) ,

which implies:

|[f (x) zf,ε − f (zf,ε)x, zf,ε]| ≤ δ (ε) ‖f (x) zf,ε − f (zf,ε)x‖
≤ 2δ (ε) ‖f‖ ‖x‖
≤ ε ‖x‖

for all x in X.
On the other hand, we have:

[f (x) zf,ε − f (zf,ε)x, zf,ε] = f (x)−
[
x, f (zf,ε)zf,ε

]
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for all x in X and denoting

uf,ε :=, f (zf,ε)zf,ε

the estimation (13.3) is obtained.

Remark 25. The relations (13.3) is equivalent to:

(13.4) |f (x)− [x, uf,ε]| ≤ ε

for all x ∈ B̄ (0, 1) . So let f ∈ X∗ with ‖f‖ = 1 and let k > 0. Define:

K (f, k) = {x ∈ X |‖x‖ ≤ kf (x)} ,
then K (f, k) is a closed convex cone and if k > 1 then the interior of
K (f, k) is nonempty [1, p. 1].

Theorem 87. Let X, [·, ·] be as above, ε ∈ (0, 1) and f ∈ X∗, ‖f‖ =
1. If u ∈ X, ‖u‖ = 1, k > 1 + 2/ε and [y, u] ≥ 0 for all y ∈ K (f, k) ,
then the following estimation holds:

(13.5) |f (x)− [x, u]| ≤ ε ‖x‖ for all x in X

Proof. Follows by Lemma 3, [1, p. 3] choosing g (x) = [x, u] for
all x in X.

Now, let [·, ·] be a given s.i.p on X which generates the norm of X.
The subset of X∗ given by:

R (X∗; [·, ·]) = {f ∈ X∗ |f (x) = [x, u] for all x ∈ X and u ∈ X } ,
will be called the Riesz’s class of continuous linear functional associated
with s.i.p. [·, ·] .
The following theorem holds (see [2]).

Theorem 88. Let X be a normed linear space and [·, ·] be a given
s.i.p. which generates its norm. If for every f ∈ X∗\ {0} and δ > 0
there exists an element xf,δ in X\ {0} such that (13.2) holds, then the
Reisz’s class R (X∗; [·, ·]) is dense in X∗.

Proof. Let f ∈ X∗\ {0} . Then for any ε > 0, by Theorem 86,
there exists an element uf,ε ∈ X such that (13.3) holds. Putting

fε : X → K, fε (x) = [x, uf,ε]

we obtain:
|f (x)− fε (x)| ≤ ε ‖x‖ for all x in X.

That is, ‖f − fε‖ < ε and the statement is proved.

Remark 26. By the use of Bishop-Phelps’ Theorem of density we
shall prove in the next section a similar result which works in smooth
Banach spaces.



184 13. SOME CLASSES OF CONTINUOUS LINEAR FUNCTIONALS

2. Some Classes of Functionals in Smooth Normed Spaces

Let X be a smooth normed linear space and [·, ·] be the (unique)
s.i.p. which generates its norm. We define the following class of con-
tinuous linear functionals on X (see [2]):

(1) James’ class: J (X∗) given by:

J (X∗) :=
{
f ∈ X∗ there exists u ∈ B̄ (0, 1) such that f (u) = ‖f‖

}
;

(2) Riesz’s class: R (X∗) given by:

R (X∗) := R (X∗; [·, ·])

where R (X∗; [·, ·]) is as above;
(3) (P )−class : P (X∗) given by:

P (X∗) := {f ∈ X∗ |Ker (f) is proximal} .

The following lemma is important in the sequel (see [2]).

Lemma 11. Let X be a smooth normed linear space. Then we have:

(13.6) R (X∗) = J (X∗) = P (X∗) .

Proof. “R (X∗) ⊆ J (X∗)”. Let f ∈ X∗\ {0} and v ∈ X\ {0}
such that f (x) = [x, v] . Then f (v) = ‖v‖ . Putting u = v

‖v‖ , we obtain

f (u) = ‖f‖ . If f ≡ 0 then v = 0 also gives f (v) = ‖f‖ and the
inclusion is proven.
“J (X∗) ⊆ P (X∗)”. Let f ∈ X∗\ {0} and u ∈ B̄ (0, 1) such that
f (u) = ‖f‖ . Then we have

‖u‖ ≤ 1 =
f (u)

‖f‖
=
f (u+ λy)

‖f‖
≤ ‖u+ λy‖

for all λ ∈ K and y ∈ Ker (f) . What this means is that u ⊥ Ker (f)
(B) and, by Lemma 2.1 in [6], Ker (f) is proximinal.
“P (X∗) ⊆ R (X∗) ”. Suppose that f ∈ X∗\ {0} and Ker (f) is prox-
iminal. Then, by Lemma 2.1 in [6], there exists a nonzero element
w0 ∈ X such that w0 ⊥ Ker (f) (B) . Since X is smooth, it follows
that w0 ⊥ Ker (f) (G) and then, for all x ∈ X we have:

w0 ⊥ f (x)w0 − f (w0)x (G)

because

f (x)w0 − f (w0)x ∈ Ker (f)

for all x ∈ X. Consequently,

[f (x)w0 − f (w0)x,w0] = 0
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for all x in X, which is equivalent to

f (x) =

[
x,
f (w0)w0

‖w0‖2

]
for all x in X. Putting

v :=
f (w0)w0

‖w0‖2 ,

we have the representation f (x) = [x, v] for all x in X and the inclusion
is proven.

Remark 27. It is easy to see that in every normed linear space we
have, by a similar argument, the inclusions:

(13.7) R (X∗; [·, ·]) ⊆ J (X∗) ⊆ P (X∗) ,

for all [·, ·] a s.i.p. generating its norm.

By the use of the above lemma and Bishop-Phelp’s theorem (see
Theorem 82), we have the following density result (see [2]).

Theorem 89. ([2]) Let X be a smooth Banach space. Then the set
J (X∗) [P (X∗) (R (X∗))] is dense in X∗.

Proof. Consider in Bishop-Phelps’ theorem C = B̄ (0, 1) . Then
the collection of functionals that achieve their maximum on B̄ (0, 1) is
equal to J (X∗) , and the statement is proved.

Corollary 24. ([2]) Let X be a smooth Banach space. Then for
all continuous linear functionals f on it and for any ε > 0, there exists
an element uf,ε in X such that:

|f (x)− [x, uf,ε]| ≤ ε ‖x‖ for all x in X.

The proof follows by the fact that R (X∗) is dense in X∗, and we
shall omit the details.

Remark 28. If X is a Banach space, then by Remark 27 and by
Bishop-Phelps’ theorem we have that P (X∗) is dense in X∗ endowed
with the strong topology.

The following characterization of reflexivity in smooth normed lin-
ear spaces holds ([2]).

Theorem 90. Let X be a smooth Banach space. Then the following
statements are equivalent:

(1) X is reflexive;
(2) J (X∗) [P (X∗) (R (X∗))] = X∗;
(3) J (X∗) [P (X∗) (R (X∗))] is closed in X∗.
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The proof follows by James’ Theorem, by Lemma 11 and by The-
orem 89 and we shall omit the details.

Remark 29. Let X be a Banach space. Then X is reflexive iff
P (X∗) = X∗. This fact follows by the inclusion J (X∗) ⊆ P (X∗)
which holds in every normed linear space and, of course, by James’
Theorem.

Consequences: Let X be a smooth normed space and f be a nonzero
continuous linear functional on it. If

B̄Ker(f) := {h ∈ Ker (f) |‖h‖ ≤ 1}
is weakly sequentially compact in X, then there exists an element uf ∈
X such that:

f (x) = [x, uf ] , ‖f‖ = ‖uf‖ for all x in X.

If G is finite-dimensional in X, then there exists an element uf ∈ G
such that:

f (x) = [x, uf ] and ‖f‖G = ‖uf‖ for all x in G,

where
‖f‖G := sup {|f (x)| , ‖x‖ ≤ 1, x ∈ G} .

The proof of the first statement follows by Klee’s Theorem (see [4]
or [6, Corollary 3.1]) and by the fact that in smooth normed spaces
P (X∗) ⊆ R (X∗) .

The second sentence is obvious.
2. Let X be a normed linear space and suppose that X∗ endowed

with the canonical norm is smooth. If φ ∈ X∗\ {0} satisfies the condi-
tions: Ker (φ) is σ (X∗, X) - closed or B̄Ker(φ) is compact in σ (X∗, X)
or B̄Ker(φ) is weak∗ sequentially compact in X∗, then there exists a
functional fφ ∈ X∗ such that the following representation holds:

φ (f) = [f, fφ]
∗ , ‖φ‖ = ‖fφ‖ for all f ∈ X∗,

where [·, ·]∗ is the s.i.p. which generates the norm of X∗(see also [?]).
The proof follows by Phelps’ Theorem [5], by Klee’s Theorem [4],

and by Lemma 11. We shall omit the details.

3. Applications for Nonlinear Operators

Let X be a normed linear space and A : X → X∗ be a nonlinear
operator satisfying the following conditions:

(1) A (αx) = ᾱAx for all α in K and x in X;
(2) |〈Ay, x〉|2 ≤ 〈Ax, x〉 〈Ay, y〉 for all x, y in X.

The following proposition holds.
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Proposition 40. ([2]) Let X be a normed space and A an operator
satisfying the conditions (i)−(ii) . If there exists a constant m > 0 such
that:
(iii) 〈Ax, x〉 ≥ m ‖x‖2 for all x in X,
then for every f ∈ X∗\ {0} and ε > 0, there exists an element uf,ε ∈
X\ {0} and a positive number rf,ε such that:

|〈f − A (uf,ε) , x〉| ≤ ε if ‖x‖ ≤ rf,ε.

Proof. Let us consider the mapping [·, ·]A : X×X → K, [x, y]A :=
〈Ay, x〉 . Then by the use of conditions (i)− (iii) it follows that [·, ·]A
is a s.i.p. on X generating a norm ‖·‖A which dominates the norm ‖·‖
of normed space X.
Since f ∈ X∗\ {0} it follows that f is continuous in (X, ‖·‖A) . By the
use of Theorem 85, for every ε > 0 there exists a nonzero element uf,ε
in X and a positive number qf,ε such that:∣∣f (x)− [x, uf,ε]A

∣∣ ≤ ε

for all x such that ‖x‖A ≤ qf,ε, which implies:

|〈f − A (uf,ε) , x〉| ≤ ε if ‖x‖ ≤ 1

m
1
2

‖x‖A ≤ rf,ε.

where

rf,ε =
1

m
1
2

qf,ε,

and the proof is completed.

Another result is embodied in the following proposition [2].

Proposition 41. Let X be a normed space, A an operator satisfy-
ing the conditions (i)− (iii) and there exists a positive number M such
that
(iv) M ‖x‖2 ≥ 〈Ax, x〉 for all x in X.
If f is a nonzero continuous linear functional on X such that for every
δ > 0 there exists an element xf,δ in X\ {0} with the property that:

(13.8) |〈A (xf,δ) , x〉| ≤ δ ‖x‖ ‖xf,δ‖

for all x in Ker (f) , then for every ε > 0 the equation:

(A; f) Au = f

has an ε−solution in X. That is, there exists an element uf,ε in X
such that

‖A (uf,ε)− f‖ ≤ ε.
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Proof. By condition (13.8), for every η > 0, there exists an ele-
ment xf,η ∈ X\ {0} such that:∣∣[x, xf,η]A∣∣ ≤ η ‖x‖A ‖xf,η‖A
for all x in Ker (f) .
Applying Theorem 86, for every ε > 0 we can find an element uf,ε in
X such that: ∣∣f (x)− [x, uf,ε]A

∣∣ ≤ ε

M
1
2

‖x‖A

for all x in X, which gives:

|〈f − A (uf,ε) , x〉| ≤ ε ‖x‖

for all x in X, which implies the desired inequality. Therefore the proof
is completed.

The following result is an interesting consequence of Bishop-Phelp’s
Theorem of density [2].

Theorem 91. Let X be a Banach space and A : X → X∗ be an
operator satisfying the conditions (i)− (iv). If A also has the property
(v) limt→0 Re 〈A (y + tx) , x〉 = Re 〈Ay, x〉 for all x in X,
then the range R (A) of operator A is dense in X∗.

Proof. By conditions (i)−(v) if follows that (X, ‖·‖A) is a smooth
Banach space isomorphic top-linear with (X, ‖·‖) . Using Corollary 24
of Theorem 89, then for every f ∈ X∗ and ε > 0, there exists an
element uf,ε in X such that:∣∣f (x)− [x, uf,ε]A

∣∣ ≤ ε

M
1
2

‖x‖A

for all x in X, which implies

|〈f − A (uf,ε) , x〉| ≤ ε ‖x‖

for all x in X, and the statement is proven.

Next, we shall consider the following operatorial equation:

(A; f) Au = f, u ∈ X and f is given in X∗,

where A is an operator satisfying the conditions (i)− (iii) and (v) .

Proposition 42. ([2]) Let X be a normed space and f ∈ X∗\ {0}
such that Ker (f) is proximal in the normed space (X, ‖·‖A) . Then the
equation (A; f) has at least one solution.



4. THE CASE OF GENERAL REAL SPACES 189

Proof. It is clear that (X, ‖·‖A) is smooth and its norm is gener-
ated by s.i.p. [·, ·]A. Using Lemma 11, then there exists an element u
in X such that

〈f, x〉 = 〈Au, x〉 for all x in X,

and the proof is completed.

Corollary 25. ([2]) Let X be as above, f ∈ X∗\ {0} such that
B̃Ker(f) is weakly sequentially compact in (X, ‖·‖A) . Then the equation
(A; f) has at least one solution.

The proof follows by Proposition 42 and by Klee’s Theorem (see [4]
or [6, Corollary 3.1]).

Finally, we have the following surjectivity theorem [2].

Theorem 92. Let X be a reflexive Banach space. If the operator
A : X → X∗ satisfies the conditions (i)− (v) , then A is surjective.

The proof follows by Theorem 90 and we will omit the details.

4. The Case of General Real Spaces

The following approximation theorem for the continuous linear func-
tionals on a normed linear space holds [3].

Theorem 93. Let f : X → R be a continuous linear functional
such that for any δ ∈ (0, 1) there exists a nonzero element xf,δ in X
with the property:

(A) (x, xf,δ)i ≤ δ ‖x‖ ‖xf,δ‖ for all x in Ker (f) .

Then for each ε > 0 there exists a nonzero element uf,δ in X such that
the following estimation:

−ε ‖x‖+ (x, uf,ε)i ≤ f (x) ≤ (x, uf,ε)s + ε ‖x‖

holds, for all x in X.

Proof. Since f is nonzero, it follows that Ker (f) is closed in X
and Ker (f) 6= X.

Let ε > 0 and put δ (ε) := ε
2‖f‖ . If δ (ε) ≥ 1, then there exists an

element xf,δ(ε) in X\Ker (f) such that

(13.9)
(
y, xf,δ(ε)

)
i
≤ δ (ε) ‖y‖

∥∥xf,δ(ε)∥∥ for all y in Ker (f) .

If 0 < δ (ε) < 1 and since the functional f has the (A)-property, then
there exists an element xf,δ(ε) in X\Ker (f) (the fact that xf,δ(ε) is not
in Ker (f) , follows from (A)) such that (13.9) is also valid.
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Put all cases zf,ε :=
xf,δ(ε)

‖xf,δ(ε)‖ . Then for all x in X we have y :=

f (x) · zf,ε− f (zf,ε)x belongs to Ker (f) which implies, by (13.9), that

(f (x) · zf,ε − f (zf,ε)x, zf,ε)i ≤ δ (ε) ‖f (x) zf,ε − f (zf,ε)x‖
≤ 2δ (ε) ‖f‖ ‖x‖ ≤ ε ‖x‖ ,

for all x in X.
On the other hand, by the use of norm derivative properties, we

have:

(f (x) zf,ε − f (zf,ε)x, zf,ε)i = f (x)− (x, f (zf,ε) zf,ε)s , x ∈ X
and denoting uf,ε := f (zf,ε) zf,ε 6= 0, we obtain

f (x) ≤ (x, uf,ε)s + ε ‖x‖ for all x ∈ X.
Now, if we replace x by −x in the above estimation, we have

f (x) ≥ (x, uf,ε)i − ε ‖x‖ for all x ∈ X,
and the proof is completed.

Corollary 26. ([3]) Let X be a smooth normed space over the
real number field and denote [x, y] := (x, y)i = (x, y)s , x, y ∈ X. If
f ∈ X∗ is a nonzero functional such that for all δ ∈ (0, 1) there exists
an element xf,δ ∈ X\ {0} with the property

(A’) |[x, xf,δ]| ≤ δ ‖x‖ ‖xf,δ‖ for all x in Ker (f) ,

then for any ε > 0 there is an element uf,δ ∈ X\ {0} such that

(13.10) |f (x)− [x, uf,ε]| ≤ ε ‖x‖ for all x ∈ X.
The proof is obvious from the above theorem and by the fact that

[·, ·] is linear in the first variable.

5. Some Classes of Continuous Linear Functionals

Let X be a real normed space. We define the following classes of
continuous linear functionals on X (see [3]):

(1) James’ class, denoted J (X∗) and given by

J (X∗) :=
{
f ∈ X∗|there is v ∈ B̄ (0, 1) so that f (v) = ‖f‖

}
;

(2) (P )−class, denoted by P (X∗) and given by

P (X∗) := {f ∈ X∗|Ker (f) is proximinal in X} ;

(3) (I)−class, denoted I (X∗) and given by

I (X∗)

:= {f ∈ X∗|there is u ∈ X so that (x, u)i ≤ f (x) ≤ (x, u)s for all x in X} .
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The following theorem holds [3].

Theorem 94. Let X be a real normed space. Then one has

I (X∗) = J (X∗) = P (X∗) .

Proof. “I (X∗) ⊆ J (X∗)”. Let f ∈ X∗ and u ∈ X such that

(13.11) (x, u)i ≤ f (x) ≤ (x, u)s for all x in X.

Then we have

−‖x‖ ‖u‖ ≤ − (x, u)s = (x, u)i ≤ f (x) ≤ (x, u)s ≤ ‖x‖ ‖u‖ , x ∈ X,
which implies

|f (x)| ≤ ‖x‖ ‖u‖ for all x in X,

and then ‖f‖ ≤ ‖u‖ .
On the other hand, we have

‖f‖ ≥ f (u)

‖u‖
≥ (u, u)i

‖u‖
= ‖u‖ ,

which shows that ‖f‖ ≥ ‖u‖ and then ‖f‖ = ‖u‖ .
Since f (u) = ‖u‖2 , putting v = u

‖u‖ , we get f (v) = ‖f‖ and then

the inclusion is proven.
“J (X∗) ⊆ P (X∗)”. Let f ∈ X∗\ {0} and v ∈ B̄ (0, 1) , v 6= 0 so that
f (v) = ‖f‖ . Then we have:

‖v‖ ≤ 1 =
f (v)

‖f‖
=
f (v + λy)

‖f‖
≤ ‖v + λy‖ ,

for all λ ∈ R and y ∈ Ker (f) , which means that v ⊥ Ker (f) and by
Lemma 2.1 in [6] it follows that Ker (f) is proximal.
“P (X∗) ⊆ J (X∗)”. Let f ∈ X∗. If f = 0, then (13.11) holds with
u = 0. Suppose f 6= 0. Since Ker (f) is proximal, then by Lemma 2.1
in [6] there is an element w0 ∈ X, w0 6= 0 and w0 ⊥ Ker (f) . Since
the element y := f (x)w0 − f (w0)x belongs to Ker (f) for all x in X,
we have, by (vi), that:
(13.12)

(f (x)w0 − f (w0)x,w0)i ≤ 0 ≤ (f (x)w0 − f (w0)x,w0)s , x ∈ X.
On the other hand, by the use of norm derivatives properties, we get

(f (x)w0 − f (w0)x,w0)p = f (x) ‖w0‖2 − (x, f (w0)w0)q , x ∈ X,

where p, q ∈ {i, s} and p 6= q.
Consequently, (13.12) yields that:(

x,
f (w0)w0

‖w0‖2

)
i

≤ f (x) ≤
(
x,
f (w0)w0

‖w0‖2

)
s

, x ∈ X,
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and putting u := f(w0)w0

‖w0‖2
, we obtain the desired estimation.

The proof of the theorem is completed.

Remark 30. If X is smooth, then the (I)−class can be written as:

I (X∗) := {f ∈ X∗ there is u ∈ X so that f (x) = [x, u] for all x in X}
and will be called the Riesz’s class associated to the smooth normed
linear space X. We denote this by R (X∗) (see Section 2 of the present
chapter).

Corollary 27. ([3]) Let X be a smooth normed space over the
real number field and f : X → R be a continuous linear functional on
it. Then the following statements are equivalent:

(i) f is Riesz representable, i.e., f belongs to R (X∗) ;
(ii) f achieves its norm on unit closed ball;
(iii) Ker (f) is proximal in X.

The proof is obvious from the above theorem and we shall omit the
details.

By the use of the previous result and Bishop-Phelp’s theorem we
can formulate the following density result ([3]):

Theorem 95. Let X be a real Banach space. Then the class
J (X∗) [I (X∗) (P (X∗))] is dense in X∗.

Proof. Consider in Bishop-Phelp’s theorem C = B̄ (0, 1) . Then
the collection of functionals that achieve their maximum on B̄ (0, 1) is
equal to J (X∗) [I (X∗) (P (X∗))] (see Theorem 94) and the statement
is proven.

The following corollary is important because it gives a way to ap-
proximate the continuous linear functionals on an arbitrary real Banach
space in terms of norm derivatives.

Corollary 28. ([3]) Let X be a real Banach space and f : X → R
a continuous linear functional on it. Then for every ε > 0 there exists
an element uε ∈ X such that the following estimation

(13.13) −ε ‖x‖+ (x, uε)i ≤ f (x) ≤ (x, uε)s + ε ‖x‖
holds, for all x in X.

Proof. Let ε > 0. Then, by Theorem 95, there is a continuous
linear functional fε ∈ I (X∗) such that

(13.14) |f (x)− fε (x)| ≤ ε ‖x‖ for all x in X.

However, fs satisfies the inequalities:

(13.15) (x, uε)i ≤ fε (x) ≤ (x, uε)s for all x in X
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with an element us in X.
Consequently, the relations (13.14) and (13.15) easily give the de-

sired estimation (13.13).

Corollary 29. ([3]) Let X be a smooth Banach space and f :
X → R be as above. Then for every ε > 0 there is an element us in X
such that:

|f (x)− [x, uε]| ≤ ε ‖x‖
for all x in X.

The following characterisation of reflexivity in real normed spaces
also holds (see [3]).

Theorem 96. Let X be a real Banach space. Then the following
statements are equivalent:

(i) X is reflexive;
(ii) J (X∗) [I (X∗) (P (X∗))] = X∗;
(iii) The set J (X∗) [I (X∗) (P (X∗))] is closed in X∗ endowed with

the usual norm topology.

Proof. It is known, by James’ theorem, that X is a reflexive Ba-
nach space iff J (X∗) = X∗ which is equivalent, by Theorem 95, with
J (X∗) is closed in X∗.

The second part follows by Theorem 94 and we omit the details.

Corollary 30. Let X be a real Banach space. Then the following
statements are equivalent:

(i) X is reflexive;
(ii) for every f ∈ X∗ there is an element ug ∈ X such that the

following “interpolation”

(x, uf )i ≤ f (x) ≤ (x, uf )s for all x in X

holds.

Remark 31. If X is smooth, from the above corollary we recapture
the result of R.A. Tapia [7].

6. Some Applications

The following results are based on the inclusion “P (X∗) ⊆ I (X∗)”
which was proved in Theorem 94. We will list these consequences.

(1) Let X be a (smooth) real normed space and f be a nonzero
continuous linear functional on it. If

B̄Ker(f) := {k ∈ Ker (f) | ‖k‖ ≤ 1}
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is weakly sequentially compact in X, then there exists an ele-
ment uf ∈ E such that:

(x, uf )i ≤ f (x) ≤ (x, uf )s (f (x) = [x, uf ])

for all x in X and

‖f‖ = ‖uf‖ .
If G is finite-dimensional in X, then there exists an element

uG ∈ G such that:

(x, uG)i ≤ f (x) ≤ (x, uG)s (f (x) = [x, uG])

for all x in G and

‖f‖G = ‖uG‖ ,
where ‖f‖G := sup {|f (x)| , ‖x‖ ≤ 1, x ∈ G} .
The proof of the first statement follows by Klee’s theorem (see
[4] or [6, Corollary 3.1]) and by the above inclusion.

(2) Let X be a real normed space and X∗ its normed dual (and
a smooth space). If Φ ∈ X∗∗\ {0} satisfies the conditions:
Ker (Φ) is σ (X∗, X)−closed or B̄Ker(Φ) is compact in σ (X∗, X)
or B̄Ker(Φ) is weak∗ sequentially compact in X∗, then there
exists a functional fΦ ∈ X∗ such that the following “interpo-
lation” (representation) holds:

(f, fΦ)∗i ≤ Φ (f) ≤ (f, fΦ)∗s (Φ (f) = [f, fΦ]∗)

for all f ∈ X∗ and

‖Φ‖ = ‖fΦ‖ ,
where (·, ·)∗p (p = s or p = i) are the norm derivatives of the
dual norm.

The proof follows by Phelps’ theorem [5], by Klee’s theorem [4] and
by the inclusion “P (X∗∗) ⊆ I (X∗∗)”. We omit the details.
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CHAPTER 14

Smooth Normed Spaces of (BD)−Type

1. Introduction

In what follows, X will be a normed linear space over the real
number field R. Consider the mapping

(·, ·)s : X ×X → R, (x, y)s := lim
t↓0

(
‖y + tx‖2 − ‖y‖2)

2t

which is well defined for all x, y in X. This semi-inner product on X
is called the superior semi-inner product (see [1], [2] and [6]). For the
sake of completeness, we list some usual properties of this semi-inner-
product that will be used in the sequel:

(i) (x, x)s = ‖x‖2 for all x in X;
(ii) (αx, βy)s = αβ (x, y)s if αβ ≥ 0 and x, y ∈ X;

(iii) (αx+ y, x)s = α ‖x‖2 + (y, x)s for all α ∈ R and x, y ∈ X;
(iv) (−x, y)s = (x,−y)s for x, y ∈ X;
(v) (x+ y, z)s ≤ ‖x‖ ‖z‖+ (y, z)s for all x, y, z ∈ X;
(vi) |(x, y)s| ≤ ‖x‖ ‖y‖ if x, y ∈ X;
(vii) (·, ·)s is continuous subadditive in the first variable;
(viii) X is smooth iff (·, ·)s is linear in the first variable or iff (·, ·)s

is homogeneous in the second.

We also recall Tapia’s theorem of representation for the continuous
linear functional on smooth normed spaces (see [1] and [6]):

Theorem 97. Let X be a Banach space. Then the following state-
ments are equivalent:

(i) X is reflexive and smooth;
(ii) for all f ∈ X∗ there exists an element uf ∈ X such that

f (x) = (x, uf )s for all x ∈ X and ‖f‖ = ‖uf‖ .
For other properties of the superior semi-inner-product, see [1], [2]

and [6], [5].

2. Smooth Normed Spaces of (D)−Type

Following [3], start with the following definition:

197
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Definition 29. The superior semi-inner-product (·, ·)s is said to
be continuous on X if:

(14.1) lim
t→0

(y, x+ ty)s = (y, x)s for all x, y in X.

The following proposition holds [3].

Proposition 43. Let X be a real normed space. Then X is smooth
if and only if the superior semi-inner-product is continuous.

Proof. “(⇐)”. By the superior semi-inner-product properties, we
have:

(14.2)
(y, x)s
‖x‖

≤ ‖x+ ty‖ − ‖x‖
t

≤ (y, x+ ty)s
‖x+ ty‖

and

(14.3)
(y, x+ sy)s
‖x+ sy‖

≤ (‖x+ sy‖ − ‖x‖) ≤ (y, x)s
‖x‖

for all x, y in X, x 6= 0 and t > 0, s < 0 such that x+ ty, x+ sy 6= 0.
Since (·, ·)s is continuous, we have:

lim
t↓0

‖x+ ty‖ − ‖x‖
t

=
(y, x)s
‖x‖

and

lim
s↑0

‖x+ sy‖ − ‖x‖
s

=
(y, x)s
‖x‖

for all x, y ∈ X, x 6= 0, i.e., the space X is smooth.
“(=⇒)”. By relations (14.2) and (14.3) we have:

(y, x)s ‖x+ ty‖
‖x‖

≤ (y, x+ ty)s(14.4)

≤ (‖x+ 2ty‖ − ‖x+ ty‖) ‖x+ ty‖
t

and

‖x+ sy‖ (‖x+ 2sy‖ − ‖x+ sy‖)
s

≤ (y, x+ sy)s(14.5)

≤ (y, x)s ‖x+ sy‖
‖x‖

for all x, y ∈ X, x 6= 0 and t > 0, s < 0.
Since X is smooth, the inequalities (14.4) and (14.5) yield that

lim
t→0

(y, x+ ty)s = (y, x)s and the proof is completed. We omit the

details.
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Now, let X be a smooth real normed space and [·, ·] be the semi-
inner-product generating its norm ‖·‖. Then [·, ·] is said to be derivable
on X if the following limit exists

[y, x]′ := lim
t→0

[y, x+ ty]− [y, x]

t

for all x, y in X.

Definition 30. A smooth normed space (X; ‖·‖) is said to be of
(D)−type if its semi-inner-product is derivable on X.

Example 3. Every inner-product space (X; [·, ·]) is a smooth normed
space of (D)−type.
Indeed, for every x, y ∈ X we have:

[y, x]′ = lim
t→0

[y, x+ ty]− [y, x]

t
= ‖y‖2 .

Example 4. Let (X; [·, ·]) be an inner-product space over the real
number field and A : D (A) ⊂ X → X be an operator on linear subspace
D (A) with the properties:

(a) A (αx) = αA (X) for α ∈ R and x ∈ D (A) ;
(aa) [x,Ax] ≥ 0 for x ∈ D (A) and [x,Ax] = 0 implies x = 0;

(aaa) |[x,Ay]|2 ≤ [x,Ax] [y, Ay] for all x, y ∈ D (A) ;
(av) the Gâteaux differential

(V A) (x) · y := lim
t→0

[A (x+ ty)− A (x)]

t

exists for all x, y ∈ D (A) ;

Then (D (A) ; ‖·‖A) where ‖x‖A := [x,Ax]
1
2 for x ∈ D (A) is a

smooth normed linear space of (D)−type.
Indeed, simple calculus gives:

[y, x]A := lim
t→0

‖x+ ty‖2
A − ‖x‖

2
A

2t
= [y, Ax] for x ∈ D (A) ,

[·, ·]A is continuous on X and:

[y, x]′A = [y, (V A) (x) · y] for all x, y ∈ D (A) .

Example 5. Let (Ω,A, µ) be a measure space consisting of a set
Ω, a σ−algebra A of subsets of Ω and a countably additive and positive
measure µ on A with values R ∪ {∞} . If Lpr (Ω) is the real Banach
space of p−integrable functions on Ω with p > 1, then it is well-known
that (see for example [7]):

lim
t→0

‖x+ ty‖p − ‖x‖p
t

= ‖x‖1−p
p

∫
Ω

|x (s)|p−1 (sgnx (s)) y (s) dµ (s)
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for all x, y ∈ Lpr (Ω) , x 6= 0.
Suppose p ≥ 2 and put p = 2k + 2, k ≥ 0. Then

[y, Ax]p := lim
t→0

‖x+ ty‖2
p − ‖x‖

2
p

2t
= ‖x‖−2k

p

∫
Ω

[x (s)]2k+1 y (s) dµ (s)

for all x, y ∈ Lpr (Ω), x 6= 0 and [y, 0]p = 0 if y ∈ Lpr (Ω) .
Simple calculus gives:

[y, Ax]′p = ‖x‖−2k
p

∫
Ω

x2k (s) y2 (s) dµ (s)

− 2k ‖x‖−2k−2
p

(∫
Ω

x2k+1 (s) y (s) dµ (s)

)2

for all x, y ∈ Lpr (Ω), x 6= 0 and [y, 0]p = 0 if y ∈ Lpr (Ω) .

Consequently, the real Banach space Lpr (Ω) , p ≥ 2 is a smooth
Banach space of (D)−type.

Now we give some fundamental properties of the semi-inner-product
derivative on a smooth normed space of (D)−type (see [3]).

Proposition 44. If X is as above, then the following statements
are valid:

(i) [y, y]′ = ‖y‖2 for all y ∈ X;
(ii) [y, 0]′ = ‖y‖2 for all y ∈ X;
(iii) [αy, x]′ = α2 [y, x]′ for all α ∈ R and x, y ∈ X;
(iv) [y, αx]′ = [y, x]′ for all α ∈ R\ {0} and x, y ∈ X;
(v) ‖x‖2 [y, x]′ ≥ [y, x]2 for all x, y ∈ X.

Proof. We only prove the statement (v). The other sentences are
obvious from the definition of semi-inner-product derivatives.

(v) By the properties of semi-inner-products, we have:

[y, x+ ty]− [y, x] ≥ [y, x]
‖x+ ty‖ − ‖x‖

‖x‖
for all x, y ∈ X, x 6= 0 and t ≥ 0; which implies for t > 0 :

[y, x+ ty]− [y, x]

t
≥ [y, x]

‖x+ ty‖ − ‖x‖
t ‖x‖

.

Taking the limit as t→ 0, t > 0, we derive:

[y, x]′ ≥ [y, x]2

‖x‖2 for all x, y ∈ X, x 6= 0,

and the statement is proven.

Another result is embodied in the next proposition [3].
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Proposition 45. Let X be a smooth normed space of (D)−type
and x, y be two elements in X. Then the mapping:

ϕx,y : R → R, ϕx,y (t) = ‖x+ ty‖2 ,

is derivable of two orders on R, the second derivative is nonnegative on
R and

ϕ′x,y (t) = 2 [y, x+ ty] , ϕ′′x,y (t) = 2 [y, x+ ty]′

for all t ∈ R.

The proof is obvious and we omit the details.
In what follows, we shall give a characterisation of inner-product

spaces in the class of smooth normed linear spaces of (D)−type [3].

Proposition 46. Let X be as above. Then the following statements
are equivalent:

(i) X is an inner product space;
(ii) the mapping ψx,y : R → R+, ψx,y (t) = [y, tx]′ is continuous at

0 for all x, y in X,
(iii) for every x, y ∈ X there exists a sequence αn ∈ R\ {0} , αn →

0 such that lim
n→∞

[y, αnx]
′ = [y, 0]′ ;

(iv) for every x, y ∈ X we have: [y, x]′ = ‖y‖2 .

Proof. “(i) =⇒ (ii) =⇒ (iii) =⇒ (iv)”. It is obvious.
“(iv) =⇒ (i)”. By Taylor’s formula for the mapping ψx,y (x, y ∈ X)

we have:

‖x+ ty‖2 = ‖x‖2 + 2 [y, x] t+ ‖y‖2 t2 for all t ∈ R,
which implies the parallelogram identity:

‖x+ ty‖2 + ‖x− ty‖2 = 2
(
‖x‖2 + ‖y‖2) for all x, y ∈ X,

i.e., X is an inner-product space.

3. Smooth Normed Spaces of (BD)−Type

Let X be a smooth normed linear space of (D)−type. The semi-
inner-product has a bounded derivative if there exists a real number
k ≥ 1 such that:

(14.6) [y, x]′ ≤ k2 ‖y‖2 for all x, y ∈ X.
The least number k such that (14.6) is valid will be called the

boundedness modulus of the derivative [·, ·]′ and we shall denote this
number with k0.

Definition 31. ([3]) A smooth normed space of (D)−type is said
to be of (BD)−type if its semi-inner-product has a bounded derivative.
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Example 6. Every inner-product space is a smooth normed space
of the (BD)−type.

Example 7. Let (X; (·, ·)) be an inner-product space and A : D (A) ⊂
X → X be an operator satisfying conditions (a) – (av) from Example
4. Suppose, in addition, that A is M−Lipschitzian (M ≥ 1) , i.e.,

(aM) ‖Ax− Ay‖ ≤M ‖x− y‖ for all x, y ∈ D (A) .

Then (D (A) ; ‖·‖A) is a smooth normed space of (BD)−type.
Indeed, from (aM) we derive:

‖(V A) (x) · y‖ ≤M ‖y‖ for all x, y ∈ D (A) ,

which implies that:

[y, x]′A ≤M ‖y‖2 for all x, y ∈ D (A) ,

and the assertion is proven.

Example 8. The real Banach spaces Lpr (Ω) for p ≥ 2 are smooth
normed linear spaces of (BD)−type.

Indeed, by Hölder’s inequality for integrals, we have:∫
Ω

x2k (s) y2 (s) dµ (s) ≤
(∫

Ω

x2k+2 (s) dµ (s)

) 2k
2k+2

(∫
Ω

y2k+2 (s) dµ (s)

) 2
2k+2

and(∫
Ω

x2k+1 (s) y (s) dµ (s)

)2

≤
(∫

Ω

x2k+2 (s) dµ (s)

) 4k+2
2k+2

(∫
Ω

y2k+2 (s) dµ (s)

) 2
2k+2

,

where p = 2k + 2, k ≥ 0.
Then we obtain the evaluation:

[y, x]′p ≤ (4k + 1) ‖y‖2
p for all x, y ∈ Lpr (Ω) , x 6= 0,

and the statement is proven.

The following result gives a characterisation of inner-product spaces
in the class of smooth normed linear spaces of (BD)−type [3].

Proposition 47. Let X be as above. Then the following statements
are equivalent:

(i) X is an inner-product space;
(ii) we have k0 = 1.
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Proof. “(i) ⇒ (ii)”. It is obvious.
“(ii) ⇒ (i)”. By Taylor’s formula for ϕx,y (x, y ∈ X) we obtain:

‖x+ y‖2 ≤ ‖x‖2 + 2 [y, x] + ‖y‖2 for all x, y ∈ X,
which implies

‖x+ y‖2 ≤ ‖x‖2 + 2 [x, y] + ‖y‖2 for all x, y ∈ X.
Since X is smooth, we have:

‖x+ ty‖2 ≤ ‖x‖2 + 2 [x, y] t+ ‖y‖2 t2,

for all x, y ∈ X and t ∈ R. If we assume that t > 0, we have:

‖x+ ty‖2 − ‖x‖2

2t
≤ [x, y] +

t ‖y‖2

2
,

hence:
[y, x] ≤ [x, y] for all x, y ∈ X

and by symmetry, [y, x] ≥ [x, y] for all x, y ∈ X, i.e., X is an inner-
product space, see [6].

In what follows, we shall introduce two concepts of ε−orthogonality
and we shall establish a result of ε−decomposition for smooth normed
spaces of (BD)−type.

Definition 32. ([3]) Let X be as above and k0 be the boundedness
modulus of semi-inner-product derivative. If ε ∈ [0, 1), then the element
x ∈ X is said to be ε− k0−orthogonal over y ∈ X if

(14.7) |[y, x]| ≤ εk0 ‖x‖ ‖y‖ ,
and we denote x ⊥εk0 y.

Remark 32. If X is an inner-product space, then in (14.7) we can
put k0 = 1. We denote x ⊥ε y.

If in the previous definition we choose ε = 0, we recapture the usual
orthogonality in the semi-inner-product sense or the usual orthogonal-
ity in prehilbertian spaces, respectively.

We now present the following generalisation of Birkhoff’s orthogo-
nality which works in general normed spaces (see also [3]).

Definition 33. Let X be a normed linear space, ε ∈ [0, 1) and
x, y ∈ X. The element x is said to be ε−Birkhoff orthogonal over y and
we denote x ⊥εB y if:

‖x+ ty‖ ≥ (1− ε) ‖x‖ for all t ∈ R.
The following proposition establishes a connection between ε −

k0−orthogonality and ε−Birkhoff orthogonality in smooth normed lin-
ear spaces of (BD)−type [3].
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Proposition 48. Let X, k0 be as above and x, y ∈ X, ε ∈ [0, 1).
Then the following statements are valid:

(i) x ⊥εB y implies x ⊥δ(ε)k0 y with δ (ε) := [ε (2− ε)]
1
2 ;

(ii) x ⊥η(ε)B y implies x ⊥εk0 y with η (ε) := 1− (1− ε2)
1
2 .

Proof. We shall start with Taylor’s formula:

‖x+ ty‖2 = ‖x‖2 + 2 [y, x] t+ (y, x+ ξty)
′ t2, for t ∈ R,

where ξt is between 0 and t.

(i) If x ⊥εB y, then:

(1− ε)2 ‖x‖2 ≤ ‖x+ ty‖2 for all t ∈ R,

which implies:(
ε2 − 2ε

)
‖x‖2 ≤ 2 [y, x] t+ k2

0 ‖x‖
2 t2 for all t ∈ R,

from where we get:

[y, x]2 ≤ k2
0ε (2− ε) ‖x‖2 ‖y‖2 ,

i.e. x ⊥δ(ε)k0 y with δ (ε) is as above.
(ii) It follows from (i) substituting ε by η (ε) ∈ [0, 1).

Remark 33. In the case of inner-product spaces we have:

(i) x ⊥εB y iff x ⊥δ(ε) y;
(ii) x ⊥η(ε)B y iff x ⊥ε y;

where δ (ε) and η (ε) are as above.

The proof is obvious and we omit the details.
Now, let X be a normed linear space and A be its nonempty subset.

By A⊥εB we shall denote the set:

{y ∈ X|y ⊥εB x for all x ∈ A} ,

where ε is a given real number in [0, 1). This set will be called the
Birkhoff orthogonal complement of A. It is easy to see that 0 ∈ A⊥εB

and A ∩ A⊥εB j {0} and for all ε ∈ [0, 1).
The following lemma ([3]) is a variant of F. Riesz result (see for

example [8, p. 84]):

Lemma 12. Let X be a normed space and E be its closed linear
subspace. Suppose E 6= X. Then for every ε ∈ (0, 1) , the ε−Birkhoff
orthogonal complement of E is nonzero.
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Proof. Let ȳ ∈ X\E. Since E is closed, we have d (ȳ, E) = d > 0.
Then there exists yε ∈ E such that: 0 ≤ ‖ȳ − yε‖ ≤ d

1−ε . Putting
xε := ȳ − yε, we have xε 6= 0 and for every y ∈ E and λ ∈ R:

‖xε + λy‖ = ‖ȳ − yε + λy‖ = ‖ȳ − (yε − λy)‖ ≥ d ≥ (1− ε) ‖xε‖ ,
which means that xε ∈ E⊥εB and the lemma is proven.

The following decomposition theorem holds [3].

Theorem 98. Let X be a normed linear space and E be its closed
linear subspace. Then for any ε ∈ (0, 1) the following decomposition

(14.8) X = E + E⊥εB ,

is valid.

Proof. Suppose E 6= X and x ∈ X.
If x ∈ E, then x = x+ 0 with x ∈ E and 0 ∈ E⊥εB .
If x /∈ E, then there exists yε ∈ E such that 0 < d = d (x,E) =

‖x− yε‖ ≤ d
1−ε . Since xε := x− yε ∈ E⊥εB (see the proof of the above

lemma) we obtain x = yε + xε and the relation (14.8) is valid.

In what follows, we apply the above results for the particular case
of smooth normed spaces of (BD)−type.

Let X be as above and A be a nonempty subset of X. Then by
A⊥εk0 we shall denote the set:

{y ∈ X|y ⊥εk0 x for all x ∈ A} , ε ∈ [0, 1),

which will be called the ε− k0−orthogonal complement of A in X.

Lemma 13. ([2]) Let X be a smooth normed linear space of (BD)−type,
E be its closed linear subspace and ε ∈ (0, 1) . Assume E 6= X. Then
the ε− k0−orthogonal complement of E is nonzero.

Proof. Let ε ∈ (0, 1) and η (ε) := 1−(1− ε2)
1
2 . Then η (ε) belongs

to (0, 1) . Applying Lemma 12 for η (ε) , then there exists an element
xε 6= 0 and xε ∈ E⊥η(ε)B . Since E⊥η(ε)B j E⊥η(ε)k0 (see Proposition 48)
the lemma is thus proven.

Finally, we have [3]:

Theorem 99. Let X be a smooth normed space of (BD)−type, E
its closed linear subspace and ε ∈ (0, 1) . Then the following decompo-
sition holds:

X = E + E⊥εk0

The proof is obvious from Theorem 98 and Proposition 48 and we
omit the details.
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4. Riesz Class of X∗

Let X be a smooth normed linear space over the real number field
R. The following subset of dual space X∗ :

R (X∗) := {fy ∈ X∗|fy (x) = [x, y] ; x, y ∈ X}

will be called Riesz’s class of X∗. We remark that, in general, R (X∗) is
not a linear subspace of X∗ and by Tapia’s theorem or representation,
a smooth Banach space X is reflexive iff R (X∗) = X∗.

Remark 34. If (X; (·, ·)) is an inner-product space, then R (X∗)
is a linear subspace in X∗ which will be called Riesz’s subspace of X∗

and will be denoted by R (X∗) . The mapping ∆ : X → X∗ given by
∆ (y) := fy is a linear isometric operator to X onto R (X∗). Putting
(·, ·)∗ : R (X∗)×R (X∗) → R, (fx, fy)

∗ := (x, y) , then (·, ·)∗ is an inner-
product on R (X∗) which generates the norm induced by dual space
X∗ in R (X∗) and by these considerations, R (X∗) is isomorphic and
isometric to X as inner-product spaces.

The following proposition holds [3].

Proposition 49. Let X be a smooth normed space of (BD)−type,
E be its closed linear subspace and E 6= X. Then for any ε > 0, there
exists a functional fε ∈ R (X∗) such that

(14.9) ‖fε‖ ≤ 1 and ‖fε‖E ≤ ε,

where ‖f‖E := sup {|f (x)| , ‖x‖ = 1, x ∈ E} .

Proof. If ε ≥ 1, the statement is clear.
Let us assume that ε ∈ (0, 1) . By Lemma 13 there exists a nonzero

element yε in E⊥εk0 , i.e.,

|[x, yε]| ≤ εk0 ‖x‖ ‖yε‖ for all x in X.

Putting xε := yε

k0‖yε‖ we have ‖xε‖ = 1
k0
≤ 1 and the functional fε :

X → R, fε (x) := [x, xε] satisfies the relation (14.9). The proof is thus
completed.

The next theorem will play an important role in that to follow.

Theorem 100. Let X be a smooth normed space of (BD)−type
and f be a nonzero continuous linear functional on it. Then for any
ε > 0 there exists a nonzero element xε in X such that:

(14.10) |f (x)− [x, xε]| ≤ ε ‖x‖ for all x in X.

Proof. Since f 6= 0, the linear subspace E := Ker (f) is closed in
X and E 6= X.
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Let ε > 0 and put δ (ε) := ε/ (2 ‖f‖ k0) > 0, where k0 is the bound-
edness modulus of (·, ·)′T .

If δ (ε) ≥ 1, then there exists an element yε ∈ X\E such that

(14.11) |[y, yε]| ≤ δ (ε) ‖y‖ ‖yε‖ ≤ δ (ε) k0 ‖y‖ ‖yε‖ .

If 0 < δ (ε) < 1, then by Lemma 13 there exists an element yε ∈ X\E
such that (14.11) is also valid.

Let us put zε := yε

‖yε‖ . The for all x ∈ X we have:

y := f (x) zε − f (zε)x ∈ Ker (f) ,

and then:

|[f (x) zε − f (zε)x, zε]| ≤ k0δ (ε) ‖f (x) zε − f (zε)x‖
≤ 2k0δ (ε) ‖f‖ ‖x‖ ≤ ε ‖x‖ ,

for all x ∈ X.
On the other hand, we have;

[f (x) zε − f (zε)x, zε] = f (x)− [x, f (zε) zε]

for all x ∈ X and putting xε := f (zε) zε, the relation (14.10) is ob-
tained.

Now, we shall give the main result of this section.

Theorem 101. Let X be a smooth normed space of (BD)−type.
Then Riesz’s subset R (X∗) of X∗ is dense in X∗ endowed with the
strong topology.

Proof. Let f ∈ X∗ and ε > 0. Then by Theorem 100 there exists
an element xε ∈ X such that:

|f (x)− fε (x)| ≤ ε ‖x‖ for all x in X,

where fε (x) := [x, xε] , x ∈ X. Consequently, ‖f − fε‖ ≤ ε and the
assertion is proved.

Remark 35. Let [·, ·] : X × X → K (K = R, C) be a semi-inner
product on normed linear space X (see for example [4]) which generates
its norm. In paper [3] we introduced the concept of normed linear spaces
of (APP )−type relative to [·, ·] , i.e., a normed space such that for every
nonzero continuous linear functional f on it and for any ε ∈ (0, 1) there
exists a nonzero element yε in X such that:

|[y, yε]| ≤ ε ‖y‖ ‖y‖ for all y ∈ Ker (f) .
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We also proved that if such a space, then the Lumer subset L (X∗) :=
{fy ∈ X∗|fy (x) := [x, y] for x, y ∈ X} , of dual space X∗ associated to
semi-inner-product [·, ·] is dense in X∗ endowed with the strong topol-
ogy.

If X is a smooth real normed space, it is well-known that there
exists a unique semi-inner-product which generates the norm and co-
incides with the superior semi-inner-product (see [1] or [5]) and then
L (X∗) = R (X∗) . We also remark that every smooth normed space of
(BD)−type is a normed linear space of (APP )−type relative with the
superior semi-inner-product.

Now, we shall give a corollary of Theorem 101.

Corollary 31. Let X be a smooth Banach space of (BD)−type.
Then the following statements are equivalent:

(i) X is reflexive;
(ii) R (X∗) is closed in X∗;
(iii) R (X∗) = X∗.

Proof. The equivalence “(i) ⇔ (iii)” follows by Tapia’s theorem
of representation and the equivalence “(ii) ⇔ (iii)” is obvious by the
above theorem.

The case of prehilbertian spaces is embodied in the next proposi-
tion.

Proposition 50. Let X be an inner-product-space. Then the fol-
lowing statements are equivalent:

(i) X is a Hilbert space;
(ii) R (X∗) is closed in X∗;
(iii) R (X∗) = X∗.

The proof follows by Remark 34 and Theorem 101 for inner-product-
spaces.

5. Applications to Operator Equations

In this section we shall use Theorem 100 to establish some existence
results for ε−solutions of the operator equation:

(A; y) Ax = y, x ∈ D (A) , y ∈ X,

where A : D (A) ⊂ X → X is an operator defined on dense linear
subspace D (A) of Hilbert space X and having the properties (a) –
(av) and (aM) from Example 7.
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Remark 36. Some examples of operators which verify the above
conditions are the symmetric strictly positive operators which are densely
defined on a real Hilbert space and satisfy condition:

‖Ax‖ ≤M ‖x‖ , M ≥ 1 for all x ∈ D (A) .

Now, let ε > 0. The element xε ∈ D (A) is called an ε−solution for
the equation (A; y) if ‖Axε − y‖ ≤ ε. It is known that (see Example

7) the mapping D (A) 3 x
‖·‖A7→ (x,Ax)

1
2 ∈ R+ is a norm on D (A) and

(D (A) , ‖·‖A) is a smooth normed space of (BD)−type. Then we can
also introduce the following concept of approximative solutions.

Definition 34. Let ε > 0. The element xε ∈ D (A) is called an
A− ε−solution for the equation (A; y) if:

sup
‖x‖A≤1

|(x, y − Axε)| ≤ ε.

The next existence result for A − ε−solutions of the operatorial
equation (A; y) holds.

Proposition 51. Let X,A be as above and y be a nonzero element
in X satisfying the assumption:

(14.12) |(x, y)| ≤ µ (x,Ax)
1
2 for all x ∈ D (A) (µ > 0) ;

then for every ε > 0 the equation (A; y) has an A− ε−solution.

Proof. Let fy : D (A) → R, fy (x) := (x, y) . By condition (14.12)
it follows that fy is continuous in (D (A) , ‖·‖A) and by Theorem 100
there exists an element xε ∈ D (A) \ {0} such that:

|fy (x)− [x, xε]|A ≤ ε ‖x‖A for all x ∈ D (A) ,

which is equivalent to the existence of an A− ε−solution for the equa-
tion (A; y).

Corollary 32. Let X,A be as above and, in addition, there exists
a constant η > 0 such that:

(14.13) η ‖x‖2 ≤ (x,Ax) for all x ∈ D (A) .

Then for every y ∈ X\ {0} and for any ε > 0 the equation (A; y) has
an A− ε−solution.

The proof is obvious by Proposition 51 observing that condition
(14.13) implies condition (14.12) for all y ∈ X\ {0} .

Finally, we have:
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Proposition 52. Let X,A be as in Proposition 51 and, in addition,
there exists a constant γ > 0 such that:

(14.14) (x,Ax) ≤ γ ‖x‖2 for all x ∈ D (A) .

If y ∈ X\ {0} verifies the assumption (14.12), then for any ε > 0 the
equation (A; y) has an ε−solution.

Proof. By condition (14.14) we have: ‖x‖A ≤ γ
1
2 ‖x‖ for all x ∈

D (A) . Since the linear functional fy is continuous in (D (A) ; ‖·‖A) then
by Theorem 100, for any ε ≥ 0 there exists an element xε ∈ D (A) \ {0}
such that:

|fy (x)− (x, xε)A| ≤
(
ε

γ
1
2

)
‖x‖A for all x ∈ D (A) ,

from which results:

|(x, y − Axε)| ≤ ‖x‖ for all x ∈ D (A) .

Since D (A) is dense in X, the proposition is proven.
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CHAPTER 15

Continuous Sublinear Functionals

1. Introduction

In paper [1] the author proved the following “interpolation” theo-
rem for the continuous linear functionals.

Theorem 102. Let (X, ‖·‖) be a real reflexive Banach space and f
be a continuous linear functional on it. Then there exists an element
u ∈ X such that

〈x, u〉i ≤ f (x) ≤ 〈x, u〉s for all x ∈ X and ‖f‖ = ‖u‖ .

Note that the next decomposition theorem is also valid.

Theorem 103. Let (X, ‖·‖) be as above and G be its closed linear
subspace. If G⊥ denotes the orthogonal complement of G in the sense
of Birkhoff, then

X = G+G⊥.

For the proof of this fact see for example [1] where further conse-
quences and applications are given.

The main aim of this chapter is to extend the above results for con-
tinuous sublinear functionals and closed clins in real reflexive Banach
spaces. Applications for inequalities as in [2] are also given.

2. Semi-orthogonality in Reflexive Banach Spaces

A nonempty subset K of a real linear space X is said to be clin in
X if the following conditions are satisfied:

(i) x, y ∈ K imply x+ y ∈ K
(ii) x ∈ K, α ≥ 0 imply αx ∈ K.

A real functional p defined on a clin K is said to be sublinear on K
if

(s) p (x+ y) ≤ p (x) + p (y) for all x, y ∈ K
(ss) p (αx) = αp (x) for all x ∈ K and α ≥ 0.

Definition 35. ([3]) The element x in real normed space (X, ‖·‖)
will be called semi-orthogonal in the sense of Birkhoff over y ∈ X if
〈y, x〉i ≤ 0. We denote x ⊥S y.

213



214 15. CONTINUOUS SUBLINEAR FUNCTIONALS

It is clear that 0 ⊥S y; x ⊥S 0; x ⊥S x implies x = 0 and x ⊥S y
implies αx ⊥S βy if αβ ≥ 0. For a nonempty subset A of X we put

A⊥S := {y ∈ X|y ⊥S x for all x ∈ A} .
We also remark that 0 ∈ A⊥S , A ∩ A⊥S ⊆ {0} and x ∈ A⊥S , α ≥ 0
imply αx ∈ A⊥S .

The following theorem is a natural generalisation of Theorem 103
[4].

Theorem 104. Let (X, ‖·‖) be a real reflexive Banach space and
K be a closed clin in X. Then the following decomposition holds

(15.1) X = K +K⊥S .

Proof. Let x ∈ X. if x ∈ X then x = x + 0 with x ∈ K and
0 ∈ K⊥S . If x /∈ K, since K is a closed convex set in reflexive Banach
space X, then there exists a best approximation element in K referring
to x, i.e., there exists an x′ ∈ K such that d (x,K) = ‖x− x′‖ .

Let us put x′′ := x − x′ and consider α ≥ 0 and y ∈ K. Then we
have

‖x′′ − αy‖ = ‖x− x′ − αy‖ = ‖x− (x′ + αy)‖ ≥ ‖x′′‖ ,
because x′, αy ∈ K and K is a clin in X. Hence

‖x′′ − αy‖2 ≥ ‖x′′‖2
for all α ≥ 0

which implies that

‖x′′ − αy‖2 − ‖x′′‖2

2α
≥ 0 for all α > 0.

Taking the limit as s→ 0 (s > 0) we obtain 〈−y, x〉s ≥ 0, i.e., 〈y, x〉i ≤
0 for all y ∈ K which means that x′′ ∈ K⊥S and the theorem is
proved.

The following result holds [3].

Corollary 33. If K is a closed linear subspace in X, then K⊥S =
K⊥ where K⊥ denotes the orthogonal complement of K in the sense of
Birkhoff.

Proof. It is clear that K⊥ ⊆ K⊥S .
Now, let x ∈ K⊥S . Then 〈y, x〉i ≤ 0 for all y ∈ K and since K is

a linear subspace, then it follows 〈y, x〉i ≤ 0, i.e., 〈y, x〉s ≥ 0, which
implies that x ∈ K⊥ and the statement is proved.

Remark 37. If X is a Hilbert space, we recapture Theorem 2.1
from [2].

The following lemma will be used in the sequel [3].
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Lemma 14. Let (X, ‖·‖) be a Banach space and p : X → R be a con-
tinuous sublinear functional on it. Then the set K (p) := {x ∈ X, p (x) ≤ 0}
is a closed clin in X. In addition, if we assume that there exists x0 ∈ X
such that p (x0) < 0 then K (p) is proper in X, i.e., K (p) is not a linear
subspace.

The argument is similar to that in the proof of the Lemma 3.1 from
[2] and we omit the details.

Theorem 105. ([3]) Let (X, ‖·‖) be a real reflexive Banach space
and p : X → R be a continuous sublinear functional on it such that
K (p) 6= X. Then there exists u ∈ X, ‖u‖ = 1 such that

(15.2) p (x) ≥ p (u) 〈x, u〉i for all x ∈ K (p) .

Proof. Since K (p) is closed and K (p) 6= X, then there exists an
element w ∈ K⊥S (p) such that w 6= 0. Since w /∈ K (p) , we have
p (w) > 0. On the other hand, for all x ∈ K (p) , we have

p (p (w)x− p (x)w) ≤ p (p (w)x) + p (−p (x)w)

= p (w) p (x)− p (x) p (w) = 0

and then

p (w)x− p (x)w ∈ K (p) for all x ∈ K (p) .

Since w ∈ K⊥S (p) we get

〈p (w)x− p (x)w,w〉i ≤ 0 for all x ∈ K (p) .

Using the properties of semi-inner product 〈·, ·〉i , we deduce p (w) 〈x,w〉i−
p (x) ‖w‖2 ≤ 0 for all x ∈ K (p) which implies that

p (x) ≥ p (w)

‖w‖

〈
x,

w

‖w‖

〉
i

for all x ∈ K (p)

from where results (15.2).

Remark 38. If X is a Hilbert space we obtain the first part of
Theorem 3.2 from [2].

The following two corollaries hold [3].

Corollary 34. Let p : X → R be a continuous sublinear func-
tional on reflexive Banach space X such that K (p) 6= X. Then there
exists an element u ∈ X, ‖u‖ = 1 with the property

inf
x 6=0

p (x)

‖x‖
≥ −p (u) .
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Proof. It is clear that

inf
x 6=0

p (x)

‖x‖
= inf

{
p (x)

‖x‖

∣∣∣∣ x ∈ K (p) \ {0}
}
.

By the above theorem there exists an element x ∈ X, ‖u‖ = 1 such that:
p (x) ≥ p (u) 〈x, u〉i for all x ∈ K (p) . However, 〈x, u〉i ≥ −‖x‖ ‖u‖ =
−‖x‖ which implies that p (x) ≥ −p (u) ‖x‖ for all x ∈ K (p) , from
where results the desired inequality.

Remark 39. The above corollary contains Theorem 3.10 from [2]
which works in the case of Hilbert spaces.

Corollary 35. Let p be as above. Then there exists an element
u ∈ X, ‖u‖ = 1 such that the mappings pu : X → R, pu (x) = p (x) +
p (u) ‖x‖ is a positive continuous sublinear functional on X.

3. Clins with the (H)−Property in Reflexive Spaces

We start with the following definition [3].

Definition 36. Let (X, ‖·‖) be a real normed linear space and K
be a clin in it. K is said to be with the H−property if the set H (K) :=
K⊥S ∩ (−K) also contains nonzero elements.

Remark 40. If the clin K has the (H)−property, then K is proper
in X, i.e., K is not a linear subspace in X.

Indeed, if we suppose that K is a linear subspace and w ∈ K⊥S ∩
(−K) \ {0} then w ∈ −K = K and since K⊥S ∩K = {0} , we obtain
a contradiction.

The following lemma of characterisation holds [3].

Lemma 15. The clin K has the (H)−property if and only if there
exists a nonzero element w ∈ K such that 〈x,w〉s ≥ 0 for all x ∈ K.

Proof. Let −w ∈ K⊥S ∩ (−K) then w ∈ K and since −w ∈ K⊥S ,
we have 〈x,−w〉i ≤ 0 for all x ∈ K, i.e., 〈x,w〉s ≥ 0.

Conversely, if 〈x,w〉s ≥ 0 for all x ∈ K then 〈x,−w〉i ≤ 0, i.e.,
−w ∈ K⊥S and since−w ∈ −K we deduce thatK has the (H)−property.

Example 9. Let f : X → R be a nonzero continuous linear func-
tional on reflexive Banach space X and put K+ (f) := {x ∈ X|f (x) ≥ 0} ,
K− (f) := {x ∈ X|f (x) ≤ 0} . Then K+ (f) and K− (f) are clins with
the (H)−property.

Indeed, by Theorem 102, there exists a nonzero element u ∈ X such
that: 〈x, u〉i ≤ f (x) ≤ 〈x, u〉s for all x ∈ X.
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Let x ∈ K+ (f) , then 〈x, u〉s ≥ 0 and since f (u) = ‖u‖2 > 0 we
obtain that u ∈ K+ (f) , u 6= 0 and 〈x, u〉s ≥ 0, i.e., K+ (f) has the
(H)−property.

The proof of the fact that K− (f) is also a clin with the (H)−property
is similar and we omit the details.

Note that the following theorem is valid [3].

Theorem 106. Let (X, ‖·‖) be a reflexive and strictly convex Ba-
nach space and K be a closed clin in X such that K⊥S is also a clin.
Then the following statements are equivalent:

(i) K, K⊥S are linear subspaces.
(ii) The following decomposition holds

X = K ⊕K⊥S .

Proof. (i) ⇒ (ii). If K is a linear subspace, the K⊥S = K⊥ (see
Corollary 33). Since (X, ‖·‖) is reflexive and strictly convex, it is known
that X = K ⊕K⊥.

(ii) ⇒ (i). Let u ∈ K, v ∈ K⊥S and put x = u + v. Then by
Theorem 104 there exists m ∈ K, n ∈ K⊥S such that −x = m + n.
Hence 0 = (u+m) + (v + n) with u+m ∈ K, v + n ∈ K⊥S and since
the null element has a unique decomposition we obtain −u = m ∈ K,
−v = n ∈ K⊥S , i.e., K and K⊥S are linear subspaces.

Remark 41. The above theorem contains Theorem 2.1 from [2]
which is valid in Hilbert spaces.

Theorem 107. ([3]) Let (X, ‖·‖) be a reflexive and strictly convex
Banach space and K be a proper closed clin in X such that K⊥S is also
a clin. Then K has the (H)−property.

Proof. Since K is a proper closed clin in X, then by the above
theorem there exists at least one element x such that

x = x′ + x′′ x′ ∈ K x′′ ∈ K⊥S

x = x1 + x2 x1 ∈ K x2 ∈ K⊥S

and
x′ 6= x1 x′′ 6= x2.

By Theorem 104, there exists y′ ∈ K and y′′ ∈ K⊥S such that −x =
y′ + y′′ and then

0 = (x′ + y′) + (x′′ + y′′) x′ + y′ ∈ K x′′ + y′′ ∈ K⊥S

x = (x1 + y′) + (x2 + y′′) x1 + y′ ∈ K x2 + y′′ ∈ K⊥S

with x′ + y′ 6= x1 + y′ and x′′ + y′′ 6= x2 + y′′.
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Consequently, there exists m ∈ K, n ∈ K⊥S with m 6= 0 and n 6= 0
such that 0 = m + n which implies that n = −m and then the set
K⊥S ∩ (−K) also contains nonzero elements.

Corollary 36. ([3]) Let (X; (·, ·)) be a Hilbert space. Then every
proper closed clin in X has the (H)−property.

Proof. Follows from the above theorem and by the fact that for
all clin K in X, K⊥S is also a clin in X.

We can now improve Theorem 105.

Theorem 108. Let (X, ‖·‖) be a real reflexive Banach space and
p : X → R be a continuous sublinear functional on it such that K (p)
has the (H)−property. Then there exists an element u ∈ X, ‖u‖ = 1
such that

(15.3) p (x) ≥

 p (u) 〈x, u〉i for all x ∈ K (p)

−p (−u) 〈x, u〉i for all x ∈ X\K (p) .

Proof. Because K (p) has the (H)−property, there exists w 6= 0,
w ∈ K⊥S (p)∩ (−K (p)) . Since w ∈ K⊥S (p) , we have p (w) > 0. Then
by a similar argument to that in the proof of Theorem 105, we have

p (x) ≥ p (w)

‖w‖

〈
x,

w

‖w‖

〉
i

for all x ∈ K (p)

and putting u := w
‖w‖ , we obtain the first part of (15.3).

Now, let x ∈ X\K (p) , then p (x) > 0 and since −w ∈ K (p) , it
follows that −p (−w) ≥ 0. We obtain: p (p (x) (−w)− p (−w)x) ≤
p (x) p (−w) + (−p (−w)) p (x) = 0 which implies that −p (x)w −
p (−w)x ∈ K (p) . Since w ∈ K⊥S (p) , we derive:

〈−p (x)w − p (−w)x,w〉i ≤ 0 for all x ∈ X\K (p) ,

which implies −p (x) ‖w‖2 − p (−w) 〈x,w〉i ≤ 0 for all x ∈ X\K (p) ,
from where results

p (x) ≥ −p (−w)

‖w‖

〈
x,

w

‖w‖

〉
i

for all x ∈ X\K (p)

and the second part of relation (15.3) is also valid.

Remark 42. If X is a Hilbert space we obtain the main result from
[2] (see Theorem 3.2).

Remark 43. If f is a continuous linear functional on X and since
K (f) = K− (f) , then by (15.3) we have: f (x) ≥ f (u) 〈x, u〉i for all
x ∈ X.
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On the other hand, substituting x by −x we derive that −f (x) ≥
f (u) 〈−x, u〉i = −f (u) 〈x, u〉s for all x ∈, which implies

f (x) ≤ f (u) 〈x, u〉s for all x ∈ X.

Consequently, Theorem 108 gives a natural generalisation of Theorem
102 for the case of sublinear and continuous functionals which has the
(H)−property.

Now, let us consider the set

L (p) := {x ∈ X|p (x) + p (−x) = 0}

where p is a continuous sublinear functional on Banach space X. Then
L (p) is a closed linear subspace in X. The proof is similar to that of
Lemma 3.4 from [2] and we shall omit the details.

Definition 37. ([3]) A continuous sublinear functional p is said
to be of (C)−type (see also [2]) if the set N (p) := H (p) ∩ L (p) also
contains nonzero elements.

It is easy to see that if p is a continuous linear functional then p is
on (C)−type.

The following result is an extension of Theorem 3.4 in [2] which
works in Hilbert spaces [3].

Theorem 109. Let p be a continuous sublinear functional of (C)−type
on reflexive Banach space X. Then there exists an element v ∈ X such
that

p (x) ≥ 〈x, v〉i for all x ∈ X.

Proof. Let w ∈ N (p) , w 6= 0. Then, as in Theorem 108, we have

p (x) ≥ p (w)

‖w‖2 〈x,w〉i for all x ∈ K (p) ,

p (x) ≥ −p (−w)

‖w‖2 〈x,w〉i for all x ∈ X\K (p) .

Since p (−w) = −p (w) , we obtain

p (x) ≥ p (w)

‖w‖2 〈x,w〉i for all x ∈ X

and putting v := p(w)

‖w‖2w, we obtain the desired inequality.

Remark 44. If p is linear, then the above theorems also give The-
orem 102.
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4. Applications

Let (X, ‖·‖) be a real reflexive Banach space and (ei)i=1,n be a
linearly independent family of vectors in X. Consider the following
system of inequations (x ∈ X)

(S) 〈e1, x〉s ≥ 0 〈e2, x〉s ≥ 0 . . . 〈en, x〉s ≥ 0

and put K (e1, . . . , en) := {x|x =
∑n

i=1 α
iei, α

i ≥ 0} which is a proper
closed clin in X generated by (ei)i=1,n . The next result holds [3].

Proposition 53. The following statements are equivalent.

(i) K (e1, . . . , en) has the (H)−property in X.
(ii) The system (S) has a nonzero solution in K (e1, . . . , en) .

Proof. If K (e1, . . . , en) has the (H)−property, then there exists
x0 ∈ K (e1, . . . , en) \ {0} (see Lemma 15) such that 〈x, x0〉s ≥ 0 for
all x ∈ K (e1, . . . , en) which implies that (S) has a nonzero solution in
K (e1, . . . , en) .

Conversely, if we suppose that (S) has a nonzero solution x0 in
K (e1, . . . , en) , then for all x :=

∑n
i=1 α

iei, α
i ≥ 0

(
i = 1, n

)
we get

〈x, x0〉s =

〈
n∑
i=1

αiei, x0

〉
s

=
n∑
i=1

αi 〈ei, x0〉s ≥ 0

and by Lemma 15, it follows thatK (e1, . . . , en) has the (H)−property.

Remark 45. If (X; (·, ·)) is a Hilbert space, then for all (ei)i=1,n

a linearly independent family of vectors, the system (S) has a nonzero
solution in K (e1, . . . , en) (see [2]).

The following results are valid in Hilbert spaces (see [2]).

Proposition 54. Let (ei)i=1,n be a linearly independent family of

vectors in X and G (e1, . . . , en) be the Gram’s matrix associated to it.
Then the system of linear inequations

G (e1, . . . , en) x̄
t ≥ 0, x̄ ∈ Rn

+

has nonzero solutions.

Proposition 55. If (ei)i=1,n is as above and F : Rn × Rn → R,

F (x̄, ȳ) := x̄G (e1, . . . , en) ȳ
t, then there exists ȳ0 ≥ 0 in Rn and ȳ0 6= 0

such that

F (x̄, ȳ0) ≥ 0 for all x̄ ≥ 0.

The following result is in connection to well-known theorems of J.
von Neuman which are important in Game Theory (see [4] or [5, p.
107]).
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Proposition 56. Let A =
(
aij
)i=1,m

j=1,n
be a matrix with real elements

and rang (A) = m ≤ n. Then there exists x̄0 ∈ Rn
+, such that Ax̄t0 ≥ 0

in Rn.

Finally, we shall give another result in connection to Ville’s theorem
(see [4] or [5, p. 130]), which is also important in Game Theory.

Proposition 57. Let A be a symmetric positive definite matrix
and g : Rn × Rn → R, g (x̄, ȳ) := x̄Aȳt. Then there exists ȳ0 ∈ Rn

+,
ȳ0 6= 0 such that: g (x̄, ȳ0) ≥ 0 for all x̄ ≥ 0.

For the proof of these results see [2], where further details and
consequences are given.
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CHAPTER 16

Convex Functions in Linear Spaces

1. Introduction

In [4], the author introduced the following definition which gener-
alizes the concepts of inner product, semi-inner product in the sense of
Lumer-Giles [6], [7] (s.i.p.) and R−semi-inner product [1].

Definition 38. Let E be a linear space over the real or complex
number field K. A mapping (·, ·)S of E × E into K will be called a
subinner product on E if the following conditions (P1 – P3) are satis-
fied:

(P1) (x, x)S 6= 0 if x 6= 0;
(P2) (λx, y)S = λ (x, y)S and (x, λy)S = λ̄ (x, y)S for all λ ∈ K and

x, y in E;
(P3) (x+ y, z)S = (x, z)S + (y, z)S for all x, y, z in E.

In paper [4], the author also considered the following concept of or-
thogonality which generalizes the classical orthogonality in inner prod-
uct spaces, the orthogonality in the sense of Giles [6] and the R−
orthogonality which was considered in [1].

Definition 39. Let E be a linear space endowed with a subinner
product. The element x ∈ E is said to be orthogonal to y ∈ E with
respect to the subinner product or S−orthogonal, for short, if (y, x)S =
0. We denote this by x ⊥Sσ y.

The following properties of S−orthogonality are obvious from the
above definition (see also [4]):

(i) x ⊥Sσ x implies x = 0;
(ii) x ⊥Sσ y, x ⊥Sσ z imply x ⊥Sσ (y + z) ;
(iii) x ⊥Sσ y, λ ∈ K imply x ⊥Sσ (λy) and (λx) ⊥Sσ y.

Now, let G be a nonempty subset of the linear space E. The set
given by: G⊥Sσ := {y ∈ E|y ⊥Sσ x for all x ∈ G} will be called the
orthogonal complement of G in the sense of subinner product (·, ·)S or
the S−orthogonal complement of G, for short.

The following properties of the S−orthogonal complement are ob-
vious by the above definition:
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(i) 0 ∈ G⊥Sσ ;
(ii) G ∩G⊥Sσ = {0} ;
(iii) αG⊥Sσ ⊆ G⊥Sσ for all α ∈ K.
We will now introduce another concept connected with the subinner

product (·, ·)S .
Definition 40. ([5]) Let (E; (·, ·)S) be a subinner product space.

The element x ∈ E will be called sub-S−orthogonal over the elementary
y ∈ E if

(S) (y, x)S ≤ 0.

We will denote this by xS y. It is clear that

(i) if x ⊥Sσ y then xS y.
(ii) xS y, x S z imply xS (y + z) ;
(iii) 0S x and xS 0 for all x ∈ E;
(iv) xS y implies (αx) S (β y) for all α, β ∈ R with α, β ≥ 0 and

x, y ∈ C.
As above, if G is a nonempty subset in the linear space E, then by

GS we will mean the sub-S−orthogonal complement of G in E, i.e.,

GS := {y ∈ E|y S x for all x ∈ G} .
We have:

(i) G⊥Sσ ⊆ GS

(ii) αGS ⊂ GS for all α ≥ 0.

2. The Estimation of Convex Functions

Suppose that (E; (·, ·)S) is a subinner product space and F : E → R
is a convex mapping, i.e., a mapping satisfying the condition:

(C) F (tx+ (1− t) y) ≤ tF (x) + (1− t)F (y)

for all t ∈ [0, 1] and x, y ∈ E.
Define the set F≤ (r) for a real number r ∈ R, i.e.,

F≤ (r) := {x ∈ E|F (x) ≤ r} .
It is known that the set F≤ (r) is a convex subset (or the empty set)
in the linear space E.

The following theorem of estimation for the mapping F in terms of
subinner products, holds ([5]).

Theorem 110. Let F : E → R be a convex function on E, r a
real number such that F≤ (r) 6= ∅ and w ∈ E\F≤ (r) such that (w)2

S :=
(w,w)S > 0. Then the following statements are equivalent:

(i) w ∈
(
F≤ (r)

)S
;
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(ii) One has the estimation:

(16.1) F (x) ≥ r +
(F (w)− r)

(w)2
S

(x,w)S for all x ∈ F≤ (r)

or, equivalently, the estimation:

(16.2) F (x) ≥ F (w) +
(F (w)− r)

(w)2
S

(x− w,w)S for all x ∈ F≤ (r) .

Proof. “(i) =⇒ (ii)”. Let x ∈ F≤ (r) , i.e., r ≥ F (x) , and put
β := r− F (x) ≥ 0. Since w ∈ F≤ (r) , we get that α := F (w)− r > 0.
By the convexity of F we have:

F

(
αx+ βw

α+ β

)
≤ αF (x) + βF (w)

α+ β

=
(F (w)− r)F (x)− (r − F (x))F (w)

F (w)− F (x)

=
r (F (w)− F (x))

F (w)− F (x)
= r

as α+ β = F (w)− F (x) > 0. Thus the element

u :=
αx+ βw

α+ β

belongs to F≤ (r) . Now, as w ∈
(
F≤ (r)

)S
, and u ∈ F≤ (r), we have

the inequality (u,w)S ≤ 0, i.e.,

(16.3) ((F (w)− r)x+ (r − F (x))w,w)S ≤ 0 for all x ∈ F≤ (r) .

A simple calculation shows that

((F (w)− r)x+ (r − F (x))w,w)S

= (F (w)− r) (x,w)S + r (w)2
S − F (x) (w)2

S .

By the inequality (16.3), we get

F (x) (w)2
S ≥ r (w)2

S + (F (w)− r) (x,w)S , x ∈ F≤ (r) .

Since (w)2
S > 0, by the above inequality we deduce the desired estima-

tion (16.1).
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Now, a simple calculation shows that

r +
(F (w)− r)

(w)2
S

(x,w)S = r +
(F (w)− r)

[
(x− w,w)S + (w)2

S

]
(w)2

S

= r +
(F (w)− r) (x− w,w)S

(w)2
S

+ (F (w)− r)

= F (w) +
(F (w)− r) (x− w,w)S

(w)2
S

,

which proves the estimation (16.2).
“(ii) = (i)”. Now, suppose that the estimation (16.1) holds. Thus,

for all x ∈ F≤ (r) we have:

0 ≥ F (x)− r +
F (w)− r

(w)2
S

(x,w)S .

Since F (w)− r > 0 because w /∈ F≤ (r) and (w)2
S > 0, we get that

(x,w)S ≤ 0 for all x ∈ F≤ (r) .

i.e., w ∈
(
F≤ (r)

)S
and the theorem is thus proved.

The above theorem had a corollary for the sublinear functional de-
fined on E.

Recall that the functional P : E → R is said to be sublinear on E
if

(a) P (x+ y) ≤ P (x) + P (y) for all x, y ∈ E;
(aa) P (α, x) = αP (x) for all x ∈ E and α ≥ 0.

Corollary 37. ([5]) Let P : E → R be a sublinear functional on E
and w ∈ E\K (P ) with (w)2

S > 0, where K (P ) := {x ∈ E|P (x) ≤ 0}
and K (P ) 6= {0} . The following statements are equivalent:

(i) w ∈ (K (P ))S ;
(ii) One has the estimation:

P (x) ≥ P (w)

(w)2
S

(x,w)S for all x ∈ K (P ) .

Proof. Since the mapping P is convex, then we can apply Theo-
rem 110 for F = P and r = 0.

The case of linear functionals is embodied in the following proposi-
tion ( [5]).

Proposition 58. Let f : E → R be a linear functional on E and
w ∈ E\Ker (f) . Then the following statements are equivalent:

(i) w ⊥S Ker (f) ;
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(ii) One has the representation:

(16.4) f (x) =
f (w)

(w)2
S

(x,w)S for all x ∈ E.

Proof. “(i) =⇒ (ii)”. Let us assume that w ⊥S Ker (f) . For all
x ∈ E we have that f (x)w−f (w)x ∈ Ker (f) as f (f (x)w − f (w)x) =
0. Thus we have (f (x)w − f (w)x,w)S = 0 for all x ∈ E.

Since

(f (x)w − f (w)x,w)S = f (x) (w)2
S − f (w) (x,w)S for all x ∈ E

and (w)2
S 6= 0 because w 6= 0, we derive the desired representation

(16.4).
“(ii) ⊥ (i)”. Since w /∈ Ker (f) , we have that f (w) 6= 0. Thus, by

the representation (16.4), we have

0 =
f (w)

(w)2
S

(x,w)S for all x ∈ Ker (f) ,

which gives that w ⊥ Ker (f) and the proposition is proved.

If we wish to obtain a lower bound for the convex mapping F for
all x in E we have to assume more on the element w as in the above
theorem.

Theorem 111. ([5]) Let F : E → R be a convex mapping and there
be a w ∈ E\F≤ (r) for a real number r ∈ R such that (−w) ∈ F≤ (r) .

If w ∈
(
F≤ (r)

)S
, then we have the estimation:

(16.5) F (x) ≥


r +

F (w)− r

(w)2
S

(x,w)S for all x ∈ F≤ (r) ,

r +
r − F (−w)

(w)2
S

(x,w)S for all x ∈ E\F≤ (r) .

Proof. As w ∈
(
F≤ (r)

)S
and (−w) ∈ F≤ (r) then (w,−w)S < 0,

i.e., (w)2
S > 0. Now, by the implication (i) =⇒ (ii) of Theorem 110 we

get the first of the estimation (16.5) for all x ∈ F≤ (r) .
Now, let x ∈ E\F≤ (r) . Then F (x) > r and thus α := F (x)− r >

0. Since (−w) ∈ F≤ (r) we get that β := r − F (−w) ≥ 0. Let us put:

u :=
α (−w) + βx

α+ β
=

(F (x)− r) (−w)− (r − F (−w))x

F (x)− F (−w)
.
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By the convexity of F we get that

F (u) ≤ (F (x)− r)F (−w)− (r − F (−w))F (x)

F (x)− F (−w)
= r,

i.e., u ∈ F≤ (r) . Since w ∈
(
F≤ (r)

)S
we obtain that

(16.6) ((r − F (−w))x+ (F (x)− r) (−w) , w)S ≤ 0

for all x ∈ E\F≤ (r) .

However,

((r − F (−w))x− (F (x)− r)w,w)S

= (r − F (−w)) (x,w)S − (F (x)− r) (w)2
S .

Then from (16.6) we get the second part of the inequality (16.5).

The following corollary holds ([5]).

Corollary 38. Let P : E → R be a sublinear mapping on E
and w ∈ E\K (P ) , with K (P ) 6= {0} such that (−w) ∈ K (P ) . If

w ∈ (K (P ))S , then we have the estimation:

P (x) ≥


P (w)

(w)2
S

(x,w)S for all x ∈ K (P ) ,

−P (−w)

(w)2
S

(x,w)S for all x ∈ X\K (P ) .

The proof is obvious by the above theorem and we shall omit the
details.

By the above results we can also state the following consequence
([5]).

Consequence 1. Let F : E → R be a convex mapping on E, x0, w ∈
E such that F (w) > F (x0) and (w)2

S > 0. Then the following state-
ments are equivalent:

(i) w ∈ (L (F, x0))
S ;

(ii) The following estimation holds:

F (x) ≥ F (x0) +
F (w)− F (x0)

(w)2
S

(x,w)S for all x ∈ L (F, x0) ,

where L (F ;x0) := {x ∈ E|F (x) ≤ F (x0)} .
Now, let F be a convex mapping on E and x0, w ∈ E such that

F (w) > F (x0) > F (−w) .
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If w ∈ (L (F, x0))
S , then we have the estimation:

F (x) ≥


F (x0) +

F (w)− F (x0)

(w)2
S

(x,w)S for all x ∈ L (F, x0) ,

F (x0) +
F (x0)− F (−w0)

(w)2
S

(x,w)S for all x ∈ E\L (F, x0) .

The proofs are obvious by Theorems 110 and 111 by choosing r =
F (x0) . We shall omit the details.

In what follows, we will apply the above results in the case of
smooth normed spaces which obviously contains the case of inner prod-
uct spaces.

3. Applications to Real Normed Linear Spaces

We give the following definition ([5]).

Definition 41. Let E be a real normed space and [·, ·] a s.i.p.
which generates its norm. The element x ∈ E is said to be G−suborthogonal
over the element y ∈ E (relative to the s.i.p. [·, ·]) if [y, x] ≤ 0. We
denote by AS(G) = {y ∈ E : [x, y] ≤ 0 for all x ∈ A} , where A ⊆ E.

By the use of the results established in the previous section, we can
state the following lemmas and corollaries.

Theorem 112. ([5]) Let F : E → R be a convex mapping on the
real normed space E [·, ·] a s.i.p. which generates the norm of E, r a
real number such that F≤ (r) 6= ∅ and w ∈ E\F≤ (r) with w 6= 0. Then
the following statements are equivalent:

(i) w ∈
(
F≤ (r)

)S(G)
;

(ii) One has the estimation

(16.7) F (x) ≥ r +
F (w)− r

‖w‖2 [x,w] for all x ∈ F≤ (r) .

The case of sublinear functionals is embodied in the following corol-
lary ( [5]).

Corollary 39. Suppose E, [·, ·] are as above and p : E → R is a
sublinear functional on E. If w ∈ E\K (p) and K (p) 6= {0} , then the
following statements are equivalent:

(i) w ∈ (K (p))S(G) ;
(ii) One has the estimation:

p (x) ≥ p

(
w

‖w‖

)[
x,

w

‖w‖

]
for all x ∈ K (p) .



232 16. CONVEX FUNCTIONS IN LINEAR SPACES

If we want to obtain as estimation for all elements x in E we have
to assume more about the element w.

Theorem 113. ([5]) Let E, [·, ·] be as above and w ∈ E\F≤ (r) such

that (−w) ∈ F≤ (r) . If w ∈
(
F≤ (r)

)S(G)
, then we have the estimation:

F (x) ≥


r +

F (w)− r

‖w‖

[
x,

w

‖w‖

]
for all x ∈ F≤ (r) ,

r +
r − F (−w)

‖w‖

[
x,

w

‖w‖

]
for all x ∈ E\F≤ (r) .

Finally, the following corollary also holds ([5]).

Corollary 40. Let p : E → R be a sublinear mapping on E, w ∈
E\K (p) (K (p) 6= {0}) such that (−w) ∈ K (p) . If w ∈ (K (p))S(G) ,
then we have the estimation:

p (x) ≥


p

(
w

‖w‖

)[
x,

w

‖w‖

]
for all x ∈ K (p) ,

−p
(
−w
‖w‖

)[
x,

w

‖w‖

]
for all x ∈ E\K (p) .

4. Applications in Hilbert Spaces

The following theorem of estimation holds ([5]).

Theorem 114. Let (H; 〈·, ·〉) be a real Hilbert space, F : H → R
a continuous convex mapping on H, r ∈ R such that 0 /∈ F≤ (r) . Then
there exists an element w ∈ H such that w /∈ F≤ (r) , −w ∈ F≤ (r) and
the following estimation holds:
(16.8)

F (x) ≥


r +

F (w)− r

‖w‖

〈
x,

w

‖w‖

〉
for all x ∈ F≤ (r) ,

r +
r − F (−w)

‖w‖

〈
x,

w

‖w‖

〉
for all x ∈ H\F≤ (r) .

Proof. As F is a continuous function, F≤ (r) is a closed convex
set in H. Since 0 /∈ F≤ (r) , there exists a unique element g0 ∈ F≤ (r)
such that d

(
0, F≤ (r)

)
= d (0, g0) , i.e.,

‖g0‖ = inf
g∈F≤(r)

{‖g‖} .

On the other hand, because F≤ (r) is convex, we have that

‖g0‖ ≤ ‖(1− t) g0 + tg‖ for all g ∈ F≤ (r) and t ∈ [0, 1]
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which gives us

‖g0‖2 ≤ ‖g0 + t (g − g0)‖2 = ‖g0‖2 + 2 〈g0, g − g0〉 t+ t2 ‖g − g0‖2

for all g ∈ F≤ (r) and t ∈ [0, 1] , which implies that

t ‖g − g0‖2 + 2 〈g0, g − g0〉 ≥ 0 for all t ∈ [0, 1] .

Letting t → 0, t > 0, we get 〈g0, g − g0〉 ≥ 0, i.e., 〈g0, g〉 ≥ ‖g0‖2 and
thus 〈−g0, g〉 ≤ 0 for all g ∈ F≤ (r) , i.e., the element w := −g0 satisfies
the conditions

−w ∈ F≤ (r) and w ∈
(
F≤ (r)

)S
.

If we assume that w ∈ F≤ (r) , then 〈w,w〉 = ‖w‖2 ≤ 0 which implies
that w = 0, i.e., y0 = 0, which produces a contradiction. Thus w /∈
F≤ (r) .

Applying Theorem 111 for w as above, we get the equation (16.8).
The theorem is thus proved.

Corollary 41. ([5]) Let H,F be as above and x0 ∈ H such that
F (0) > F (x0) . Then there exists w ∈ H such that F (w) > F (x0) ≥
F (−w) and the following estimation
(16.9)

F (x) ≥


F (x0) +

F (w)− F (x0)

‖w‖

〈
x,

w

‖w‖

〉
for all x ∈ L (F, x0) ,

F (x0) +
F (x0)− F (−w)

‖w‖

〈
x,

w

‖w‖

〉
for all x ∈ H\L (F, x0) .

holds.

The case of sublinear functionals is embodied in the following.

Theorem 115. ([5]) Let p : H → R be a continuous sublinear
functional such that K (p) is not a linear subspace. Then there exists
an element u ∈ H, ‖u‖ = 1 such that

(16.10) p (x) ≥

 p (u) 〈x, u〉 for all x ∈ K (p) ,

−p (−u) 〈x, u〉 for all x ∈ H\K (p) .

Proof. As K (p) is not a linear subspace there exists an element
x0 ∈ K (p) such that −x0 /∈ K (p) .

Indeed, if we assume that for all x ∈ K (p) we have that −x ∈ K (p)
we would deduce that K (p) = −K (p) , i.e., K (p) is a linear subspace
of H, which produces a contradiction. Put y0 := −x0 with x0 as above.
Since K (p) is a closed subset of H and H is a Hilbert space, there
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exists a unique element g0 ∈ K (p) such that d (y0, K (p)) = d (y0, g0) ,
i.e.,

(16.11) ‖y0 − g0‖ ≤ ‖y0 − g‖ for all g ∈ K (p) .

Since g0 ∈ K (p) , then for all α ≥ 0 we have that g0 + αg1 ∈ K (p) for
all g1 ∈ K (p) . Thus, by the inequality (16.11) we get that

‖y0 − g0‖ ≤ ‖y0 − g0 − αg1‖2 for all α ≥ 0 and g1 ∈ K (p)

and thus

‖y0 − g0‖2 ≤ ‖y0 − g0 − αg1‖2 = ‖y0 − g0‖− 2α 〈y0 − g0, g1〉+α2 ‖g1‖2

from which we get

2α 〈y0 − g0, g1〉 ≤ α2 ‖g1‖2 for all α ≥ 0 and g1 ∈ K (p)

which implies that

2 〈y0 − g0, g1〉 ≤ 2 ‖g1‖ for all α > 0 and g1 ∈ K (p) .

Letting α → 0, α > 0 we deduce that 〈y0 − g0, g1〉 ≤ 0, i.e., y0 − g0 ∈
K (p)S . Denote by w := y0−g0. Thus w ∈ (K (p))S and −w = g0−y0 =
g0 + x0 ∈ K (p) as g0 and x0 ∈ K (p) . Now, if we apply Corollary 38
for the element w in the Hilbert space H, we derive

p (x) ≥


p

(
w

‖w‖

)〈
x,

w

‖w‖

〉
for all x ∈ K (p) ,

−p
(
−w
‖w‖

)〈
x,

w

‖w‖

〉
for all x ∈ H\K (p) .

Choosing u := w
‖w‖ , we get the equation (16.10). The proof is com-

pleted.

Remark 46. The above theorem was first proved in the paper [3]
using a different argument.

Remark 47. If p = f 6= 0 is a continuous linear functional, then
by (16.10) we get that f (x) = f (u) 〈x, u〉 for all x ∈ H, i.e., the well
known Riesz’s representation theorem in Hilbert spaces.
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normed linear spaces, L’Anal. Num. Théor. L’Approx., (Cluj), 17 (1988), 125-
132.

[3] S.S. DRAGOMIR, On sublinear functionals in real Hilbert spaces (Romanian),
Stud. Cerc. Mat., 41 (1989), 23-32.

[4] S.S. DRAGOMIR, Best approximation in linear spaces endowed with subinner
products, Mathematica Balkanica, 5 (1991), 271-278.

[5] S.S. DRAGOMIR and P.L. KANNAPAN, Some estimation of convex mappings
in linear spaces endowed with subinner products, Bull. Allahabad Math. Soc.,
12-13 (1997-1998), 23-35.

[6] J.R. GILES, Classes of semi-inner-product spaces, Trans. Amer. Math. Soc.,
129 (1967), 436-446.

[7] G. LUMER, Semi-inner-product spaces, Trans. Amer. Math. Soc., 100 (1961),
25-43.

235





CHAPTER 17

Representation of Linear Forms

1. Introduction

Let I be a unitary associative ring and M a left module over I. The
following concept is a natural generalization of inner product, semi-
inner product in the sense of Lumer-Giles [3] and Tapia [4], or R−semi-
inner product introduced in [1].

Definition 42. A mapping (·, ·)S : M ×M → I is called a semi-
subinner product on M, if the following conditions hold:

(S1) (x+ y, z)S = (x, z)S + (y, z)S , x, y, z ∈M ;

(S2) (αx, y)S = α (x, y)S , α ∈ I, x, y ∈M.

In addition, if the relation (S3) is valid too:

(S3) (x, x)S 6= 0 if x 6= 0;

then (·, ·)S is called a subinner product on M.

We remark that the above definition can be reformulated for a right
or bilateral module over a unitary associative ring. We omit the details.

In what follows, by an involution on I, we understand a mapping

I 3 r ∗7−→ r∗ ∈ I satisfying the conditions:

(I1) (r + t)∗ = r∗ + t∗, r, t ∈ I;

(I2) (rt)∗ = t∗r∗, r, t ∈ I;

(I3) (r∗)∗ = r, r ∈ I;

(I4) 1∗ = 1, where 1 is the unit of I.

237



238 17. REPRESENTATION OF LINEAR FORMS

Definition 43. ([2]) A semi-subinner product or a subinner prod-
uct on M is said to be ∗− homogeneous on I, if the following condition
is valid

(S4) (x, αy)S = α∗ (x, y)S , α ∈ I, x, y ∈M.

If I is a commutative and unitary ring and ∗ : I → I, r∗ = r for all
r ∈ I, then (·, ·)S is said to be homogeneous on I.

Further, we shall give some examples of semi-subinner products or
subinner products on left I−modules.

2. Examples of Semi-Subinner Products

Let I be a unitary associative ring, ∗ : I → I an involution on
I and n a natural number, n ≥ 1. Then In endowed with the usual
operations is a left I−module. Then the mapping is given by:

(17.1) (·, ·)n : In × In → I, (x, y)n :=
n∑
i=1

xiyi,

respectively

(17.2) (·, ·)∗n : In × In → I, (x, y)∗n :=
n∑
i=1

xiy
∗
i ,

where x = (x1, . . . , xn) , y = (y1, . . . , yn) ∈ In, are semi-subinner prod-
ucts on In.

If we suppose that the ring I is commutative, then (·, ·)n is homo-
geneous and (·, ·)∗n is ∗−homogeneous on I.

Let M be a free I−module of the finite type and E = {ei}i=1,n a
base in M. If the elements x, y ∈M are given by:

(17.3) x =
n∑
i=1

αiei, y =
n∑
i=1

βiei; αi, βi ∈ I, i = 1, n,

then we can define the mappings:

(17.4) M ×M 3 (x, y) → (x, y)E :=
n∑
i=1

αiβi ∈ I

and

(17.5) M ×M 3 (x, y) → (x, y)∗E :=
n∑
i=1

αiβ
∗
i ∈ I.

It is clear that the mappings (·, ·)E and (·, ·)∗E are semi-subinner
products on M and if I is commutative, then (·, ·)E is homogeneous on
I and (·, ·)∗E is ∗−homogeneous on I.



3. REPRESENTATION OF LINEAR FORMS 239

Let M be a left I−module, ψ a nonzero linear form on M and
χ : M →M. Then the mappings:

(17.6) (·, ·)ψχ : M ×M → I, (x, y)ψχ := ψ (x)χ (y) , x, y ∈M ;

and

(17.7) (·, ·)∗ψχ : M ×M → I, (x, y)∗ψχ := ψ (x)χ∗ (y) , x, y ∈M ;

are semi-subinner products in M.
If I is commutative and χ is homogeneous on M, i.e., χ (αx) =

αχ (x) , α ∈ I, x ∈ M, then (·, ·)ψχ will be a homogeneous semi-

subinner product on M and (·, ·)∗ψχ will be ∗−homogeneous on M.

Let us consider a semi-subinner product on M, (·, ·)S : M×M → I,
L : M → M a linear transformation of M into M and χ : M → M.
Then

(17.8) (·, ·)L : M ×M → I, (x, y)L := (L (x) , χ (y))S , x, y ∈M,

is a semi-subinner product onM. If we assume that (·, ·)S is ∗−homogeneous
on I and χ is a homogeneous mapping onM, then (·, ·)L is ∗−homogeneous
as well.

Let I be an (unitary) integrity ring. Then I is a left I−module and
the mapping given by

(17.9) (·, ·)I : I × I → I, (x, y)I := xy,

is a subinner product on I.
In addition, if we suppose that I is commutative, then (·, ·)1 is a

homogeneous subinner product on I.
Every inner product or semi-inner product in the sense of Lumer,

are homogeneous or antihomogeneous subinner products on real or
complex linear spaces.

The following section of the present chapter is devoted to the study
of some theorems of representation for the linear forms defined on left
I−modules in terms of semi-subinner products.

3. Representation of Linear Forms

In this section, we point out the following concept which general-
izes the orthogonality in the sense of Lumer-Giles or R−orthogonality
introduced in [1].

Definition 44. ([2]) Let M be a left I−module and (·, ·)S : M ×
M → I a semi-subinner product on M. The element x ∈ M is said to
be orthogonal over y ∈M in the sense of semi-subinner product or, for
short, S−orthogonal over y, iff (y, x)S = 0. We note that x ⊥Sσ y.
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The following properties of S−orthogonality are evident by the
above definition:

(i) x ⊥Sσ y, x ⊥Sσ z =⇒ x ⊥Sσ (y + z) ;
(ii) x ⊥Sσ y, α ∈ I =⇒ x ⊥Sσ αy;

and if (·, ·)S is ∗−homogeneous, then
(iii) x ⊥Sσ y, α ∈ I =⇒ αx ⊥Sσ y.

If E is a non-empty set, then

E⊥Sσ := {y ∈M |y ⊥Sσ x, x ∈ E} ,
is called the orthogonal complement of E in the semi-subinner product
sense or, for short, S−orthogonal complement of E.

If (·, ·)S is homogeneous, then 0 ∈ E⊥Sσ and if (·, ·)S is a subinner
product on M, then E ∩ E⊥Sσ ⊆ {0} .

Now, we can give the first result of representation for the linear
form on a left I−module endowed with a semi-subinner product [2].

Theorem 116. Let M be a left I−module, (·, ·)S : M ×M → I a
semi-subinner product on M, f ∈M∗ a nonzero linear form on M and
w ∈M\ {0} .

If the following conditions hold:

(i) f (x) f (w) = f (w) f (x) , x ∈M ;
(ii) (w,w)S is invertible in I;

(iii) w ∈ Ker (f)⊥Sσ ;

then we have the representation:

(17.10) f (x) = f (w) (x,w)S (w,w)−1
S

for all x ∈M.

Proof. Let x ∈M. Then we have

f (f (x)w − f (w)x) = f (x) f (w)− f (w) f (x) ,

and by condition (i), one obtains

f (x)w − f (w)x ∈ Ker (f) .

On the other hand, since w ⊥S Ker (f) , we have

(f (x)w − f (w)x,w)S = 0, x ∈M,

and by linearity of (·, ·)S it results that:

f (x) (w,w)S = f (w) (x,w)S , x ∈M.

Since (w,w)S is invertible on I, by multiplying with (w,w)−1
S , we de-

duce (17.10).
The theorem is thus proved.
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Remark 48. If the scalar ring I is commutative, then condition (i)
is satisfied and relation (ii) and (iii) implies representation (17.10).

Corollary 42. ([2]) Let M be a left I−module on a commutative
ring, (·, ·)S a ∗−homogeneous semi-subinner product on M, f ∈ M∗ a
nonzero linear form and w ∈M\ {0} . If conditions (ii) and (iii) of the
above theorem are satisfied, then there exists uf (w) ∈M such that:

(17.11) f (x) = (x, uf (w))S , x ∈M.

In addition, the representation element uf (w) is given by

(17.12) uf (w) =
(
f (w) (w,w)−1

S

)∗
w.

Proof. By the above theorem, we have f (x) = f (w) (w,w)−1
S (x,w)S ,

x ∈ M. Putting uf (w) :=
(
f (w) (w,w)−1

S

)∗
w and since (·, ·)S is ∗−

homogeneous, then representation (17.11) holds.

The following theorem gives a sufficient and necessary condition of
representation for the linear forms defined on I−modules.

Theorem 117. ([2]) Let M be a left module on integrity ring I,
(·, ·)S a semi-subinner product on M, f ∈ M∗ a nonzero linear form,
w ∈M\ {0} .

If the following conditions hold:

(i) f (x) f (w) = f (w) f (x) , x ∈M ;
(ii) (w,w)S is invertible in I;

then the following sentences are equivalent:

(iii) w ∈ Ker (f)⊥Sσ ;
(iv) f (x) = f (w) (x,w)S (w,w)−1

S for all x ∈M.

Proof. The implication “(iii) =⇒ (iv)” follows by Theorem 116.
“(iv) =⇒ (iii)”. By relation (iv) we have

(17.13) 0 = f (x) = f (w) (x,w)S (w,w)−1
S , x ∈ Ker (f) .

Firstly, we remark that f (w) 6= 0, since if we suppose that f (w) = 0,
we have f (x) = 0 for all x ∈M, which produces a contradiction.

By multiplying with (w,w)S 6= 0, we obtain from (17.13)

f (w) (x,w)S = 0 for all x ∈ Ker (f) .

Since f (w) 6= 0 and I is an integrity ring, we deduce (x,w)S = 0

for all x ∈ Ker (f) which implies w ∈ Ker (f)⊥Sσ .
The theorem is thus proved.

Remark 49. If the ring I is commutative and condition (ii) holds,
then relations (iii) and (iv) are equivalent.
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Corollary 43. ([2]) Let M be a left I−module over an integrity
and commutative ring, (·, ·)S a ∗−homogeneous semi-subinner product
on M, f ∈ M∗\ {0} and w ∈ M\ {0} . If condition (ii) holds, then the
following assertions are equivalent:

(iii) w ∈ Ker (f)⊥Sσ ;
(iv) f (x) = (x, uf (w))S for all x ∈M
where uf (w) is given by

(17.14) uf (w) :=
(
f (w) (w,w)−1

S

)∗
w.

The proof follows by Remark 49 and Corollary 42. We omit the
details.

4. Applications

Let I be an associative unitary ring, f ∈ End (I) , f 6= 0, and
w ∈ I\ {0} . If the following conditions hold:

(i) f (x) f (w) = f (w) f (x) , x ∈ I;
(ii) w2 is invertible in I;
(iii) xw = 0 for all x ∈ Ker (f) ;

then we have the representation

(17.15) f (x) = f (w)xw
(
w2
)−1

, x ∈ I.
If I is commutative, then relations (ii) and (ii) imply

(17.16) f (x) = f (w)w
(
w2
)−1

x, x ∈ I.
The proof follows by Theorem 116 for the I−module I endowed

with semi-subinner product given by:

(·, ·) : I × I → I, (x, y)S := xy.

If I is commutative and ∗ : I → I is an involution on I and the
following conditions hold:

(ii) ww∗ is invertible in I;
(iii) xw∗ = 0 for all x ∈ Ker (f) ;

then there exists uf (w) ∈ I such that:

(17.17) f (x) = xuf (w)∗ , x ∈ I
and uf (w) is given by

(17.18) uf (w) :=
(
f (w) (ww∗)−1)w∗.

The proof follows by Corollary 42. We omit the details.
Let I be an associative unitary ring ϕ, f ∈ End (I) \ {0} , and w ∈

I\ {0} . If the following conditions hold:
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(i) f (x) f (w) = f (w) f (x) , x ∈ I;
(ii) ϕ (w)w is invertible in I;
(iii) ϕ (x) = 0, x ∈ Ker (f) ;

then we have the representation

(17.19) f (x) = f (w)ϕ (x)w (ϕ (w)w)−1 for all x ∈ I.

If the ring is commutative, then relation (ii) and (iii) imply:

(17.20) f (x) = f (w)w (ϕ (w)w)−1 ϕ (x) for all x ∈ I.

The proof follows by Theorem 116 for the I−module I endowed
with semi-subinner product (·, ·)ϕ : I × I → I, (x, y)ϕ = ϕ (x) y.

If I is commutative and ∗ : I → I is an involution on I and the
following conditions hold:

(ii) ϕ (w)w∗ is invertible in I;
(iii) ϕ (x)w∗ = 0, x ∈ Ker (f) ;

then we have the representation

(17.21) f (x) = ϕ (x)u∗f (w) for all x ∈ I,

where uf (w) is given by

uf (w) := f (w)
(
ϕ (w)w−1

)∗
w∗.

The proof follows by Corollary 42. We omit the details.
Finally, if we suppose that I is an integrity ring and the following

conditions:

(i) f (x) f (w) = f (w) f (x) , x ∈ I;
(ii) ϕ (w)w is invertible in I;

are true, then the following assertions are equivalent:

(iii) ϕ (x) = 0, x ∈ Ker (f) ;
(iv) f (x) = f (w)ϕ (x)w (ϕ (w)w)−1 .

Let I be an associative unitary ring, In (n ≥ 1) , the left I−module
and w ∈ In, w 6= 0. If f ∈ (In)∗ is a nonzero linear form and the
following conditions hold:

(i) f (x) f (w) = f (w) f (x) , x ∈ In;
(ii)

∑n
i=1w

2
i is invertible in I, where w = (w1, . . . , wn) ;

(iii)
∑n

i=1 xiwi = 0, x = (x1, . . . , xn) ∈ Ker (f) ;

then we have the representation:

(17.22) f (x) = f (w)

(
n∑
i=1

xiwi

)(
n∑
i=1

w2
i

)−1

, x ∈ In.
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If the ring is commutative, then condition (i) is fulfilled and (ii) and
(iii) imply the existence of an element uf (w) =

(
u1
f (w) , . . . , u2

f (w)
)
∈

In with the property:

(17.23) f (x) =
n∑
i=1

xiu
i
j (w) , x = (x1, . . . , xn) ∈ In,

and, in addition, uij (w)
(
i = 1, n

)
are given by

(17.24) uij (w) = f (w)

(
n∑
i=1

w2
i

)−1

wi
(
i = 1, n

)
.

The proof follows by Theorem 116 and by Corollary 42 for the
semi-subinner product (·, ·)n : In × In → I, (x, y)n :=

∑n
i=1 xiwi.

Now, if we suppose that I is an integrity ring and conditions (i)
and (ii) are satisfied, then the following sentences are equivalent:

(iii)
∑n

i=1 xiwi = 0, x = (x1, . . . , xn) ∈ Ker (f) ;

(iv) f (x) = f (w) (
∑n

i=1 xiwi) (
∑n

i=1w
2
i )
−1
, x ∈ In.

In addition, if we suppose that I is commutative and condition (ii)
is verified, then (iii) is equivalent with

(17.25) f (x) =
n∑
i=1

xiu
i
j (w) , x = (x1, . . . , xn) ∈ In

and uij (w)
(
i = 1, n

)
, are as given by (17.24).
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