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Preface

It was noted in the preface of the book “Inequalities Involving Functions and Their
Integrals and Derivatives”, Kluwer Academic Publishers, 1991, by D.S. Mitrinović,
J.E. Pečarić and A.M. Fink; since the writing of the classical book by Hardy, Lit-
tlewood and Polya (1934), the subject of differential and integral inequalities has
grown by about 800%. Ten years on, we can confidently assert that this growth will
increase even more significantly. Twenty pages of Chapter XV in the above men-
tioned book are devoted to integral inequalities involving functions with bounded
derivatives, or, Ostrowski type inequalities. This is now itself a special domain of
the Theory of Inequalities with many powerful results and a large number of ap-
plications in Numerical Integration, Probability Theory and Statistics, Information
Theory and Integral Operator Theory.

The main aim of this present book, jointly written by the members of the Victoria
University node of RGMIA (Research Group in Mathematical Inequalities and Ap-
plications, http://rgmia.vu.edu.au), is to present a selected number of results on
Ostrowski type inequalities. Results for univariate and multivariate real functions
and their natural applications in the error analysis of numerical quadrature for both
simple and multiple integrals as well as for the Riemann-Stieltjes integral are given.

In Chapter 1, authored by S.S. Dragomir and T.M. Rassias, generalisations of the
Ostrowski integral inequality for mappings of bounded variation and for absolutely
continuous functions via kernels with n−branches including applications for general
quadrature formulae, are given.

Chapter 2, authored by A. Sofo, builds on the work in Chapter 1. He investigates
generalisations of integral inequalities for n-times differentiable mappings. With
the aid of the modern theory of inequalities and by use of a general Peano kernel,
explicit bounds for interior point rules are obtained. Firstly, he develops inte-
gral equalities which are then used to obtain inequalities for n-times differentiable
mappings on the Lebesgue spaces L∞[a, b], Lp [a, b], 1 < p < ∞ and L1[a, b]. Sec-
ondly, some particular inequalities are obtained which include explicit bounds for
perturbed trapezoid, midpoint, Simpson’s, Newton-Cotes, left and right rectangle
rules. Finally, inequalities are also applied to various composite quadrature rules
and the analysis allows the determination of the partition required for the accuracy
of the result to be within a prescribed error tolerance.

In Chapter 3, authored by P. Cerone and S.S. Dragomir, a unified treatment of
three point quadrature rules is presented in which the classical rules of mid-point,
trapezoidal and Simpson type are recaptured as particular cases. Riemann inte-
grals are approximated for the derivative of the integrand belonging to a variety
of norms. The Grüss inequality and a number of variants are also presented which
provide a variety of inequalities that are suitable for numerical implementation.
Mappings that are of bounded total variation, Lipschitzian and monotonic are also
investigated with relation to Riemann-Stieltjes integrals. Explicit a priori bounds
are provided allowing the determination of the partition required to achieve a pre-
scribed error tolerance.
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It is demonstrated that with the above classes of functions, the average of a mid-
point and trapezoidal type rule produces the best bounds.

In Chapter 4, authored by P. Cerone, product branches of Peano kernels are used
to obtain results suitable for numerical integration. In particular, identities and
inequalities are obtained involving evaluations at an interior and at the end points.
It is shown how previous work and rules in numerical integration are recaptured
as particular instances of the current development. Explicit a priori bounds are
provided allowing the determination of the partition required for achieving a pre-
scribed error tolerance. In the main, Ostrowski-Grüss type inequalities are used to
obtain bounds on the rules in terms of a variety of norms.

In Chapter 5, authored by N.S. Barnett, P. Cerone and S.S. Dragomir, new results
for Ostrowski type inequalities for double and multiple integrals and their applica-
tions for cubature formulae are presented. This work is then continued in Chapter
6, authored by G. Hanna, where an Ostrowski type inequality in two dimensions for
double integrals on a rectangle region is developed. The resulting integral inequal-
ities are evaluated for the class of functions with bounded first derivative. They
are employed to approximate the double integral by one dimensional integrals and
function evaluations using different types of norms. If the one-dimensional integrals
are not known, they themselves can be approximated by using a suitable rule, to
produce a cubature rule consisting only of sampling points.

In addition, some generalisations of an Ostrowski type inequality in two dimensions
for n - time differentiable mappings are given. The result is an integral inequality
with bounded n - time derivatives. This is employed to approximate double inte-
grals using one dimensional integrals and function evaluations at the boundary and
interior points.

In Chapter 7, authored by John Roumeliotis, weighted quadrature rules are inves-
tigated. The results are valid for general weight functions. The robustness of the
bounds is explored for specific weight functions and for a variety of integrands. A
comparison of the current development is made with traditional quadrature rules
and it is demonstrated that the current development has some advantages. In par-
ticular, this method allows the nodes and weights of an n point rule to be easily
obtained, which may be preferential if the region of integration varies. Other explicit
error bounds may be obtained in advance, thus making it possible to determine the
weight dependent partition required to achieve a certain error tolerance.

In the last chapter, S.S. Dragomir presents recent results in approximating the
Riemann-Stieltjes integral by the use of Trapezoid type, Ostrowski type and Grüss
type inequalities. Applications for certain classes of weighted integrals are also
given.

This book is intended for use in the fields of integral inequalities, approximation
theory, applied mathematics, probability theory and statistics and numerical anal-
ysis.
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CHAPTER 1

Generalisations of Ostrowski Inequality and
Applications

by

S.S. DRAGOMIR and T.M. RASSIAS

Abstract Generalizations of Ostrowski integral inequality for mappings of
bounded variation and for absolutely continuous functions via kernels with
n−branches plus applications for general quadrature formulae are given.

1.1. Introduction

The following result is known in the literature as Ostrowski’s inequality (see for
example [22, p. 468]).
Theorem 1.1. Let f : [a, b] → R be a differentiable mapping on (a, b) with the
property that |f ′ (t)| ≤M for all t ∈ (a, b). Then

(1.1)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)2
(b− a)2

]
(b− a)M

for all x ∈ [a, b].
The constant 1

4 is the best possible in the sense that it cannot be replaced by a
smaller constant.

A simple proof of this fact can be done by using the identity:

(1.2) f (x) =
1

b− a

∫ b

a

f (t) dt+
1

b− a

∫ b

a

p (x, t) f ′ (t) dt, x ∈ [a, b] ,

where

p (x, t) :=

 t− a if a ≤ t ≤ x

t− b if x < t ≤ b

which also holds for absolutely continuous functions f : [a, b] → R.

The following Ostrowski type result for absolutely continuous functions holds (see
[17], [20] and [18]).

1



1. GENERALISATIONS OF OSTROWSKI INEQUALITY AND APPLICATIONS 2

Theorem 1.2. Let f : [a, b] → R be absolutely continuous on [a, b]. Then, for all
x ∈ [a, b], we have:∣∣∣∣∣f (x)− 1

b− a

∫ b

a

f (t) dt

∣∣∣∣∣(1.3)

≤



[
1
4 +

(
x− a+b

2
b−a

)2
]

(b− a) ‖f ′‖∞ if f ′ ∈ L∞ [a, b] ;

1

(p+1)
1
p

[(
x−a
b−a

)p+1

+
(

b−x
b−a

)p+1
] 1
p

(b− a)
1
p ‖f ′‖q if f ′ ∈ Lq [a, b] ,

1
p + 1

q = 1, p > 1;[
1
2 +

∣∣∣x− a+b
2

b−a

∣∣∣] ‖f ′‖1 ;

where ‖·‖r (r ∈ [1,∞]) are the usual Lebesgue norms on Lr [a, b], i.e.,

‖g‖∞ := ess sup
t∈[a,b]

|g (t)|

and

‖g‖r :=

(∫ b

a

|g (t)|r dt

) 1
r

, r ∈ [1,∞).

The constants 1
4 , 1

(p+1)
1
p

and 1
2 respectively are sharp in the sense presented in

Theorem 1.1.

The above inequalities can also be obtained from the Fink result in [21] on choosing
n = 1 and performing some appropriate computations.

If one drops the condition of absolute continuity and assumes that f is Hölder
continuous, then one may state the result (see [15])
Theorem 1.3. Let f : [a, b] → R be of r −H−Hölder type, i.e.,

(1.4) |f (x)− f (y)| ≤ H |x− y|r , for all x, y ∈ [a, b] ,

where r ∈ (0, 1] and H > 0 are fixed. Then for all x ∈ [a, b] we have the inequality:∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣(1.5)

≤ H

r + 1

[(
b− x

b− a

)r+1

+
(
x− a

b− a

)r+1
]

(b− a)r
.

The constant 1
r+1 is also sharp in the above sense.

Note that if r = 1, i.e., f is Lipschitz continuous, then we get the following version
of Ostrowski’s inequality for Lipschitzian functions (with L instead of H) due to
S.S. Dragomir ([13], see also [2])

(1.6)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
1

4
+

(
x− a+b

2

b− a

)2
 (b− a)L.

Here the constant 1
4 is also best.
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Moreover, if one drops the condition of the continuity of the function, and assumes
that it is of bounded variation, then the following result due to Dragomir [11] may
be stated (see also [14] or [2]).

Theorem 1.4. Assume that f : [a, b] → R is of bounded variation and denote by
b∨
a

its total variation. Then

(1.7)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
2

+

∣∣∣∣∣x− a+b
2

b− a

∣∣∣∣∣
]

b∨
a

(f)

for all x ∈ [a, b].
The constant 1

2 is the best possible.

If we assume more about f , i.e., f is monotonically increasing, then the inequality
(1.7) may be improved in the following manner [12] (see also [2]).

Theorem 1.5. Let f : [a, b] → R be monotonic nondecreasing. Then for all x ∈
[a, b], we have the inequality:∣∣∣∣∣f (x)− 1

b− a

∫ b

a

f (t) dt

∣∣∣∣∣(1.8)

≤ 1
b− a

{
[2x− (a+ b)] f (x) +

∫ b

a

sgn (t− x) f (t) dt

}

≤ 1
b− a

{(x− a) [f (x)− f (a)] + (b− x) [f (b)− f (x)]}

≤

[
1
2

+

∣∣∣∣∣x− a+b
2

b− a

∣∣∣∣∣
]

[f (b)− f (a)] .

All the inequalities in (1.8) are sharp and the constant 1
2 is the best possible.

For a recent generalisation of this result see [16] where further extensions were
given.

The main aim of the present chapter is to provide a number of generalisations for
kernels with N−branches of the above Ostrowski type inequality. Natural applica-
tions for quadrature formulae are also given.

1.2. Generalisations for Functions of Bounded Variation

1.2.1. Some Inequalities. We start with the following theorem [14].

Theorem 1.6. Let Ik : a = x0 < x1 < ... < xk−1 < xk = b be a division of the
interval [a, b] and αi (i = 0, ..., k + 1) be ”k+2” points so that α0 = a, αi ∈ [xi−1, xi]
(i = 1, ..., k) and αk+1 = b. If f : [a, b] → R is of bounded variation on [a, b], then
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we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx−
k∑

i=0

(αi+1 − αi) f (xi)

∣∣∣∣∣(1.9)

≤
[
1
2
ν (h) + max

{∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., k − 1
}] b∨

a

(f)

≤ ν (h)
b∨
a

(f),

where ν (h) := max {hi|i = 0, ..., k − 1}, hi := xi+1−xi (i = 0, ..., k − 1) and
∨b

a(f)
is the total variation of f on the interval [a, b] .

Proof. Define the kernel K : [a, b] → R given by (see also [14])

K (t) :=


t− α1, t ∈ [a, x1)
t− α2, t ∈ [x1, x2)
.............................
t− αk−1, t ∈ [xk−2, xk−1)
t− αk, t ∈ [xk−1, b] .

Integrating by parts in Riemann-Stieltjes integral, we have successively∫ b

a

K (t) df (t) =
k−1∑
i=0

∫ xi+1

xi

K (t) df (t) =
k−1∑
i=0

∫ xi+1

xi

(t− αi+1) df (t)

=
k−1∑
i=0

[
(t− αi+1) f (t)|xi+1

xi
−
∫ xi+1

xi

f (t) dt
]

=
k−1∑
i=0

[(αi+1 − xi) f (xi) + (xi+1 − αi+1) f (xi+1)]−
∫ b

a

f (t) dt

= (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − xi) f (xi)

+
k−2∑
i=0

(xi+1 − αi+1) f (xi+1) + (b− αn) f (b)−
∫ b

a

f (t) dt

= (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − xi) f (xi) +
k−1∑
i=1

(xi − αi) f (xi)

+ (b− αn) f (b)−
∫ b

a

f (t) dt

= (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − αi) f (xi) + (b− αn) f (b)−
∫ b

a

f (t) dt

=
k∑

i=0

(αi+1 − αi) f (xi+1)−
∫ b

a

f (t) dt,
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and then we have the integral equality which is of interest in itself too:

(1.10)
∫ b

a

f (t) dt =
k∑

i=0

(αi+1 − αi) f (xi)−
∫ b

a

K (t) df (t) .

Using the modulus’ properties, we have∣∣∣∣∣
∫ b

a

K (t) df (t)

∣∣∣∣∣ =

∣∣∣∣∣
k−1∑
i=0

∫ xi+1

xi

K (t) df (t)

∣∣∣∣∣
≤

k−1∑
i=0

∣∣∣∣∫ xi+1

xi

K (t) df (t)
∣∣∣∣ := T.

However,∣∣∣∣∫ xi+1

xi

(t− αi+1) f (t) dt
∣∣∣∣ ≤ sup

t∈[xi,xi+1]

|t− αi+1|
xi+1∨
xi

(f)

= max {αi+1 − xi, xi+1 − αi+1}
xi+1∨
xi

(f)

=
[
1
2

(xi+1 − xi) +
∣∣∣∣αi+1 −

xi + xi+1

2

∣∣∣∣] xi+1∨
xi

(f)dt.

Then

T ≤
k−1∑
i=0

[
1
2
hi +

∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣] xi+1∨
xi

(f)

≤ max
i=0,...,k−1

[
1
2
hi +

∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣] k−1∑
i=0

xi+1∨
xi

(f)

≤
[
1
2
ν (h) + max

{∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., k − 1
}] b∨

a

(f) =: V.

Now, as ∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣ ≤ 1
2
hi,

then

max
{∣∣∣∣αi+1 −

xi + xi+1

2

∣∣∣∣ , i = 0, ..., k − 1
}
≤ 1

2
ν (h)

and, consequently,

V ≤ ν (h)
b∨
a

(f).

The theorem is completely proved.

Now, if we assume that the points of the division Ik are given, then the best
inequality we can obtain from Theorem 1.6 is embodied in the following corollary:
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Corollary 1.7. Let f and Ik be as above. Then we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx− 1
2

[
(x1 − a) f (a)(1.11)

+
k−1∑
i=1

(xi+1 − xi−1) f (xi) + (b− xk−1) f (b)

]∣∣∣∣∣
≤ 1

2
ν (h)

b∨
a

(f).

Proof. We choose in Theorem 1.6,

α0 = a, α1 =
a+ x1

2
, α2 =

x1 + x2

2
, ...,

αk−1 =
xk−2 + xk−1

2
, αk =

xk−1 + xk

2
and αk+1 = b.

In this case we get

k∑
i=0

(αi+1 − αi) f (xi)

= (α1 − α0) f (a) + (α2 − α1) f (x1) + · · ·
+(αk − αk−1) f (xk−1) + (b− αk) f (b)

=
(
a+ x1

2
− a

)
f (a) +

(
x1 + x2

2
− a+ x1

2

)
f (x1)

+ · · ·+
(
xk−1 + b

2
− xk−2 + xk−1

2

)
f (xk−1) +

(
b− xk−1 + b

2

)
f (b)

=
1
2

[
(x1 − a) f (a) +

k−1∑
i=1

(xi+1 − xi−1) f (xi) + (b− xk−1) f (b)

]
.

Now, applying the inequality (1.9), we get (1.11).

The following corollary for equidistant partitioning also holds.

Corollary 1.8. Let

Ik : xi := a+ (b− a)
i

k
(i = 0, ..., k)

be an equidistant partitioning of [a, b]. If f is as above, then we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx−

[
1
k
· f (a) + f (b)

2
(b− a) +

(b− a)
k

k−1∑
i=1

f

[
(k − i) a+ ib

k

]]∣∣∣∣∣(1.12)

≤ 1
2k

(b− a)
b∨
a

(f).
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1.2.2. A General Quadrature Formula. Let ∆n : a = x
(n)
0 < x

(n)
1 < ... <

x
(n)
n−1 < x

(n)
n = b be a sequence of division of [a, b] and consider the sequence of

numerical integration formulae

In (f,∆n, wn) :=
n∑

j=0

w
(n)
j f

(
x

(n)
j

)
where w(n)

j (j = 0, ..., n) are the quadrature weights and
∑n

j=0 w
(n)
j = b− a.

The following theorem provides a sufficient condition for the weights w(n)
j so that

In (f,∆n, wn) approximates the integral
∫ b

a
f (x) dx (see also [14]).

Theorem 1.9. Let f : [a, b] → R be a function of bounded variation on [a, b] . If
the quadrature weights w(n)

j satisfy the condition

(1.13) x
(n)
i − a ≤

i∑
j=0

w
(n)
j ≤ x

(n)
i+1 − a for all i = 0, ..., n− 1,

then we have the estimate∣∣∣∣∣In (f,∆n, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.14)

≤

1
2
ν
(
h(n)

)
+ max


∣∣∣∣∣∣a+

i∑
j=0

w
(n)
j −

x
(n)
i + x

(n)
i+1

2

∣∣∣∣∣∣ , i = 0, ..., n− 1


 b∨

a

(f)

≤ ν
(
h(n)

) b∨
a

(f),

where ν
(
h(n)

)
:= max

{
h

(n)
i |i = 0, ..., n− 1

}
and h(n)

i := x
(n)
i+1 − x

(n)
i .

In particular,

(1.15) lim
ν(h(n))→0

In (f,∆n, wn) =
∫ b

a

f (x) dx

uniformly by rapport of the wn.

Proof. Define the sequence of real numbers

α
(n)
i+1 := a+

i∑
j=0

w
(n)
j , i = 0, ..., n.

Note that

α
(n)
n+1 = a+

n∑
j=0

w
(n)
j = a+ b− a = b,

and observe also that α(n)
i+1 ∈

[
x

(n)
i , x

(n)
i+1

]
.

Define α(n)
0 := a and compute

α
(n)
1 − α

(n)
0 = a,
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α
(n)
i+1 − α

(n)
i = a+

i∑
j=0

w
(n)
j − a−

i−1∑
j=0

w
(n)
j = w

(n)
i (i = 1, ..., n− 1) ,

α
(n)
n+1 − α(n)

n = b−

a+
n−1∑
j=0

w
(n)
j

 = w(n)
n .

Then
n∑

i=0

(
α

(n)
i+1 − α

(n)
i

)
f
(
x

(n)
i

)
=

n∑
i=0

w
(n)
i f

(
x

(n)
i

)
= In (f,∆n, wn) .

Applying the inequality (1.9) , we get the estimate (1.14).

The uniform convergence by rapport of quadrature weights w(n)
j is obvious by the

last inequality.

Now, consider the equidistant partitioning of [a, b] given by

En : x(n)
i := a+

i

n
(b− a) (i = 0, ..., n)

and define the sequence of numerical quadrature formulae

In (f, wn) :=
n∑

i=0

w
(n)
i f

[
a+

i

n
(b− a)

]
.

The following corollary which can be more useful in practice holds:

Corollary 1.10. Let f be as above. If the quadrature weight w(n)
j satisfy the

condition:

(1.16)
i

n
≤ 1
b− a

i∑
j=0

w
(n)
j ≤ i+ 1

n
, i = 0, ..., n− 1;

then we have:∣∣∣∣∣In (f, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.17)

≤

b− a

2n
+ max


∣∣∣∣∣∣a+

i∑
j=0

w
(n)
j − 2i+ 1

2
· (b− a)

n

∣∣∣∣∣∣ , i = 0, ..., n− 1


 b∨

a

(f)

≤ (b− a)
n

b∨
a

(f).

In particular, we have the limit

lim
n→∞

In (f, wn) =
∫ b

a

f (x) dx,

uniformly by rapport of wn.
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1.2.3. Particular Inequalities. The following proposition holds [14] (see
also [4]).

Proposition 1.11. Let f : [a, b] → R be a function of bounded variation on [a, b] .
Then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx− [(α− a) f (a) + (b− α) f (b)]

∣∣∣∣∣(1.18)

≤
[
1
2

(b− a) +
∣∣∣∣α− a+ b

2

∣∣∣∣] b∨
a

(f)

for all α ∈ [a, b] .

The proof follows by Theorem 1.6 choosing x0 = a, x1 = b, α0 = a, α1 = α ∈ [a, b]
and α2 = b.

Remark 1.1. a) If in (1.18) we put α = b, then we get the “left rectangle inequality”

(1.19)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (a)

∣∣∣∣∣ ≤ (b− a)
b∨
a

(f);

b) If α = a, then by (1.18) we get the “right rectangle inequality”

(1.20)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (b)

∣∣∣∣∣ ≤ (b− a)
b∨
a

(f);

c) It is easy to see that the best inequality we can get from (1.18) is for α = a+b
2

obtaining the “trapezoid inequality” (see also [4])

(1.21)

∣∣∣∣∣
∫ b

a

f (x) dx− f (a) + f (b)
2

(b− a)

∣∣∣∣∣ ≤ 1
2

(b− a)
b∨
a

(f).

Another proposition with many interesting particular cases is the following one [14]
(see also [4]):

Proposition 1.12. Let f be as above and a ≤ x1 ≤ b, a ≤ α1 ≤ x1 ≤ α2 ≤ b.
Then we have∣∣∣∣∣

∫ b

a

f (x) dx− [(α1 − a) f (a) + (α2 − α1) f (x1) + (b− α2) f (b)]

∣∣∣∣∣(1.22)

≤ 1
2

[
1
2

(b− a) +
∣∣∣∣x1 −

a+ b

2

∣∣∣∣+ ∣∣∣∣α1 −
a+ x1

2

∣∣∣∣
+
∣∣∣∣α2 −

x1 + b

2

∣∣∣∣+ ∣∣∣∣∣∣∣∣α1 −
a+ x1

2

∣∣∣∣− ∣∣∣∣α2 −
x1 + b

2

∣∣∣∣∣∣∣∣] b∨
a

(f)

≤
[
(b− a)

2
+
∣∣∣∣x1 −

a+ b

2

∣∣∣∣] b∨
a

(f) ≤ (b− a)
b∨
a

(f).



1. GENERALISATIONS OF OSTROWSKI INEQUALITY AND APPLICATIONS 10

Proof. Consider the division a = x0 ≤ x1 ≤ x2 ≤ b and the numbers α0 =
a, α1 ∈ [a, x1] , α2 ∈ [x1, b] and α3 = b. Now, applying Theorem 1.6, we get∣∣∣∣∣

∫ b

a

f (x) dx− [(α1 − a) f (a) + (α2 − α1) f (x1) + (b− α2) f (b)]

∣∣∣∣∣
≤ 1

2

[
max {x1 − a, b− x1}+ max

{∣∣∣∣α1 −
a+ x1

2

∣∣∣∣ , ∣∣∣∣α2 −
x1 + b

2

∣∣∣∣}] b∨
a

(f)

=
[
1
4

(b− a) +
1
2

∣∣∣∣x1 −
a+ b

2

∣∣∣∣+ 1
2

∣∣∣∣α1 −
a+ x1

2

∣∣∣∣
+

1
2

∣∣∣∣α2 −
x1 + b

2

∣∣∣∣+ 1
2

∣∣∣∣∣∣∣∣α1 −
a+ x1

2

∣∣∣∣− ∣∣∣∣α2 −
x1 + b

2

∣∣∣∣∣∣∣∣] b∨
a

(f)

and the first inequality in (1.22) is proved.

Now, let observe that∣∣∣∣α1 −
a+ x1

2

∣∣∣∣ ≤ x1 − a

2
,

∣∣∣∣α2 −
x1 + b

2

∣∣∣∣ ≤ b− x1

2
.

Consequently,

max
{∣∣∣∣α1 −

a+ x1

2

∣∣∣∣ , ∣∣∣∣α2 −
x1 + b

2

∣∣∣∣} ≤ 1
2

max {x1 − a, b− x1}

and the second inequality in (1.22) is proved.

The last inequality is obvious.

Remark 1.2. a) If we choose above α1 = a, α2 = b, then we get the following
Ostrowski type inequality obtained by Dragomir in the recent paper [11]:

(1.23)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (x1)

∣∣∣∣∣ ≤
[
1
2

(b− a) +
∣∣∣∣x1 −

a+ b

2

∣∣∣∣] b∨
a

(f)

for all x1 ∈ [a, b] .

We note that the best inequality we can get in (1.23) is for x1 = a+b
2 obtaining the

“midpoint inequality” (see also [2]).

(1.24)

∣∣∣∣∣
∫ b

a

f (x) dx− f

(
a+ b

2

)
(b− a)

∣∣∣∣∣ ≤ 1
2

(b− a)
b∨
a

(f).

b) If we choose in (1.22) α1 = 5a+b
6 , α2 = a+5b

6 and x1 ∈
[
5a+b

6 , a+5b
6

]
, then we get∣∣∣∣∣

∫ b

a

f (x) dx− b− a

3

[
f (a) + f (b)

2
+ 2f (x1)

]∣∣∣∣∣(1.25)

≤ 1
2

[
1
2
· (b− a) +

∣∣∣∣x1 −
a+ b

2

∣∣∣∣
+max

{∣∣∣∣x1 −
2a+ b

3

∣∣∣∣ , ∣∣∣∣a+ 2b
3

− x1

∣∣∣∣}] b∨
a

(f).
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In particular, if we choose in (1.25) , x1 = a+b
2 , then we get the following “Simpson’s

inequality” [9] ∣∣∣∣∣
∫ b

a

f (x) dx− b− a

3

[
f (a) + f (b)

2
+ 2f

(
a+ b

2

)]∣∣∣∣∣(1.26)

≤ 1
3

(b− a)
b∨
a

(f).

1.2.4. Particular Quadrature Formulae. Let us consider the partitioning
of the interval [a, b] given by ∆n : a = x0 < x1 < ... < xn−1 < xn = b and put
hi := xi+1 − xi (i = 0, ..., n− 1) and ν (h) := max {hi|i = 0, ..., n− 1} .

The following theorem holds [14]:

Theorem 1.13. Let f : [a, b] → R be absolutely continuous on [a, b] and k ≥ 1.
Then we have the composite quadrature formula

(1.27)
∫ b

a

f (x) dx = Ak (∆n, f) +Rk (∆n, f) ,

where

(1.28) Ak (∆n, f) :=
1
k

T (∆n, f) +
n∑

i=0

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]
hi


and

(1.29) T (∆n, f) :=
1
2

n−1∑
i=0

[f (xi) + f (xi+1)]hi

is the trapezoid quadrature formula.

The remainder Rk (∆n, f) satisfies the estimate

(1.30) |Rk (∆n, f)| ≤ 1
2k
ν (h)

b∨
a

(f).

Proof. Applying Corollary 1.8 on the intervals [xi, xi+1] (i = 0, ..., n− 1) we
get ∣∣∣∣∣∣

∫ xi+1

xi

f (x) dx−

1
k

f (xi) + f (xi+1)
2

hi +
hi

k

k∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

2k
hi

xi+1∨
xi

(f).
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Now, using the generalized triangle inequality, we get:

|Rk (∆n, f)|

≤
n−1∑
i=0

∣∣∣∣∣∣
∫ xi+1

xi

f (x) dx−

1
k
· f (xi) + f (xi+1)

2
hi +

hi

k

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

2k

n−1∑
i=0

hi

xi+1∨
xi

(f) ≤ ν (h)
2k

n−1∑
i=0

xi+1∨
xi

(f) =
ν (h)
2k

b∨
a

(f)

and the theorem is proved.

The following corollaries hold:

Corollary 1.14. Let f be as above. Then we have the formula:

(1.31)
∫ b

a

f (x) dx =
1
2

[Tn (∆n, f) +Mn (∆n, f)] +R2 (∆n, f)

where Mn (∆n, f) is the midpoint quadrature formula,

Mn (∆n, f) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
hi

and the remainder R2 (∆n, f) satisfies the inequality:

(1.32) |R2 (∆n, f)| ≤ 1
4
ν (h)

b∨
a

(f).

Corollary 1.15. Under the above assumptions we have∫ b

a

f (x) dx =
1
3

[
Tn (∆n, f) +

n−1∑
i=0

f

(
2xi + xi+1

3

)
hi(1.33)

+
n−1∑
i=0

f

(
xi + 2xi+1

3

)
hi

]
+R3 (∆n, f) .

The remainder R3 (∆n, f) satisfies the bound:

(1.34) |R3 (∆n, f)| ≤ 1
6
ν (h)

b∨
a

(f).

The following theorem holds [14] (see also [4]):

Theorem 1.16. Let f and ∆n be as above and ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) .
Then we have the quadrature formula:

(1.35)
∫ b

a

f (x) dx =
n−1∑
i=0

[(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)] +R (ξ,∆n, f) .
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The remainder R (ξ,∆n, f) satisfies the estimation:

|R (ξ,∆n, f)|(1.36)

≤
[
1
2
ν (h) + max

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., n− 1
}] b∨

a

(f)

≤ ν (h)
b∨
a

(f),

for all ξi as above.

Proof. Apply Proposition 1.11 on the interval [xi, xi+1] (i = 0, ..., n− 1) to
get ∣∣∣∣∫ xi+1

xi

f (x) dx− [(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)]
∣∣∣∣

≤
[
1
2
hi + max

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣}] xi+1∨
xi

(f).

Summing over i from 0 to n− 1, using the generalized triangle inequality and the
properties of the maximum mapping, we get (1.36) .

Corollary 1.17. Let f and ∆n be as above. Then we have

1) the “left rectangle rule”

(1.37)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi)hi +Rl (∆n, f) ;

2) the “right rectangle rule”

(1.38)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi+1)hi +Rr (∆n, f) ;

3) the “trapezoid rule”

(1.39)
∫ b

a

f (x) dx = T (∆n, f) +RT (∆n, f)

where

|Rl (∆n, f)| |Rr (∆n, f)| ≤ ν (h)
b∨
a

(f)

and

|RT (∆n, f)| ≤ 1
2
ν (h)

b∨
a

(f).

The following theorem also holds [14].
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Theorem 1.18. Let f and ∆n be as above and ξi ∈ [xi, xi+1] , xi ≤ α
(1)
i ≤ ξi ≤

α
(2)
i ≤ xi+1, then we have the quadrature formula:∫ b

a

f (x) dx(1.40)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f (ξi)

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)
f (xi+1) +R

(
ξ, α(1), α(2),∆n, f

)
.

The remainder R
(
ξ, α(1), α(2),∆n, f

)
satisfies the estimation∣∣∣R(ξ, α(1), α(2),∆n, f

)∣∣∣(1.41)

≤
{

1
2

[
1
2
ν (h) + max

i=0,...,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]
+max

{
max

i=0,...,n−1

∣∣∣∣α(1)
i − xi + ξi

2

∣∣∣∣ , max
i=0,...,n−1

∣∣∣∣α(2)
i − ξi + xi+1

2

∣∣∣∣}} b∨
a

(f)

≤
[
1
2
ν (h) + max

i=0,...n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] ‖f ′‖1 ≤ ν (h)
b∨
a

(f).

Proof. Apply Proposition 1.12 on the interval [xi, xi+1] to obtain∣∣∣∣∫ xi+1

xi

f (x) dx

−
[(
α

(1)
i − xi

)
f (xi) +

(
α

(2)
i − α

(1)
i

)
f (ξi) +

(
xi+1 − α

(2)
i

)
f (xi+1)

]∣∣∣
≤ 1

2

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣
+max

{∣∣∣∣α(1)
i − xi + ξi

2

∣∣∣∣ , ∣∣∣∣α(2)
i − ξi + xi+1

2

∣∣∣∣}] xi+1∨
xi

(f).

Summing over i from 0 to n−1 and using the properties of modulus and maximum,
we get the desired inequality.

We shall omit the details.

The following corollary is the result of Dragomir from the recent paper [11].

Corollary 1.19. Under the above assumptions, we have the Riemann’s quadra-
ture formula:

(1.42)
∫ b

a

f (x) dx =
n−1∑
i=0

f (ξi)hi +RR (ξ,∆n, f) .
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The remainder RR (ξ,∆n, f) satisfies the bound

|RR (ξ,∆n, f)|(1.43)

≤
[
1
2
ν (h) + max

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., n− 1
}] b∨

a

(f)

≤ ν (h)
b∨
a

(f)

for all ξi ∈ [xi, xi+1] (i = 0, ..., n) .

Finally, the following corollary which generalizes Simpson’s quadrature formula
holds

Corollary 1.20. Under the above assumptions and if ξi ∈
[

xi+1+5xi
6 , xi+5xi+1

6

]
(i = 0, ..., n− 1), then we have the formula:

(1.44)
∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi +
2
3

n−1∑
i=0

f (ξi)hi + S (f,∆n, ξ) .

The remainder S (f,∆n, ξ) satisfies the estimate:

|S (f,∆n, ξ)|(1.45)

≤
{

1
2

[
ν (h)

2
+ max

i=0,...,n−1

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣}
+ max

{
max

i=0,...,n−1

∣∣∣∣ξi −
2xi + xi+1

3

∣∣∣∣ , max
i=0,...,n−1

∣∣∣∣xi + 2xi+1

3
− ξi

∣∣∣∣}]} b∨
a

(f).

The proof follows by the inequality (1.25) and we omit the details.

Remark 1.3. Now, if we choose in (1.44) , ξi = xi+xi+1
2 , then we get “Simpson’s

quadrature formula” [9]∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi(1.46)

+
2
3

n−1∑
i=0

f

(
xi + xi+1

2

)
hi + S (f,∆n)

where the remainder term S (f,∆n) satisfies the bound:

(1.47) |S (f,∆n)| ≤ 1
3
ν (h)

b∨
a

(f).

1.3. Generalisations for Functions whose Derivatives are in L∞

1.3.1. Some Inequalities. We start with the following result [5].

Theorem 1.21. Let Ik : a = x0 < x1 < ... < xk−1 < xk = b be a division
of the interval [a, b] , αi (i = 0, ..., k + 1) be “k + 2” points so that α0 = a, αi ∈
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[xi−1, xi] (i = 1, ..., k) and αk+1 = b. If f : [a, b] → R is absolutely continuous on
[a, b] , then we have the inequality:

∣∣∣∣∣
∫ b

a

f (x) dx−
k∑

i=0

(αi+1 − αi) f (xi)

∣∣∣∣∣(1.48)

≤

[
1
4

k−1∑
i=0

h2
i +

k−1∑
i=0

(
αi+1 −

xi + xi+1

2

)2
]
‖f ′‖∞

≤ 1
2
‖f ′‖∞

k−1∑
i=0

h2
i ≤

1
2

(b− a) ‖f ′‖∞ ν (h) ,

where hi := xi+1 − xi (i = 0, ..., k − 1) and ν (h) := max {hi | i = 0, ..., k − 1} .
The constant 1

4 in the first inequality and the constant 1
2 in the second and third

inequality are the best possible.

Proof. Define the mapping K : [a, b] → R given by (see the proof of Theorem
1.6)

K (t) :=



t− α1, t ∈ [a, x1) ;
t− α2, t ∈ [x1, x2) ;

...
t− αk−1, t ∈ [xk−2, xk−1) ;
t− αk, t ∈ [xk−1, b] .

Integrating by parts, we have successively:

∫ b

a

K (t) f ′ (t) dt

=
k−1∑
i=0

∫ xi+1

xi

K (t) f ′ (t) dt =
k−1∑
i=0

∫ xi+1

xi

(t− αi+1) f ′ (t) dt

=
k−1∑
i=0

[
(t− αi+1) f (t) |xi+1

xi −
∫ xi+1

xi

f (t) dt
]

=
k−1∑
i=0

[(αi+1 − xi) f (xi) + (xi+1 − αi+1) f (xi+1)]−
∫ b

a

f (t) dt

= (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − xi) f (xi) +
k−2∑
i=0

(xi+1 − αi+1) f (xi+1)

+ (b− αn) f (b)−
∫ b

a

f (t) dt
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= (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − xi) f (xi) +
k−1∑
i=1

(xi − αi) f (xi)

+ (b− αn) f (b)−
∫ b

a

f (t) dt

= (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − αi) f (xi) + (b− αn) f (b)−
∫ b

a

f (t) dt

=
k∑

i=0

(αi+1 − αi) f (xi)−
∫ b

a

f (t) dt

and then we have the integral equality:

(1.49)
∫ b

a

f (t) dt =
k∑

i=0

(αi+1 − αi) f (xi)−
∫ b

a

K (t) f ′ (t) dt.

Using the properties of modulus, we have∣∣∣∣∣
∫ b

a

K (t) f ′ (t) dt

∣∣∣∣∣(1.50)

=

∣∣∣∣∣
k−1∑
i=0

∫ xi+1

xi

K (t) f ′ (t) dt

∣∣∣∣∣ ≤
k−1∑
i=0

∫ xi+1

xi

|K (t)| |f ′ (t)| dt

=
k−1∑
i=0

∫ xi+1

xi

|t− αi+1| |f ′ (t) |dt ≤ ‖f ′‖∞
k−1∑
i=0

∫ xi+1

xi

|t− αi+1| dt.

A simple calculation shows that∫ xi+1

xi

|t− αi+1| dt =
∫ αi+1

xi

(αi+1 − t) dt+
∫ xi+1

αi+1

(t− αi+1) dt(1.51)

=
1
2

[
(xi+1 − αi+1)

2 + (αi+1 − xi)
2
]

=
1
4
h2

i +
(
αi+1 −

xi + xi+1

2

)2

for all i = 0, ..., k − 1.

Now, by (1.49)− (1.51) , we get the first inequality in (1.48) .

Assume that the first inequality in (1.48) holds for a constant c > 0, i.e.,∣∣∣∣∣
∫ b

a

f (x) dx−
k−1∑
i=0

(αi+1 − αi) f (xi)

∣∣∣∣∣(1.52)

≤

[
c

k−1∑
i=0

h2
i +

k−1∑
i=0

(
αi+1 −

xi + xi+1

2

)2
]
‖f ′‖∞ .

If we choose f : [a, b] → R, f (x) = x, α0 = a, α1 = b, x0 = a, x1 = b in (1.52) , we
obtain

(b− a)2

2
≤ c (b− a)2 +

(b− a)2

4
,
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from where we get c ≥ 1
4 , and the sharpness of the constant 1

4 is proved.

The last two inequalities as well as the sharpness of the constant 1
2 are obvious and

we omit the details.

Now, if we assume that the points of the division Ik are given, then the best
inequality we can get from Theorem 1.21 is embodied in the following corollary:

Corollary 1.22. Let f, Ik be as above. Then we have the inequality∣∣∣∣∣
∫ b

a

f (x) dx(1.53)

− 1
2

[
(x1 − a) f (a) +

k−1∑
i=1

(xi+1 − xi−1) f (xi) + (b− xk−1) f (b)

]∣∣∣∣∣
≤ 1

4
‖f ′‖∞

k−1∑
i=0

h2
i .

The constant 1
4 is the best possible one.

Proof. Similar to the proof of Corollary 1.7.

The case of equidistant partitioning is important in practice.

Corollary 1.23. Let Ik : xi = a+i· b−a
k (i = 0, ..., k) be an equidistant partitioning

of [a, b] . If f is as above, then we have the inequality∣∣∣∣∣
∫ b

a

f (x) dx−

[
1
k
· f (a) + f (b)

2
(b− a) +

(b− a)
k

k−1∑
i=1

f

[
(k − i) a+ ib

k

]]∣∣∣∣∣(1.54)

≤ 1
4k

(b− a)2 ‖f ′‖∞ .

The constant 1
4 is the best possible one.

Remark 1.4. If k = 1, then we have the inequality (see for example [4])

(1.55)

∣∣∣∣∣
∫ b

a

f (x) dx− f (a) + f (b)
2

(b− a)

∣∣∣∣∣ ≤ 1
4

(b− a)2 ‖f ′‖∞ .

Choose f : [a, b] → R, f (x) =
∣∣x− a+b

2

∣∣ , which is L-Lipschitzian with L = 1 and

f ′ (x) =

 1 if t ∈
[
a, a+b

2

)
−1 if t ∈

(
a+b
2 , b

] .

Then ‖f ′‖∞ = 1 and∫ b

a

f (x) dx− f (a) + f (b)
2

(b− a) = − (b− a)2

4
,

and the equality is obtained in (1.55), showing that the constant 1
4 is sharp.
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1.3.2. A General Quadrature Formula. Let ∆n : a = x
(n)
0 < x

(n)
1 < ... <

x
(n)
n−1 < x

(n)
n = b be a sequence of divisions of [a, b] and consider the sequence of

numerical integration formulae

In (f,∆n, wn) :=
n∑

j=0

w
(n)
j f

(
x

(n)
j

)
,

where w(n)
j (j = 0, ..., n) are the quadrature weights and assume that

∑n
j=0 w

(n)
j =

b− a.

The following theorem contains a sufficient condition for the weights w(n)
j so that

In (f,∆n, wn) approximates the integral
∫ b

a
f (x) dx with an error expressed in terms

of ‖f ′‖∞ (see also [5])

Theorem 1.24. Let f : [a, b] → R be an absolutely continuous mapping on [a, b] .
If the quadrature weights w(n)

j (j = 0, ..., n) satisfy the condition

(1.56) x
(n)
i − a ≤

i∑
j=0

w
(n)
j ≤ x

(n)
i+1 − a for all i = 0, ..., n− 1;

then we have the estimation∣∣∣∣∣In (f,∆n, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.57)

≤

1
4

n−1∑
i=0

[
h

(n)
i

]2
+

n−1∑
i=0

a+
i∑

j=0

w
(n)
j −

x
(n)
i + x

(n)
i+1

2

2
 ‖f ′‖∞

≤ 1
2
‖f ′‖∞

n∑
j=0

[h(n)
i ]2 ≤ 1

2
‖f ′‖∞ (b− a) ν

(
h(n)

)
,

where ν
(
h(n)

)
:= max{h(n)

i : i = 0, ..., n− 1} and h(n)
i := x

(n)
i+1 − x

(n)
i .

In particular, if ‖f ′‖∞ <∞, then

lim
ν(h(n))→0

In (f,∆n, wn) =
∫ b

a

f (x) dx

uniformly by the influence of the weights wn.

Proof. Similar to the proof of Theorem 1.9 and we omit the details.

The case when the partitioning is equidistant is important in practice. Consider,
then, the partitioning

En : x(n)
i := a+ i · b− a

n
(i = 0, ..., n) ,

and define the sequence of numerical quadrature formulae

In (f, wn) :=
n∑

i=0

w
(n)
i f

(
a+ i · b− a

n

)
,

n∑
j=0

w
(n)
j = b− a.
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The following result holds:

Corollary 1.25. Let f : [a, b] → R be absolutely continuous on [a, b] . If the
quadrature weights w(n)

i satisfy the condition:

i

n
≤ 1
b− a

i∑
j=0

w
(n)
j ≤ i+ 1

n
(i = 0, ..., n− 1);

then we have the estimate∣∣∣∣∣In (f, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣
≤ ‖f ′‖∞

 1
4n

(b− a)2 +
n−1∑
i=0

 i∑
j=0

w
(n)
j − 2i+ 1

2
· b− a

n

2


≤ 1
2n
‖f ′‖∞ (b− a)2 .

In particular, if ‖f ′‖∞ <∞, then

lim
n→∞

In (f, wn) =
∫ b

a

f (x) dx

uniformly by the influence of wn.

1.3.3. Particular Inequalities. In this sub-section we point out some par-
ticular inequalities which generalize some classical results such as: rectangle in-
equality, trapezoid inequality, Ostrowski’s inequality, midpoint inequality, Simp-
son’s inequality and others in terms of the sup-norm of the derivative [5] (see also
[4]).

Proposition 1.26. Let f : [a, b] → R be absolutely continuous on [a, b] and α ∈
[a, b] . Then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx− [(α− a)f (a) + (b− α)f (b)]

∣∣∣∣∣(1.58)

≤

[
1
4

(b− a)2 +
(
α− a+ b

2

)2
]
‖f ′‖∞

≤ 1
2

(b− a)2 ‖f ′‖∞ .

The constant 1
4 is the best possible one.

Proof. Follows from Theorem 1.21 by choosing x0 = a, x1 = b, α0 = a, α1 =
α ∈ [a, b] and α2 = b.

Remark 1.5. a) If in (1.58) we put α = b, then we get the “left rectangle
inequality”:

(1.59)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (a)

∣∣∣∣∣ ≤ 1
2

(b− a)2 ‖f ′‖∞ .
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b) If α = a, then by (1.58) we obtain the “right rectangle inequality”

(1.60)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (a)

∣∣∣∣∣ ≤ 1
2

(b− a)2 ‖f ′‖∞ .

c) It is clear that the best estimation we can have in (1.58) is for α = a+b
2

getting the “trapezoid inequality” (see also [2])

(1.61)

∣∣∣∣∣
∫ b

a

f (x) dx− f (a) + f (b)
2

(b− a)

∣∣∣∣∣ ≤ 1
4

(b− a)2 ‖f ′‖∞ .

Another particular integral inequality with many applications is the following one
[5]:
Proposition 1.27. Let f : [a, b] → R be an arbitrary absolutely continuous map-
ping on [a, b] and a ≤ α1 ≤ x1 ≤ α2 ≤ b. Then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx− [(α1 − a)f (a) + (α2 − α1)f(x1) + (b− α2) f (b)]

∣∣∣∣∣(1.62)

≤

[
1
8

(b− a)2 +
1
2

(
x1 −

a+ b

2

)2

+
(
α1 −

a+ x1

2

)2

+
(
α2 −

x1 + b

2

)2
]
‖f ′‖∞ .

Proof. Follows by Theorem 1.21 and we omit the details.

Corollary 1.28. Let f be as above and x1 ∈ [a, b] . Then we have Ostrowski’s
inequality:

(1.63)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f(x1)

∣∣∣∣∣ ≤
[
1
4

(b− a)2 + (x1 −
a+ b

2
)2
]
‖f ′‖∞ .

Remark 1.6. If we choose x1 = a+b
2 in (1.63), we obtain the “midpoint inequality”

(1.64)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f
(
a+ b

2

)∣∣∣∣∣ ≤ 1
4

(b− a)2 ‖f ′‖∞ .

The following corollary generalizing Simpson’s inequality holds:
Corollary 1.29. Let f be as above and x1 ∈

[
5a+b

6 , a+5b
6

]
. Then we have the

inequality ∣∣∣∣∣
∫ b

a

f (x) dx− b− a

3

[
f (a) + f (b)

2
+ 2f(x1)

]∣∣∣∣∣(1.65)

≤

[
5
36

(b− a)2 +
(
x1 −

a+ b

2

)2
]
‖f ′‖∞ .

Proof. Follows by Proposition 1.27 using simple computation and we omit
the details.
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Remark 1.7. Let us observe that the best estimation we can obtain from (1.65) is
that one for which x1 = a+b

2 , obtaining the “Simpson’s inequality” [10]

(1.66)

∣∣∣∣∣
∫ b

a

f (x) dx− b− a

3

[
f (a) + f (b)

2
+ 2f

(
a+ b

2

)]∣∣∣∣∣ ≤ 5
36

(b− a)2 ‖f ′‖∞ .

The following corollary also holds

Corollary 1.30. Let f be as above and a ≤ α1 ≤ a+b
2 ≤ α2 ≤ b. Then we have

the inequality∣∣∣∣∣
∫ b

a

f (x) dx−
[
(α1 − a)f (a) + (α2 − α1)f

(
a+ b

2

)
+ (b− α2)f (b)

]∣∣∣∣∣(1.67)

≤

[
1
8

(b− a)2 +
(
α1 −

3a+ b

4

)2

+
(
α2 −

a+ 3b
4

)2
]
‖f ′‖∞ .

The proof is obvious by Proposition 1.27 by choosing x1 = a+b
2 .

Remark 1.8. The best estimation we can obtain from (1.67) is that one for which
α1 = 3a+b

4 and α2 = a+3b
4 , obtaining the inequality [3]

(1.68)

∣∣∣∣∣
∫ b

a

f (x) dx− b− a

2

[
f (a) + f (b)

2
+ f

(
a+ b

2

)]∣∣∣∣∣ ≤ 1
8

(b− a)2 ‖f ′‖∞ .

The following proposition generalizes the “three-eights rule” of Newton-Cotes:

Proposition 1.31. Let f be as above and a ≤ x1 ≤ x2 ≤ b and α1 ∈ [a, x1],
α2 ∈ [x1, x2], α3 ∈ [x2, b]. Then we have the inequality∣∣∣∣∣

∫ b

a

f (x) dx− [(α1 − a)f (a) + (α2 − α1)f(x1)(1.69)

+(α3 − α2)f(x2) + (b− α3)f (b)]|

≤ [
1
4
[(x1 − a)2 + (x2 − x1)2 + (b− x2)2]

+
(
α1 −

a+ x1

2

)2

+
(
α2 −

x1 + x2

2

)2

+
(
α3 −

x2 + b

2

)2

] ‖f ′‖∞ .

The proof is obvious by Theorem 1.21.

The next corollary contains a generalization of the “three-eights rule” of Newton-
Cotes in the following way:
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Corollary 1.32. Let f be as above and a ≤ α1 ≤ 2a+b
3 ≤ α2 ≤ 2b+a

3 ≤ α3 ≤ b.
Then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx−
[
(α1 − a)f (a) + (α2 − α1)f

(
2a+ b

3

)
(1.70)

+(α3 − α2)f
(
a+ 2b

3

)
+ (b− α3)f (b)

]∣∣∣∣
≤

[
(b− a)2

12
+
(
α1 −

5a+ b

6

)2

+
(
α2 −

a+ b

2

)2

+
(
α3 −

a+ 5b
6

)2
]
‖f ′‖∞ .

The proof follows by the above proposition by choosing x1 = 2a+b
3 and x2 = a+2b

3 .

Remark 1.9. (1)
a) Now, if we choose α1 = b+7a

8 , α2 = a+b
2 and α3 = a+7b

8 in (1.70), then we
get the “three-eights rule” of Newton-Cotes∣∣∣∣∣
∫ b

a

f (x) dx− b− a

8

[
f (a) + 3f

(
2a+ b

3

)
+ 3f

(
a+ 2b

3

)
+ f (b)

]∣∣∣∣∣(1.71)

≤ 25
288

(b− a)2 ‖f ′‖∞ .

b) The best estimation we can get from (1.70) is that one for which α1 =
5a+b

6 , α2 = a+b
2 , α3 = a+5b

6 obtaining the inequality∣∣∣∣∣
∫ b

a

f (x) dx− b− a

6

[
f (a) + 2f

(
2a+ b

3

)
+ 2f

(
a+ 2b

3

)
+ f (b)

]∣∣∣∣∣(1.72)

≤ 1
12

(b− a)2 ‖f ′‖∞ .

1.3.4. Particular Quadrature Formulae. Let us consider the partitioning
of the interval [a, b] given by ∆n : a = x0 < x1 < ... < xn−1 < xn = b and put
hi := xi+1 − xi(i = 0, ..., n− 1) and ν(h) := max{hi| i = 0, ..., n− 1}.

The following theorem holds [5]:

Theorem 1.33. Let f : [a, b] → R be absolutely continuous on [a, b] and k ≥ 1.
Then we have the composite quadrature formula

(1.73)
∫ b

a

f (x) dx = Ak(∆n, f) +Rk(∆n, f),

where

(1.74) Ak(∆n, f) :=
1
k

T (∆n, f) +
n−1∑
i=0

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]
hi


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and

(1.75) T (∆n, f) :=
1
2

n−1∑
i=0

[f (xi) + f (xi+1)]hi

is the trapezoid quadrature formula.

The remainder Rk(∆n, f) satisfies the estimate

(1.76) |Rk(∆n, f)| ≤ 1
4k
‖f ′‖∞

n−1∑
i=0

h2
i .

Proof. Applying Corollary 1.22 on the intervals [xi, xi+1] (i = 0, ..., n− 1) ,
we obtain∣∣∣∣∣∣

∫ xi+1

xi

f (x) dx−

1
k
· f (xi) + f (xi+1)

2
hi +

hi

k

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

4k
h2

i ‖f ′‖∞ .

Summing over i from 0 to n − 1 and using the generalized triangle inequality, we
get the desired estimation (1.76).

The following corollary holds:

Corollary 1.34. Let f,∆n be as above. Then we have the quadrature formula∫ b

a

f (x) dx =
1
2

[T (∆n, f) +M(∆n, f)] +R2(∆n, f),

where M(∆n, f) is the midpoint rule:

M(∆n, f) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
hi.

The remainder satisfies the estimate:

(1.77) |R2(∆n, f)| ≤ 1
8
‖f ′‖∞

n−1∑
i=0

h2
i .

The following corollary also holds:

Corollary 1.35. Let f,∆n be as above. Then we have the quadrature formula∫ b

a

f (x) dx =
1
2

[
T (∆n, f) +

n−1∑
i=0

f

(
2xi + xi+1

3

)
hi(1.78)

+
n−1∑
i=0

f

(
xi + 2xi+1

3

)
hi

]
+R3 (∆n, f) ,

where the remainder R3(∆n, f) satisfies the bound:

(1.79) |R2(∆n, f)| ≤ 1
12
‖f ′‖∞

n−1∑
i=0

h2
i .
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The following theorem holds as well [5] (see also [4]):

Theorem 1.36. Let f and ∆n be as above. Suppose that ξi ∈ [xi, xi+1] (i =
0, ..., n− 1). Then we have the formula

(1.80)
∫ b

a

f (x) dx =
n−1∑
i=0

[(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)] +R(ξ,∆n, f).

The remainder R(ξn,∆n, f) satisfies the estimate:

|R(ξ,∆n, f)| ≤

[
1
4

n−1∑
i=0

h2
i +

n−1∑
i=0

(
ξi −

xi + xi+1

2

)2
]
‖f ′‖∞(1.81)

≤ 1
2
‖f ′‖∞

n−1∑
i=0

h2
i .

Proof. Apply Proposition 1.26 on the intervals [xi, xi+1] (i = 0, ..., n− 1) to
get ∣∣∣∣∫ xi+1

xi

f (x) dx− [(ξi − xi) f (xi) + (xi+1 − ξi)f (xi+1)]
∣∣∣∣

≤

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
]
‖f ′‖∞ ≤ 1

2
‖f ′‖∞ h2

i .

Summing over i from 0 to n − 1 and using the generalized triangle inequality we
deduce the desired inequality (1.81).

Corollary 1.37. Let f and ∆n be as above. Then we have

(i) The “left rectangle rule”:

(1.82)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi)hi +Rl (∆n, f) ;

(ii) The “right rectangle rule”:

(1.83)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi+1)hi +Rr (∆n, f) ;

(iii) The “trapezoid rule”:

(1.84)
∫ b

a

f (x) dx = T (∆n, f) +RT (∆n, f)

where

|Rl (∆n, f)| , |Rr (∆n, f)| ≤ 1
2
‖f ′‖∞

n−1∑
i=0

h2
i

and

|RT (∆n, f)| ≤ 1
4
‖f ′‖∞

n−1∑
i=0

h2
i .

The following theorem also holds [5].
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Theorem 1.38. Let f and ∆n be as above. If xi ≤ α
(1)
i ≤ ξi ≤ α

(2)
i ≤ xi+1

(i = 0, ..., n− 1) , then we have the formula:∫ b

a

f (x) dx(1.85)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f (ξi)

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)
f (xi+1) +R

(
ξ, α(1), α(2),∆n, f

)
,

where the remainder satisfies the bound∣∣∣R(ξ, α(1), α(2),∆n, f
)∣∣∣(1.86)

≤

[
1
8

n−1∑
i=0

h2
i +

1
2

n−1∑
i=0

(
ξi −

xi + xi+1

2

)2

+
n−1∑
i=0

(
α

(1)
i − xi + ξi

2

)2

+
n−1∑
i=0

(
α

(2)
i − ξi + xi+1

2

)2
]
‖f ′‖∞ .

The proof follows by Proposition 1.27 applied for the intervals [xi, xi+1] (i = 0, ..., n− 1)
and we omit the details.

The following corollary of the above theorem holds [20].

Corollary 1.39. Let f, ∆n be as above and ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) . Then
we have the formula of Riemann’s type:

(1.87)
∫ b

a

f (x) dx =
n−1∑
i=0

f (ξi)hi +RR (ξ,∆n, f)

where the remainder, RR (ξ,∆n, f) , satisfies the estimate

|RR (ξ,∆n, f)| ≤

[
1
4

n−1∑
i=0

h2
i +

n−1∑
i=0

(
ξi −

xi + xi+1

2

)2
]
‖f ′‖∞(1.88)

≤ 1
2
‖f ′‖∞

n−1∑
i=0

h2
i .

Remark 1.10. If we choose in (1.87) , ξi = xi+xi+1
2 , then we get the midpoint

quadrature formula [20]∫ b

a

f (x) dx = M (∆n, f) +RM (∆n, f) ,

where

|RM (∆n, f)| ≤ 1
4
‖f ′‖∞

n−1∑
i=0

h2
i .

The following corollary holds as well [5] (see also [3]).
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Corollary 1.40. Let f,∆n be as above and ξi ∈
[

5xi+xi+1
6 , xi+5xi+1

6

]
(i = 0, ..., n− 1) .

Then we have the formula∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi(1.89)

+
2
3

n−1∑
i=0

f (ξi)hi +Rs (ξ,∆n, f) ,

where the remainder, Rs (ξ,∆n, f) , satisfies the inequality:

(1.90) |Rs (ξ,∆n, f)| ≤

[
5
36

n−1∑
i=0

h2
i +

n−1∑
i=0

(
ξi −

xi + xi+1

2

)2
]
‖f ′‖ .

Remark 1.11. If we choose above ξi = xi+xi+1
2 (i = 0, ..., n− 1) , then we obtain∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi(1.91)

+
2
3

n−1∑
i=0

f

(
xi + xi+1

2

)
hi +RS (∆n, f) ,

where the remainder satisfies the bound [10]

(1.92) |RS (∆n, f)| ≤ 5
36
‖f ′‖∞

n−1∑
i=0

h2
i .

The following corollary holds too.

Corollary 1.41. Let f,∆n be as above and xi ≤ α
(1)
i ≤ xi+xi+1

2 ≤ α
(2)
i ≤ xi+1

(i = 0, ..., n− 1) . Then we have the formula∫ b

a

f (x) dx(1.93)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f

(
xi + xi+1

2

)

+
n−1∑
i=0

(
xi − α

(2)
i

)
f (xi+1) +RB

(
α(1), α(2),∆n, f

)
,

where the remainder satisfies the estimate:∣∣∣RB

(
α(1)

n , α(2)
n ,∆n, f

)∣∣∣ ≤

[
1
8

n−1∑
i=0

h2
i +

n−1∑
i=0

(
α

(1)
i − 3xi + xi+1

4

)2

+
n−1∑
i=0

(
α

(2)
i − xi + 3xi+1

4

)2
]
‖f ′‖∞ .

Finally, the following theorem holds [5]:
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Theorem 1.42. Let f,∆n be as above and xi ≤ ξ
(1)
i ≤ ξ

(2)
i ≤ xi+1 and α

(1)
i ∈[

xi, ξ
(1)
i

]
, α

(2)
i ∈

[
ξ
(1)
i , ξ

(2)
i

]
and α

(3)
i ∈

[
ξ
(2)
i , xi+1

]
for i = 0, ..., n − 1. Then we

have formula: ∫ b

a

f (x) dx(1.94)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f
(
ξ
(1)
i

)
+

n−1∑
i=0

(
α

(3)
i − α

(2)
i

)
f
(
ξ
(2)
i

)
+

n−1∑
i=0

(
xi+1 − α

(3)
i

)
f (xi+1)

+R
(
ξ(1), ξ(2), α(1), α(2), α(3),∆n, f

)
and the remainder satisfies the estimation∣∣∣R(ξ(1), ξ(2), α(1), α(2), α(3),∆n, f

)∣∣∣
≤

[
1
4

[
n−1∑
i=0

(
ξ
(1)
i − xi

)2

+
n−1∑
i=0

(
ξ
(2)
i − ξ

(1)
i

)2

+
n−1∑
i=0

(
xi+1 − ξ

(1)
i

)2
]

+
n−1∑
i=0

(
α

(1)
i − xi+1 + ξ

(1)
i

2

)2

+
n−1∑
i=0

(
α

(2)
i − ξ

(1)
i + ξ

(2)
i

2

)

+
n−1∑
i=0

(
α

(3)
i − ξ

(2)
i + xi+1

2

)]
‖f ′‖∞ .

The proof follows by Proposition 1.31. We omit the details.

Remark 1.12. We note only that if we choose α(1)
i = xi+1+7xi

8 , α(2)
i = xi+xi+1

2 ,
α

(3)
i = xi+7xi+1

8 , ξ(1)i = 2xi+xi+1
3 and ξ

(2)
i = xi+2xi+1

3 (i = 0, ..., n− 2) then we get
the “three-eights formula” of Newton-Cotes:∫ b

a

f (x) dx =
1
8

n−1∑
i=0

[
f (xi) + 3f

(
2xi + xi+1

3

)
+ 3f

(
xi + 2xi+1

3

)
+ f (xi+1)

]
+RN−C (∆n, f) ,

where the remainder satisfies the bound

|RN−C (∆n, f)| ≤ 25
288

‖f ′‖∞
n−1∑
i=0

h2
i .

1.4. Generalisation for Functions whose Derivatives are in Lp

1.4.1. Some Inequalities. We start with the following result [7],

Theorem 1.43. Let Ik : a = x0 < x1 < ... < xk−1 < xk = b be a division
of the interval [a, b] and αi (i = 0, ..., k + 1) be “k + 2” points such that α0 = a,



29 S.S. Dragomir and T.M. Rassias

αi ∈ [xi−1, xi] (i = 1, ..., k) and αk+1 = b. If f : [a, b] → R is absolutely continuous
on [a, b], then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx−
k∑

i=0

(αi+1 − αi) f (xi)

∣∣∣∣∣(1.95)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
k−1∑
i=0

[
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
]] 1

q

≤ 1

(q + 1)
1
q

‖f ′‖p

[
k−1∑
i=0

hq+1
i

] 1
q

≤ ν (h) (b− a)
1
q

(q + 1)
1
q

‖f ′‖p

where hi := xi+1−xi (i = 0, ..., k − 1) , ν (h) := max {hi|i = 0, ..., n} , p > 1, 1
p + 1

q =
1, and ‖·‖p is the usual Lp [a, b]−norm.

Proof. Consider the kernel K : [a, b] → R given by (see also Theorem 1.21):

K (t) :=



t− α1, t ∈ [a, x1);
t− α2, t ∈ [x1, x2);

...
t− αk−1, t ∈ [xk−2, xk−1);
t− αk, t ∈ [xk−1, b] .

Integrating by parts, we have the identity:

(1.96)
∫ b

a

f (t) dt =
k∑

i=0

(αi+1 − αi) f (xi)−
∫ b

a

K (t) f ′ (t) dt.

On the other hand, we have∣∣∣∣∣
∫ b

a

K (t) f ′ (t) dt

∣∣∣∣∣ =

∣∣∣∣∣
k−1∑
i=0

∫ xi+1

xi

K (t) f ′ (t) dt

∣∣∣∣∣(1.97)

≤
k−1∑
i=0

∫ xi+1

xi

|K (t)| |f ′ (t)| dt

=
k−1∑
i=0

∫ xi+1

xi

|t− αi+1| |f ′ (t)| dt.

Using Hölder’s integral inequality for p > 1, 1
p + 1

q = 1, we can write
(1.98)∫ xi+1

xi

|t− αi+1| |f ′ (t)| dt ≤
(∫ xi+1

xi

|t− αi+1|q dt
) 1
q
(∫ xi+1

xi

|f ′ (t)|p dt
) 1
q

.
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However, ∫ xi+1

xi

|t− αi+1|q dt

=
∫ αi+1

xi

(αi+1 − t)q
dt+

∫ xi+1

αi+1

(t− αi+1)
q
dt

=
1

(q + 1)

[
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
]

and then, by the inequality (1.98) , we deduce∫ xi+1

xi

|t− αi+1| |f ′ (t)| dt(1.99)

≤ 1

(q + 1)
1
q

[
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
] 1
q

(∫ xi+1

xi

|f ′ (t)|p dt
) 1
q

.

By relations (1.97)-(1.99) and by Hölder’s discrete inequality, we obtain∣∣∣∣∣
∫ b

a

K (t) f ′ (t) dt

∣∣∣∣∣
≤ 1

(q + 1)
1
q

k−1∑
i=0

[
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
] 1
q ×

(∫ xi+1

xi

|f ′ (t)|p dt
) 1
p

≤ 1

(q + 1)
1
q

[
k−1∑
i=0

([
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
] 1
q

)q
] 1
q

×

[
k−1∑
i=0

((∫ xi+1

xi

|f ′ (t)|p dt
) 1
p

)p] 1
p

=
1

(q + 1)
1
q

(
k−1∑
i=0

[
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
]) 1

q

‖f ′‖p

and the first inequality in (1.95) is proved.

Now, consider the function g : [α, β] → R, g (t) = (t− α)q+1 + (β − t)q+1
.

Then

g′ (t) = (q + 1) [(t− α)q − (β − t)q] ,

g′ (t) = 0 iff t = α+β
2 and g′ (t) < 0 if t ∈ [α, α+β

2 ) and g′ (t) > 0 if t ∈ (α+β
2 , β],

which shows that

(1.100) inf
t∈[α,β]

g (t) = g

(
α+ β

2

)
=

(β − α)q+1

2q

and

(1.101) sup
t∈[α,β]

g (t) = g (α) = g (β) = (β − α)q+1
.
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Using the above bound (1.101), we may write
k−1∑
i=0

[
(αi+1 − xi)

q+1 + (xi+1 − αi+1)
q+1
]
≤

k−1∑
i=0

hq+1
i ,

and the second inequality in (1.95) is obtained.

For the last inequality we only remark that
k−1∑
i=0

hq+1
i ≤ νq (h)

k−1∑
i=0

hi = (b− a) νq (h) .

The theorem is completely proved.

Now, if we assume that the points of the division Ik are fixed, then the best in-
equality we can obtain from Theorem 1.43 is embodied in the following corollary.

Corollary 1.44. Let Ik : a = x0 < x1 < ... < xk−1 < xk = b be a division of the
interval [a, b] . If f is as above, then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx(1.102)

−1
2

[
(x1 − a) f (a) +

k−1∑
i=1

(xi+1 − xi−1) f (xi) + (b− xk−1) f (b)

]∣∣∣∣∣
≤ 1

2 (q + 1)
1
q

‖f ′‖p

[
k−1∑
i=0

hq+1
i

] 1
q

≤ ν (h) (b− a)
1
q

2 (q + 1)
1
q

‖f ′‖p .

The case of equidistant partitioning is important in practice.

Corollary 1.45. Let

Ik : xi := a+ i · b− a

k
(i = 0, ..., k) ,

be an equidistant partitioning of [a, b]. If f is as above, then we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx−

[
1
k
· f (a) + f (b)

2
(b− a) +

(b− a)
k

k−1∑
i=1

f

[
(k − i) a+ ib

k

]]∣∣∣∣∣(1.103)

≤ (b− a)1+
1
q

2k (q + 1)
1
q

‖f ′‖p .

1.4.2. General Quadrature Formulae. Let ∆n : a = x
(n)
0 < x

(n)
1 < ... <

x
(n)
n−1 < x

(n)
n = b be a sequence of division of [a, b] and consider the sequence of

numerical integration formulae (see Subsection 1.4.1)

(1.104) In (f,∆n, wn) :=
n∑

j=0

w
(n)
j f

(
x

(n)
j

)
,

where w(n)
j (j = 0, ..., n) are the quadrature weights and

∑n
j=0 w

(n)
j = b− a.
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The following theorem contains a sufficient condition for the weights w(n)
j such

that In (f,∆n, wn) approximates the integral
∫ b

a
f (x) dx with an error expressed in

terms of ‖f ′‖p , p ∈ (1,∞) , [7].

Theorem 1.46. Let f : [a, b] → R be an absolutely continuous mapping on [a, b] .
If the quadrature weights w(n)

j satisfy the condition

(1.105) x
(n)
i − a ≤

i∑
j=0

w
(n)
j ≤ x

(n)
i+1 − a for all i = 0, ..., n− 1,

then we have the estimate∣∣∣∣∣In (f,∆n, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.106)

≤ 1

(q + 1)
1
q

‖f ′‖p

×

n−1∑
i=0


a+

i∑
j=0

w
(n)
j − x

(n)
i

q+1

+

x(n)
i+1 − a−

i∑
j=0

w
(n)
j

q+1



1/q

≤ 1

(q + 1)
1
q

‖f ′‖p

[
n−1∑
i=0

[
h

(n)
i

]q+1
] 1
q

≤
ν
(
h(n)

)
(b− a)

1
q

(q + 1)
1
q

‖f ′‖p ,

where ν
(
h(n)

)
:= max

{
h

(n)
i |i = 0, ..., n− 1

}
and h(n)

i := x
(n)
i+1 − x

(n)
i .

In particular, if ‖f ′‖p <∞, then

lim
ν(h(n))→0

In (f,∆n, wn) =
∫ b

a

f (x) dx

uniformly by rapport of the weight wn.

Proof. Similar to the proof of Theorem 1.9 and we omit the details.

The case when the partitioning is equidistant is important in practice. Consider,
then, the partitioning

En : x(n)
i := a+ i · b− a

2
(i = 0, ..., n)

and define the sequence of numerical quadrature formulae

In (f, wn) :=
n∑

i=0

w
(n)
i f

[
a+

i

n
· (b− a)

] n∑
j=0

w
(n)
j = b− a.

The following result holds:
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Corollary 1.47. Let f : [a, b] → R be absolutely continuous on [a, b] . If the
quadrature weights w(n)

j satisfy the condition:

(1.107)
i

n
≤

i∑
j=0

w
(n)
j ≤ i+ 1

n
, i = 0, ..., n− 1;

then we have the estimate:∣∣∣∣∣In (f, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.108)

≤ 1

(q + 1)
1
q

‖f ′‖p

×

n−1∑
i=0


 i∑

j=0

w
(n)
j − i

n
· (b− a)

q+1

+

 i+ 1
n

· (b− a)−
i∑

j=0

w
(n)
j

q+1



1
q

≤ (b− a)1+
1
q

n (q + 1)
1
q

‖f ′‖p .

In particular, if ‖f ′‖p <∞, then

(1.109) lim
n→∞

In (f, wn) =
∫ b

a

f (x) dx

uniformly by the influence of the weights wn.

1.4.3. Particular Inequalities. In this sub-section we point out particular
inequalities which generalize some classical results such as: Rectangle Inequality,
Trapezoid Inequality, Ostrowski’s Inequality, Midpoint Inequality, Simpson’s In-
equality and others in terms of the p−norm of the derivative [7].
Proposition 1.48. Let f : [a, b] → R be absolutely continuous on [a, b] and α ∈
[a, b] . Then we have the inequality (see also [4]):∣∣∣∣∣

∫ b

a

f (x) dx− [(α− a) f (a) + (b− α) f (b)]

∣∣∣∣∣(1.110)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
(α− a)q+1 + (b− α)q+1

] 1
q

≤ (b− a)1+
1
q

(q + 1)
1
q

‖f ′‖p .

Proof. Follows from Theorem 1.43 by choosing x0 = a, x1 = b, α0 = a, α1 =
α ∈ [a, b] and α2 = b.

Remark 1.13. (1)
a) If in (1.110) we put α = b, then we obtain the “left rectangle inequality”

(1.111)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (a)

∣∣∣∣∣ ≤ (b− a)1+
1
q

(q + 1)
1
q

‖f ′‖p .
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b) If α = a, then by (1.110) we have the “right rectangle inequality”

(1.112)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (b)

∣∣∣∣∣ ≤ (b− a)1+
1
q

(q + 1)
1
q

‖f ′‖p .

c) It is clear that the best estimate we can have in (1.110) is for α = a+b
2

getting the “trapezoid inequality” (see also [4]):

(1.113)

∣∣∣∣∣
∫ b

a

f (x) dx− f (a) + f (b)
2

(b− a)

∣∣∣∣∣ ≤ 1
2

(b− a)1+
1
q

(q + 1)
1
q

‖f ′‖p .

Another particular integral inequality with many applications is the following one
(see also [3]):

Proposition 1.49. Let f : [a, b] → R be an absolutely continuous mapping on
[a, b] and a ≤ x1 ≤ b, a ≤ α1 ≤ x1 ≤ α2 ≤ b. Then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx− [(α1 − a) f (a) + (α2 − α1) f (x1) + (b− α2) f (b)]

∣∣∣∣∣(1.114)

≤ 1

(q + 1)
1
q

‖f ′‖p

×
[
(α1 − a)q+1 + (x1 − α1)

q+1 +(α2 − x1)
q+1 + (b− α2)

q+1
] 1
q

≤ 1

(q + 1)
1
q

‖f ′‖p

[
(x1 − a)q+1 + (b− x1)

q+1
] 1
q

≤ (b− a)1+
1
q

(q + 1)
1
q

‖f ′‖p .

Proof. Consider the division a = x0 ≤ x1 ≤ x2 = b and the numbers α0 =
a, α1 ∈ [a, x1] , α2 ∈ [x1, b] , α3 = b. Applying Theorem 1.43 for these particular
choices, we easily obtain the desired inequalities. We omit the details.

Corollary 1.50. Let f be as above and x1 ∈ [a, b] . Then we have Ostrowski’s
inequality (see also [18]):∣∣∣∣∣

∫ b

a

f (x) dx− (b− a) f (x1)

∣∣∣∣∣(1.115)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
(x1 − a)q+1 + (b− x1)

q+1
] 1
q

≤ (b− a)1+
1
q

(q + 1)
1
q

‖f ′‖p .

The proof follows by the above theorem choosing α1 = a, α2 = b.
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Remark 1.14. If we choose x1 = a+b
2 in (1.115) , then we get the “midpoint in-

equality” [18]

(1.116)

∣∣∣∣∣
∫ b

a

f (x) dx− f

(
a+ b

2

)
(b− a)

∣∣∣∣∣ ≤ (b− a)1+
1
q

2 (q + 1)
1
q

‖f ′‖p .

The following corollary generalizing Simpson’s inequality holds as well:

Corollary 1.51. Let f be as above and x1 ∈
[
5a+b

6 , a+5b
6

]
. Then we have the

inequality: ∣∣∣∣∣
∫ b

a

f (x) dx− b− a

3
·
[
f (a) + f (b)

2
+ 2f (x1)

]∣∣∣∣∣(1.117)

≤ 1

(q + 1)
1
q

‖f ′‖p

×

[
2 · (b− a)q+1

6q+1
+
(
x1 −

5a+ b

6

)q+1

+
(
a+ 5b

6
− x1

)q+1
]1/q

.

The proof follows by Proposition 1.49 by choosing α1 = 5a+b
2 and α2 = a+5b

2 .

Remark 1.15. Now, if in (1.117) we choose x1 = a+b
2 , then we get “Simpson’s

inequality” [8] ∣∣∣∣∣
∫ b

a

f (x) dx− b− a

3
·
[
f (a) + f (b)

2
+ 2f

(
a+ b

2

)]∣∣∣∣∣(1.118)

≤ 1

6 (q + 1)
1
q

(
2q+1 + 1

3

) 1
q

(b− a)1+
1
q ‖f ′‖p .

The following corollary also holds [7] (see also [3]):

Corollary 1.52. Let f be as above and a ≤ α1 ≤ a+b
2 ≤ α2 ≤ b. Then we have

the inequality:∣∣∣∣∣
∫ b

a

f (x) dx−
[
(α1 − a) f (a) + (α2 − α1) f

(
a+ b

2

)
+ (b− α2) f (b)

]∣∣∣∣∣(1.119)

≤ 1

(q + 1)
1
q

‖f ′‖p

×

[
(α1 − a)q+1 +

(
a+ b

2
− α1

)q+1

+
(
α2 −

a+ b

2

)q+1

+ (b− α2)
q+1

] 1
q

≤ 1

2 (q + 1)
1
q

‖f ′‖p (b− a)1+
1
q .

Finally, we have [7] (see also [3]):
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Remark 1.16. Now, if we choose in (1.119) , α1 = 3a+b
4 and α2 = a+3b

4 , then we
get the inequality ∣∣∣∣∣

∫ b

a

f (x) dx− 1
2

[
f (a) + f (b)

2
+ f

(
a+ b

2

)]∣∣∣∣∣(1.120)

≤ 1

4 (q + 1)
1
q

‖f ′‖p (b− a)1+
1
q .

1.4.4. Particular Quadrature Formulae. Let us consider the partitioning
of the interval [a, b] given by ∆n : a = x0 < x1 < ... < xn−1 < xn = b and put
hi := xi+1 − xi (i = 0, ..., n− 1) and ν (h) := max {hi|i = 0, ..., n− 1} .

The following theorem holds [7]:

Theorem 1.53. Let f : [a, b] → R be absolutely continuous on [a, b] and k ≥ 1.
Then we have the composite quadrature formula

(1.121)
∫ b

a

f (x) dx = Ak (∆n, f) +Rk (∆n, f) ,

where

(1.122) Ak (∆n, f) :=
1
k

T (∆n, f) +
n∑

i=0

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]
hi


and

(1.123) T (∆n, f) :=
1
2

n−1∑
i=0

[f (xi) + f (xi+1)]hi

is the trapezoid quadrature formula.

The remainder Rk (∆n, f) satisfies the estimate

(1.124) |Rk (∆n, f)| ≤ 1

2k (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

, p > 1,
1
p

+
1
q

= 1.

Proof. Applying Corollary 1.45 on the intervals [xi, xi+1] (i = 0, ..., n− 1) ,
we get ∣∣∣∣∣∣

∫ xi+1

xi

f (x) dx−

1
k

f (xi) + f (xi+1)
2

hi +
hi

k

k∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

2k (q + 1)
1
q

h
1+ 1

q

i

(∫ xi+1

xi

|f ′ (t) dt|
) 1
p

.
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Summing over i from 0 to n − 1 and using the generalized triangle inequality, we
have:

|Rk (∆n, f)|

≤
n−1∑
i=0

∣∣∣∣∫ xi+1

xi

f (x) dx

−

1
k
· f (xi) + f (xi+1)

2
hi +

hi

k

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

2k (q + 1)
1
q

n−1∑
i=0

[
h

1+ 1
q

i ×
(∫ xi+1

xi

|f ′ (t)p| dt
) 1
p

]
.

By Hölder’s discrete inequality, we have
n−1∑
i=0

[
h

1+ 1
q

i ×
(∫ xi+1

xi

|f ′ (t)p| dt
) 1
p

]

≤

[
n−1∑
i=0

(
h

1+ 1
q

i

)q
] 1
q

×

[
n−1∑
i=0

((∫ xi+1

xi

|f ′ (t)p| dt
) 1
p

)p] 1
q

=

(
n−1∑
i=0

hq+1
i

) 1
q

‖f ′‖p ,

and the theorem is proved.

The following corollary holds:
Corollary 1.54. Let f,∆n be as above. Then we have the quadrature formula:

(1.125)
∫ b

a

f (x) dx =
1
2

[T (∆n, f) +M (∆n, f)] +R2 (∆n, f) ,

where M (∆n, f) is the midpoint rule, namely,

M (∆n, f) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
hi.

The remainder R2 (∆n, f) satisfies the estimate:

(1.126) |R2 (∆n, f)| ≤ 1

4 (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

The following corollary holds as well.
Corollary 1.55. Let f,∆n be as above. Then we have the formula∫ b

a

f (x) dx(1.127)

=
1
3

[
T (∆n, f) +

n−1∑
i=0

f

(
2xi + xi+1

3

)
hi +

n−1∑
i=0

f

(
xi + 2xi+1

3

)
hi

]
+R3 (∆n, f) .
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The remainder R3 (∆n, f) satisfies the bound:

(1.128) |R3 (∆n, f)| ≤ 1

6 (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

The following theorem also holds [7] (see also [4]):

Theorem 1.56. Let f and ∆n be as above. Suppose that ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) .
Then we have the formula:

(1.129)
∫ b

a

f (x) dx =
n−1∑
i=0

[(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)] +R (ξ,∆n, f) .

The remainder R (ξ,∆n, f) satisfies the inequality:

|R (ξ,∆n, f)|(1.130)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
n−1∑
i=0

(ξi − xi)
q+1 +

n−1∑
i=0

(xi+1 − ξi)
q+1

] 1
q

≤ 1

(q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

Proof. Apply Proposition 1.48 on the intervals [xi, xi+1] (i = 0, ..., n− 1) to
get

∣∣∣∣∫ xi+1

xi

f (x) dx− [(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)]
∣∣∣∣

≤ 1

(q + 1)
1
q

[
(ξi − xi)

q+1 + (xi+1 − ξi)
q+1
] 1
q

(∫ xi+1

xi

|f ′ (t)|p dt
) 1
p

.
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Summing over i from 0 to n − 1, using the generalized triangle inequality and
Hölder’s discrete inequality, we may state

|R (ξ,∆n, f)|

≤
n−1∑
i=0

∣∣∣∣∫ xi+1

xi

f (x) dx− [(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)]
∣∣∣∣

≤ 1

(q + 1)
1
q

n−1∑
i=0

{[
(ξi − xi)

q+1 + (xi+1 − ξi)
q+1
] 1
q

×
(∫ xi+1

xi

|f ′ (t)|p dt
) 1
p

}

≤ 1

(q + 1)
1
q

(
n−1∑
i=0

([
(ξi − xi)

q+1 + (xi+1 − ξi)
q+1
] 1
q

)q
) 1
q

×

[
n−1∑
i=0

((∫ xi+1

xi

|f ′ (t)|p dt
) 1
p

)p] 1
p

=
1

(q + 1)
1
q

[
n−1∑
i=0

(ξi − xi)
q+1 +

n−1∑
i=0

(xi+1 − ξi)
q+1

] 1
q

‖f ′‖p

and the first inequality in (1.130) is proved.

The second inequality is obvious by taking into account that

(ξi − xi)
q+1 + (xi+1 − ξi)

q+1 ≤ hq+1
i

for all i = 0, ..., n− 1.

The following corollary contains some particular well known quadrature formulae:

Corollary 1.57. Let f and ∆n be as above. Then we have

(1) The “left rectangle rule”

(1.131)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi)hi +Rl (∆n, f) ;

(2) The “right rectangle rule”

(1.132)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi+1)hi +Rr (∆n, f) ;

(3) The “trapezoid rule”

(1.133)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi) + f (xi+1)
2

hi +RT (∆n, f) ,

where

(1.134) |Rl (∆n, f)| , |Rr (∆n, f)| ≤ 1

(q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q
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and

|RT (∆n, f)| ≤ 1

2 (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

The following theorem holds as well [7].

Theorem 1.58. Let f and ∆n be as above. If xi ≤ α
(1)
i ≤ ξi ≤ α

(2)
i ≤ xi+1

(i = 0, ..., n− 1) , then we have the formula:∫ b

a

f (x) dx(1.135)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f (ξi)

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)
f (xi+1) +R

(
ξ, α(1), α(2),∆n, f

)
,

where the remainder satisfies the estimate∣∣∣R(ξ, α(1), α(2),∆n, f
)∣∣∣(1.136)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
n−1∑
i=0

(
α

(1)
i − xi

)q+1

+
n−1∑
i=0

(
ξi − α

(1)
i

)q+1

+
n−1∑
i=0

(
α

(2)
i − ξi

)q+1

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)q+1
] 1
q

≤ 1

(q + 1)
1
q

‖f ′‖p

[
n−1∑
i=0

(ξi − xi)
q+1 +

n−1∑
i=0

(xi+1 − ξi)
q+1

] 1
q

≤ 1

(q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

Proof. The proof follows by Proposition 1.49 applied on the intervals [xi, xi+1]
(i = 0, ..., n− 1) . We omit the details.

The following corollary of the above theorem holds (see also [18])

Corollary 1.59. Let f,∆n be as above and ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) . Then
we have the formula of Riemann’s type:

(1.137)
∫ b

a

f (x) dx =
n−1∑
i=0

f (ξi)hi +RR (ξ,∆n, f) .
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The remainder RR (ξ,∆n, f) satisfies the estimate

|RR (ξ,∆n, f)|(1.138)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
n−1∑
i=0

(ξi − xi)
q+1 +

n−1∑
i=0

(xi+1 − ξi)
q+1

] 1
q

≤ 1

(q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

Remark 1.17. If we choose in (1.137), ξi = xi+xi+1
2 , then we get the midpoint

quadrature formula ∫ b

a

f (x) dx = M (∆n, f) +RM (∆n, f) ,

where

|RM (∆n, f)| ≤ 1

2 (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

The following corollary also holds

Corollary 1.60. Let f,∆n be as above and ξi ∈
[

5xi+xi+1
6 , xi+5xi+1

6

]
(i = 0, ..., n− 1) .

Then we have the formula:

(1.139)
∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi +
2
3

n−1∑
i=0

f (ξi)hi +RS (ξ,∆n, f) ,

where the remainder, RS (ξ,∆n, f) , satisfies the estimate:

|RS (ξ,∆n, f)|(1.140)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
1

3 · 6q

n−1∑
i=0

hq+1
i +

n−1∑
i=0

(
ξi −

5xi + xi+1

6

)q+1

+
n−1∑
i=0

(
xi + 5xi+1

6
− ξi

)q+1
] 1
q

.

Remark 1.18. Now, if in (1.139) we choose ξi = xi+xi+1
2 , then we obtain “Simpson’s

quadrature formula”∫ b

a

f (x) dx(1.141)

=
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi +
2
3

n−1∑
i=0

f

(
xi + xi+1

2

)
hi +RS (∆n, f) ,

where the remainder term RS (∆n, f) satisfies the inequality [8]:

(1.142) |RS (∆n, f)| ≤ 1

6 (q + 1)
1
q

(
2q+1 + 1

3

) 1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

The following corollary also holds.
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Corollary 1.61. Let f,∆n be as above and xi ≤ α
(1)
i ≤ xi+xi+1

2 ≤ α
(2)
i ≤ xi+1

(i = 0, ..., n− 1) . Then we have the formula∫ b

a

f (x) dx(1.143)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f

(
xi + xi+1

2

)

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)
f (xi+1) +RB

(
α(1), α(2),∆n, f

)
.

The remainder satisfies the estimate∣∣∣RB

(
α(1), α(2),∆n, f

)∣∣∣(1.144)

≤ 1

(q + 1)
1
q

‖f ′‖p

[
n−1∑
i=0

(
α

(1)
i − xi

)q+1

+
n−1∑
i=0

(
xi + xi+1

2
− α

(1)
i

)q+1

+
n−1∑
i=0

(
α

(2)
i − xi + xi+1

2

)q+1

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)q+1
] 1
q

≤ 1

2 (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

Finally, we have

Remark 1.19. If we choose in (1.143) , α(1)
i = 3xi+xi+1

4 and α
(2)
i = xi+3xi+1

4 , then
we get the formula:

(1.145)
∫ b

a

f (x) dx =
1
2

[T (∆n, f) +M (∆n, f)] +RB (∆n, f) .

The remainder RB (∆n, f) satisfies the bound:

(1.146) |RB (∆n, f)| ≤ 1

4 (q + 1)
1
q

‖f ′‖p

(
n−1∑
i=0

hq+1
i

) 1
q

.

1.5. Generalisations in Terms of L1−norm

1.5.1. Some Inequalities. We start with the following theorem [6].

Theorem 1.62. Let Ik : a = x0 < x1 < ... < xk−1 < xk = b be a division
of the interval [a, b] and αi (i = 0, ..., k + 1) be “k + 2” points such that α0 = a,
αi ∈ [xi−1, xi] (i = 1, ..., k) and αk+1 = b. If f : [a, b] → R is absolutely continuous
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on [a, b], then we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx−
k∑

i=0

(αi+1 − αi) f (xi)

∣∣∣∣∣(1.147)

≤
[
1
2
ν (h) + max

{∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., k − 1
}]

‖f ′‖1

≤ ν (h) ‖f ′‖1 ,

where ν (h) := max {hi|i = 0, ..., k − 1}, hi := xi+1−xi (i = 0, ..., k − 1) and ‖f ′‖1 :=∫ b

a
|f ′ (t)| dt, is the usual L1 [a, b]− norm.

Proof. Integrating by parts, we have (see also Theorem 1.21):

(1.148)
∫ b

a

f (t) dt =
k∑

i=0

(αi+1 − αi) f (xi)−
∫ b

a

K (t) f ′ (t) dt.

On the other hand, we have∣∣∣∣∣
∫ b

a

K (t) f ′ (t) dt

∣∣∣∣∣ ≤
k−1∑
i=0

∫ xi+1

xi

|t− αi+1| |f ′ (t)| dt =: T.

However,∫ xi+1

xi

|t− αi+1| |f ′ (t)| dt ≤ sup
t∈[xi,xi+1]

|t− αi+1|
∫ xi+1

xi

|f ′ (t)| dt

= max {αi+1 − xi, xi+1 − αi+1}
∫ xi+1

xi

|f ′ (t)| dt

=
[
1
2

(xi+1 − xi) +
∣∣∣∣αi+1 −

xi + xi+1

2

∣∣∣∣] ∫ xi+1

xi

|f ′ (t)| dt.

Then

T ≤
k−1∑
i=0

[
1
2
hi +

∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣] ∫ xi+1

xi

|f ′ (t)| dt

≤ max
i=0,...,k−1

[
1
2
hi +

∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣] k−1∑
i=0

∫ xi+1

xi

|f ′ (t)| dt

≤
[
1
2
ν (h) + max

{∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., k − 1
}]

‖f ′‖1 =: V

Now, as ∣∣∣∣αi+1 −
xi + xi+1

2

∣∣∣∣ ≤ 1
2
hi,

then

max
{∣∣∣∣αi+1 −

xi + xi+1

2

∣∣∣∣ , i = 0, ..., k − 1
}
≤ 1

2
ν (h)

and, consequently,
V ≤ ν (h) ‖f ′‖1 .

The theorem is completely proved.
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Now, if we assume that the points of the division Ik are given, then the best
inequality we can obtain from Theorem 1.43 is embodied in the following corollary.

Corollary 1.63. Let f and Ik be as above. Then we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx(1.149)

−1
2

[
(x1 − a) f (a) +

k−1∑
i=1

(xi+1 − xi−1) f (xi) + (b− xk−1) f (b)

]∣∣∣∣∣
≤ 1

2
ν (h) ‖f ′‖1

Proof. The proof is obvious by the above theorem and we omit the details.

The following corollary for equidistant partitioning is useful in practice.

Corollary 1.64. Let

Ik : xi := a+ (b− a) · i
k
, (i = 0, ..., k)

be an equidistant partitioning of [a, b]. If f is as above, then we have the inequality:∣∣∣∣∣
∫ b

a

f (x) dx−

[
1
k
· f (a) + f (b)

2
(b− a) +

(b− a)
k

k−1∑
i=1

f

[
(k − i) a+ ib

k

]]∣∣∣∣∣(1.150)

≤ 1
2k

(b− a) ‖f ′‖1 .

1.5.2. A General Quadrature Formula. Let ∆n : a = x
(n)
0 < x

(n)
1 < ... <

x
(n)
n−1 < x

(n)
n = b be a sequence of divisions of [a, b] and consider the sequence of

numerical integration formulae (see Subsection 1.3.2 and 1.4.2)

In (f,∆n, wn) :=
n∑

j=0

w
(n)
j f

(
x

(n)
j

)
,

where w(n)
j (j = 0, ..., n) are the quadrature weights and

∑n
j=0 w

(n)
j = b− a.

The following theorem provides a sufficient condition for the weights w(n)
j such

that In (f,∆n, wn) approximates the integral
∫ b

a
f (x) dx with an error expressed in

terms of ‖f ′‖1, [6].

Theorem 1.65. Let f : [a, b] → R be an absolutely continuous mapping on [a, b] .
If the quadrature weights w(n)

j satisfy the condition

x
(n)
i − a ≤

i∑
j=0

w
(n)
j ≤ x

(n)
i+1 − a for all i = 0, ..., n− 1,
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then we have the estimate∣∣∣∣∣In (f,∆n, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.151)

≤

1
2
ν
(
h(n)

)
+ max


∣∣∣∣∣∣a+

i∑
j=0

w
(n)
j −

x
(n)
i + x

(n)
i+1

2

∣∣∣∣∣∣ , i = 0, ..., n− 1


 ‖f ′‖1

≤ ν
(
h(n)

)
‖f ′‖1 ,

where ν
(
h(n)

)
:= max

{
h

(n)
i |i = 0, ..., n− 1

}
and h(n)

i := x
(n)
i+1 − x

(n)
i .

In particular,

(1.152) lim
ν(h(n))→0

In (f,∆n, wn) =
∫ b

a

f (x) dx

uniformly by the influence of the wn.

Proof. The proof is similar to that of Theorem 1.46 and we omit it.

Now, consider the equidistant partitioning of [a, b] given by

En : x(n)
i := a+

i

n
· (b− a) (i = 0, ..., n) ;

and define the sequence of numerical quadrature formulae by

In (f, wn) :=
n∑

i=0

w
(n)
i f

[
a+

i

n
· (b− a)

]
.

The following corollary which can be more useful in practice holds:

Corollary 1.66. Let f be as above. If the quadrature weights w(n)
j satisfy the

condition:

(1.153)
i

n
≤ 1
b− a

i∑
j=0

w
(n)
j ≤ i+ 1

n
, i = 0, ..., n− 1;

then we have:∣∣∣∣∣In (f, wn)−
∫ b

a

f (x) dx

∣∣∣∣∣(1.154)

≤

b− a

2n
+ max


∣∣∣∣∣∣a+

i∑
j=0

w
(n)
j − 2i+ 1

2
· (b− a)

n

∣∣∣∣∣∣ , i = 0, ..., n− 1


 ‖f ′‖1

≤ (b− a)
n

‖f ′‖1 .

In particular, we have the limit

lim
n→∞

In (f, wn) =
∫ b

a

f (x) dx,

uniformly by the influence of the weights wn.
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1.5.3. Particular Inequalities. The following proposition holds [6] (see also
[4]).

Proposition 1.67. Let f : [a, b] → R be an absolutely continuous mapping on
[a, b] . Then we have the inequality:∣∣∣∣∣

∫ b

a

f (x) dx− [(α− a) f (a) + (b− α) f (b)]

∣∣∣∣∣(1.155)

≤
[
1
2

(b− a) +
∣∣∣∣α− a+ b

2

∣∣∣∣] ‖f ′‖1
for all α ∈ [a, b] .

The proof follows by Theorem 1.43 choosing x0 = a, x1 = b, α0 = a, α1 = α ∈ [a, b]
and α2 = b.

Remark 1.20. a) If in (1.155) we put α = b, then we get the “left rectangle
inequality”

(1.156)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (a)

∣∣∣∣∣ ≤ (b− a) ‖f ′‖1 ;

b) If α = a, then, by (1.155) , we get the “right rectangle inequality”

(1.157)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (b)

∣∣∣∣∣ ≤ (b− a) ‖f ′‖1 ;

c) It is easy to see that the best inequality we can get from (1.155) is for
α = a+b

2 obtaining the “trapezoid inequality” [4]:

(1.158)

∣∣∣∣∣
∫ b

a

f (x) dx− f (a) + f (b)
2

(b− a)

∣∣∣∣∣ ≤ 1
2

(b− a) ‖f ′‖1 .

Another proposition with many interesting particular cases is the following one [6]
(see also [3]):

Proposition 1.68. Let f be as above and a ≤ x1 ≤ b, a ≤ α1 ≤ x1 ≤ α2 ≤ b.
Then we have∣∣∣∣∣

∫ b

a

f (x) dx− [(α1 − a) f (a) + (α2 − α1) f (x1) + (b− α2) f (b)]

∣∣∣∣∣(1.159)

≤ 1
2

[
1
2

(b− a) +
∣∣∣∣x1 −

a+ b

2

∣∣∣∣+ ∣∣∣∣α1 −
a+ x1

2

∣∣∣∣
+
∣∣∣∣α2 −

x1 + b

2

∣∣∣∣+ ∣∣∣∣∣∣∣∣α1 −
a+ x1

2

∣∣∣∣− ∣∣∣∣α2 −
x1 + b

2

∣∣∣∣∣∣∣∣] ‖f ′‖1
≤

[
(b− a)

2
+
∣∣∣∣x1 −

a+ b

2

∣∣∣∣] ‖f ′‖1 ≤ (b− a) ‖f ′‖1 .

Remark 1.21. If we choose above α1 = a, α2 = b, then we get the following
Ostrowski’s type inequality obtained by Dragomir-Wang in the recent paper [17]:

(1.160)

∣∣∣∣∣
∫ b

a

f (x) dx− (b− a) f (x1)

∣∣∣∣∣ ≤
[
1
2

(b− a) +
∣∣∣∣x1 −

a+ b

2

∣∣∣∣] ‖f ′‖1
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for all x1 ∈ [a, b] .

We note that the best inequality we can get in (1.115) is for x1 = a+b
2 obtaining

the “midpoint inequality” (see also [2])

(1.161)

∣∣∣∣∣
∫ b

a

f (x) dx− f

(
a+ b

2

)
(b− a)

∣∣∣∣∣ ≤ 1
2

(b− a) ‖f ′‖1

b) If we choose in (1.159) α1 = 5a+b
6 , α2 = a+5b

6 and x1 ∈
[
5a+b

6 , a+5b
6

]
, then we

get ∣∣∣∣∣
∫ b

a

f (x) dx− b− a

3

[
f (a) + f (b)

2
+ 2f (x1)

]∣∣∣∣∣(1.162)

≤ 1
2

[
1
2
· (b− a) +

∣∣∣∣x1 −
a+ b

2

∣∣∣∣
+max

{∣∣∣∣x1 −
2a+ b

3

∣∣∣∣ , ∣∣∣∣a+ 2b
3

− x1

∣∣∣∣}] .
In particular, if we choose in (1.162) , x1 = a+b

2 , then we get the following “Simp-
son’s inequality” [9]∣∣∣∣∣

∫ b

a

f (x) dx− b− a

3

[
f (a) + f (b)

2
+ 2f

(
a+ b

2

)]∣∣∣∣∣(1.163)

≤ 1
3

(b− a) ‖f ′‖1 .

1.5.4. Particular Quadrature Formulae. Let us consider the partitioning
of the interval [a, b] given by ∆n : a = x0 < x1 < ... < xn−1 < xn = b and put
hi := xi+1 − xi (i = 0, ..., n− 1) and ν (h) := max {hi|i = 0, ..., n− 1} .

The following theorem holds [6]:

Theorem 1.69. Let f : [a, b] → R be absolutely continuous on [a, b] and k ≥ 1.
Then we have the composite quadrature formula

(1.164)
∫ b

a

f (x) dx = Ak (∆n, f) +Rk (∆n, f) ,

where

(1.165) Ak (∆n, f) :=
1
k

T (∆n, f) +
n∑

i=0

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]
hi


and

(1.166) T (∆n, f) :=
1
2

n−1∑
i=0

[f (xi) + f (xi+1)]hi

is the trapezoid quadrature rule.



1. GENERALISATIONS OF OSTROWSKI INEQUALITY AND APPLICATIONS 48

The remainder Rk (∆n, f) satisfies the estimate

(1.167) |Rk (∆n, f)| ≤ 1
2k
ν (h) ‖f ′‖1 .

Proof. Applying Corollary 1.45 on the intervals [xi, xi+1] (i = 0, ..., n− 1) ,
we obtain∣∣∣∣∣∣

∫ xi+1

xi

f (x) dx−

1
k
· f (xi) + f (xi+1)

2
hi +

hi

k

k∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

2k
hi

∫ xi+1

xi

|f ′ (t)| dt.

Now, using the generalized triangle inequality, we get:

|Rk (∆n, f)|

≤
n−1∑
i=0

∣∣∣∣∫ xi+1

xi

f (x) dx

−

1
k
· f (xi) + f (xi+1)

2
hi +

hi

k

k−1∑
j=1

f

[
(k − j)xi + jxi+1

k

]∣∣∣∣∣∣
≤ 1

2k

n−1∑
i=0

hi

∫ xi+1

xi

|f ′ (t)| dt ≤ ν (h)
2k

n−1∑
i=0

∫ xi+1

xi

|f ′ (t)| dt =
ν (h)
2k

‖f ′‖1 ,

and the theorem is proved.

The following corollaries hold:

Corollary 1.70. Let f be as above. Then we have the formula:

(1.168)
∫ b

a

f (x) dx =
1
2

[Tn (∆n, f) +Mn (∆n, f)] +R2 (∆n, f) ,

where Mn (∆n, f) is the midpoint quadrature formula,

Mn (∆n, f) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
hi

and the remainder R2 (∆n, f) satisfies the inequality:

(1.169) |R2 (∆n, f)| ≤ 1
4
ν (h) ‖f ′‖1 .

Corollary 1.71. Under the above assumptions, we have∫ b

a

f (x) dx(1.170)

=
1
3

[
Tn (∆n, f) +

n−1∑
i=0

f

(
2xi + xi+1

3

)
hi +

n−1∑
i=0

f

(
xi + 2xi+1

3

)
hi

]
+R3 (∆n, f) ,
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where the remainder, R3 (∆n, f) , satisfies the bound:

(1.171) |R3 (∆n, f)| ≤ 1
6
ν (h) ‖f ′‖1 .

The following theorem holds [6] (see also [4]):

Theorem 1.72. Let f and ∆n be as above and ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) .
Then we have the quadrature formula:

(1.172)
∫ b

a

f (x) dx =
n−1∑
i=0

[(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)] +R (ξ,∆n, f) ,

where the remainder, R (ξ,∆n, f) , satisfies the estimation:

|R (ξ,∆n, f)|(1.173)

≤
[
1
2
ν (h) + max

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., n− 1
}]

‖f ′‖1

≤ ν (h) ‖f ′‖1 .

for all ξi as above.

Proof. Follows by Proposition 1.48 and we omit the details.

Corollary 1.73. Let f and ∆n be as above. Then we have

(1) The “left rectangle rule”

(1.174)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi)hi +Rl (∆n, f) ;

(2) The “right rectangle rule”

(1.175)
∫ b

a

f (x) dx =
n−1∑
i=0

f (xi+1)hi +Rr (∆n, f) ;

(3) The “trapezoid rule”

(1.176)
∫ b

a

f (x) dx = T (∆n, f) +RT (∆n, f) ,

where

|Rl (∆n, f)| |Rr (∆n, f)| ≤ ν (h) ‖f ′‖1
and

|RT (∆n, f)| ≤ 1
2
ν (h) ‖f ′‖1 .

The following theorem also holds [6].
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Theorem 1.74. Let f and ∆n be as above and ξi ∈ [xi, xi+1] , xi ≤ α
(1)
i ≤ ξi ≤

α
(2)
i ≤ xi+1, then we have the quadrature formula:∫ b

a

f (x) dx(1.177)

=
n−1∑
i=0

(
α

(1)
i − xi

)
f (xi) +

n−1∑
i=0

(
α

(2)
i − α

(1)
i

)
f (ξi)

+
n−1∑
i=0

(
xi+1 − α

(2)
i

)
f (xi+1) +R

(
ξ, α(1), α(2),∆n, f

)
,

where the remainder, R
(
ξ, α(1), α(2),∆n, f

)
, satisfies the estimate∣∣∣R(ξ, α(1), α(2),∆n, f

)∣∣∣(1.178)

≤
{

1
2

[
1
2
ν (h) + max

i=0,...,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]
+max

{
max

i=0,...,n−1

∣∣∣∣α(1)
i − xi + ξi

2

∣∣∣∣ , max
i=0,...,n−1

∣∣∣∣α(2)
i − ξi + xi+1

2

∣∣∣∣}} ‖f ′‖1
≤

[
1
2
ν (h) + max

i=0,...n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] ‖f ′‖1 ≤ ν (h) ‖f ′‖1 .

Proof. Follows by Proposition 1.49 and we omit the details.

The following corollary is the result of Dragomir-Wang from the recent paper [17]

Corollary 1.75. Under the above assumptions, we have the Riemann’s quadra-
ture formula:

(1.179)
∫ b

a

f (x) dx =
n−1∑
i=0

f (ξi)hi +RR (ξ,∆n, f) .

The remainder RR (ξ,∆n, f) satisfies the bound

|RR (ξ,∆n, f)|(1.180)

≤
[
1
2
ν (h) + max

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣ , i = 0, ..., n− 1
}]

‖f ′‖1

≤ ν (h) ‖f ′‖1
for all ξi ∈ [xi, xi+1] (i = 0, ..., n) .

Finally, the following corollary which generalizes Simpson’s quadrature formula
holds.

Corollary 1.76. Under the above assumptions and if ξi ∈
[

xi+1+5xi
6 , xi+5xi+1

6

]
(i = 0, ..., n− 1), then we have the formula:

(1.181)
∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi +
2
3

n−1∑
i=0

f (ξi)hi + S (f,∆n, ξ) ,



51 S.S. Dragomir and T.M. Rassias

where the remainder, S (f,∆n, ξ) , satisfies the estimate:

|S (f,∆n, ξ)|(1.182)

≤
{

1
2

[
ν (h)

2
+ max

i=0,...,n−1

{∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣}
+ max

{
max

i=0,...,n−1

∣∣∣∣ξi −
2xi + xi+1

3

∣∣∣∣ , max
i=0,...,n−1

∣∣∣∣xi + 2xi+1

3
− ξi

∣∣∣∣}]} ‖f ′‖1 .
The proof follows by the inequality (1.162) and we omit the details.

Remark 1.22. Now, if we choose in (1.181) , ξi = xi+xi+1
2 , then we get “Simpson’s

quadrature formula” [9]∫ b

a

f (x) dx =
1
6

n−1∑
i=0

[f (xi) + f (xi+1)]hi(1.183)

+
2
3

n−1∑
i=0

f

(
xi + xi+1

2

)
hi + S (f,∆n) ,

where the remainder term S (f,∆n) satisfies the bound:

(1.184) |S (f,∆n)| ≤ 1
3
ν (h) ‖f ′‖1 .
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CHAPTER 2

Integral Inequalities for n−Times Differentiable
Mappings

by

A. SOFO

Abstract This chapter investigates generalisations of Integral Inequalities for
n-times differentiable mappings. With the aid of the modern theory of inequalities
and by the use of a general Peano kernel, explicit bounds for interior point rules
are obtained.
Integral equalities are obtained which are then used to obtain inequalities for n-
times differentiable mappings on the three norms ‖·‖∞, ‖·‖p and ‖·‖1. Some par-
ticular inequalities are investigated which include explicit bounds for perturbed
trapezoid, midpoint, Simpson’s, Newton-Cotes and left and right rectangle rules.
The inequalities are also applied to various composite quadrature rules and the
analysis allows the determination of the partition required that would assure that
the accuracy of the result would be within a prescribed error tolerance.

2.1. Introduction

In 1938 Ostrowski [29] obtained a bound for the absolute value of the difference of
a function to its average over a finite interval. The theorem is as follows.

Theorem 2.1. Let f : [a, b] → R be a differentiable mapping on [a, b] and let
|f ′ (t)| ≤M for all t ∈ (a, b), then the following bound is valid

(2.1)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)2
(b− a)2

]
(b− a)M

for all x ∈ [a, b].
The constant 1

4 is sharp in the sense that it cannot be replaced by a smaller one.

Dragomir and Wang [19, 20, 21, 22] extended the result (2.1) and applied the
extended result to numerical quadrature rules and to the estimation of error bounds
for some special means.
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Dragomir [14, 15, 16] further extended the result (2.1) to incorporate mappings
of bounded variation, Lipschitzian mappings and monotonic mappings.

Cerone, Dragomir and Roumeliotis [6] as well as Dedić, Matić and Pečarić [8] and
Pearce, Pečarić, Ujević and Varošanec [30] further extended the result (2.1) by
considering n−times differentiable mappings on an interior point x ∈ [a, b].

Cerone and Dragomir [1, 2] have subsequently given a number of other trapezoidal
and midpoint rules based on the Peano kernel approach.

Dragomir [9, 10, 11], further refined the inequality (2.1) by considering an interval
[a, b] with a multiple number of subdivisions.

In this current work we extend, subsume and generalise some previous results, by
considering n−times differentiable mappings. We investigate interior point rules by
taking into consideration multiple subdivisions of an interval [a, b]. Moreover, we
obtain explicit bounds through the use of a Peano kernel approach and the modern
theory of inequalities. This approach also permits the investigation of quadrature
rules that place fewer restrictions on the behaviour of the integrand and thus admits
a larger class of functions.

In Section 2.2 we develop a number of integral identities, for n−time differentiable
mappings, which are of interest in themselves and utilise them, in Section 2.3, to
obtain integral inequalities on the Lebesgue spaces, L∞ [a, b], Lp [a, b] and L1 [a, b].

In Section 2.4 we investigate the convergence of a general quadrature formula that
permits the approximation of the integral of a function over a finite interval.

In Section 2.5 we employ the pre-Grüss relationship to obtain more integral in-
equalities for n−times differentiable mappings.

In Section 2.6 we point out a number of particular special cases that incorporate
the generalised left and right rectangle inequalities, the perturbed trapezoid and
midpoint inequalities, Simpson’s inequality, the generalised Newton-Cotes three
eighths inequality and a Boole type relationship.

Finally, in Section 2.7, we apply some of the inequalities to numerical quadrature
rules.

2.2. Integral Identities

Theorem 2.2. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division
of the interval [a, b] and αi (i = 0, . . . , k + 1) be ‘k + 2’ points so that α0 = a,
αi ∈ [xi−1, xi] (i = 1, . . . , k) and αk+1 = b. If f : [a, b] → R is a mapping such that
f (n−1) is absolutely continuous on [a, b], then for all xi ∈ [a, b] we have the identity:∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

k−1∑
i=0

{
(xi+1 − αi+1)

j
f (j−1) (xi+1)(2.2)

− (xi − αi+1)
j
f (j−1) (xi)

}
= (−1)n

∫ b

a

Kn,k (t) f (n) (t) dt,



57 A. sofo

where the Peano kernel

(2.3) Kn,k (t) :=



(t− α1)
n

n!
, t ∈ [a, x1)

(t− α2)
n

n!
, t ∈ [x1, x2)

...
(t− αk−1)

n

n!
, t ∈ [xk−2, xk−1)

(t− αk)n

n!
, t ∈ [xk−1, b] ,

n and k are natural numbers, n ≥ 1, k ≥ 1 and f (0) (x) = f (x).

Proof. The proof is by mathematical induction. For n = 1, from (2.2) we
have the equality∫ b

a

f (t) dt =
k−1∑
i=0

[
(xi+1 − αi+1)

j
f (xi+1)− (xi − αi+1)

j
f (xi)

]
(2.4)

−
∫ b

a

K1,k (t) f ′ (t) dt,

where

K1,k (t) :=



(t− α1) , t ∈ [a, x1)

(t− α2) , t ∈ [x1, x2)

...

(t− αk−1) , t ∈ [xk−2, xk−1)

(t− αk) , t ∈ [xk−1, b] .
To prove (2.4), we integrate by parts as follows∫ b

a

K1,k (t) f ′ (t) dt =
k−1∑
i=0

∫ xi+1

xi

(t− αi+1) f ′ (t) dt

=
k−1∑
i=0

[
(t− αi+1) f (t)

∣∣xi+1

xi
−
∫ xi+1

xi

f (t) dt
]

=
k−1∑
i=0

[(xi+1 − αi+1) f (xi+1)− (xi − αi+1) f (xi)]−
k−1∑
i=0

∫ xi+1

xi

f (t) dt.

∫ b

a

f (t) dt+
∫ b

a

K1,k (t) f ′ (t) dt

=
k−1∑
i=0

[(xi+1 − αi+1) f (xi+1)− (xi − αi+1) f (xi)] .

Hence (2.4) is proved.
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Assume that (2.2) holds for ‘n’ and let us prove it for ‘n + 1’. We need to prove
the equality

∫ b

a

f (t) dt+
k−1∑
i=0

n+1∑
j=1

(−1)j

j!

{
(xi+1 − αi+1)

j
f (j−1) (xi+1)(2.5)

− (xi − αi+1)
j
f (j−1) (xi)

}
= (−1)n+1

∫ b

a

Kn+1,k (t) f (n+1) (t) dt,

where from (2.3)

Kn+1,k (t) :=



(t− α1)
n+1

(n+ 1)!
, t ∈ [a, x1)

(t− α2)
n+1

(n+ 1)!
, t ∈ [x1, x2)

...

(t− αk−1)
n+1

(n+ 1)!
, t ∈ [xk−2, xk−1)

(t− αk)n+1

(n+ 1)!
, t ∈ [xk−1, b] .

Consider

∫ b

a

Kn+1,k (t) f (n+1) (t) dt =
k−1∑
i=0

∫ xi+1

xi

(t− αi+1)
n+1

(n+ 1)!
f (n+1) (t) dt

and upon integrating by parts we have

∫ b

a

Kn+1,k (t) f (n+1) (t) dt

=
k−1∑
i=0

[
(t− αi+1)

n+1

(n+ 1)!
f (n) (t)

∣∣∣∣∣
xi+1

xi

−
∫ xi+1

xi

(t− αi+1)
n

n!
f (n) (t) dt

]

=
k−1∑
i=0

{
(xi+1 − αi+1)

n+1

(n+ 1)!
f (n) (xi+1)−

(xi − αi+1)
n+1

(n+ 1)!
f (n) (xi)

}

−
∫ b

a

Kn,k (t) f (n) (t) dt.
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Upon rearrangement we may write

∫ b

a

Kn,k (t) f (n) (t) dt

=
k−1∑
i=0

{
(xi+1 − αi+1)

n+1

(n+ 1)!
f (n) (xi+1)−

(xi − αi+1)
n+1

(n+ 1)!
f (n) (xi)

}

−
∫ b

a

Kn+1,k (t) f (n+1) (t) dt.

Now substitute
∫ b

a
Kn,k (t) f (n) (t) dt from the induction hypothesis (2.2) such that

(−1)n
∫ b

a

f (t) dt+ (−1)n
k−1∑
i=0

 n∑
j=1

(−1)j

j!

{
(xi+1 − αi+1)

j

×f (j−1) (xi+1)− (xi − αi+1)
j
f (j−1) (xi)

}]
=

k−1∑
i=0

{
(xi+1 − αi+1)

n+1

(n+ 1)!
f (n) (xi+1)−

(xi − αi+1)
n+1

(n+ 1)!
f (n) (xi)

}

−
∫ b

a

Kn+1,k (t) f (n+1) (t) dt.

Collecting the second and third terms and rearranging, we can state

∫ b

a

f (t) dt+
k−1∑
i=0

n+1∑
j=1

(−1)j

j!

{
(xi+1 − αi+1)

j
f (j−1) (xi+1)

− (xi − αi+1)
j
f (j−1) (xi)

}
= (−1)n+1

∫ b

a

Kn+1,k (t) f (n+1) (t) dt,

which is identical to (2.5), hence Theorem 2.2 is proved.

The following corollary gives a slightly different representation of Theorem 2.2,
which will be useful in the following work.

Corollary 2.3. From Theorem 2.2, the equality (2.2) may be represented as

∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]
(2.6)

= (−1)n
∫ b

a

Kn,k (t) f (n) (t) dt.
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Proof. From (2.2) consider the second term and rewrite it as

S1 + S2 : =
k−1∑
i=0

{− (xi+1 − αi+1) f (xi+1) + (xi − αi+1) f (xi)}(2.7)

+
k−1∑
i=0

 n∑
j=2

(−1)j

j!

{
(xi+1 − αi+1)

j
f (j−1) (xi+1)

− (xi − αi+1)
j
f (j−1) (xi)

} ]
.

Now

S1 = (a− α1) f (a) +
k−1∑
i=1

(xi − αi+1) f (xi)

+
k−2∑
i=0

{− (xi+1 − αi+1) f (xi+1)} − (b− αk) f (b)

= (a− α1) f (a) +
k−1∑
i=1

(xi − αi+1) f (xi)

+
k−1∑
i=1

{− (xi − αi) f (xi)} − (b− αk) f (b)

= − (α1 − a) f (a)−
k−1∑
i=1

(αi+1 − αi) f (xi)− (b− αk) f (b) .

Also,

S2 =
k−2∑
i=0

 n∑
j=2

(−1)j

j!

{
(xi+1 − αi+1)

j
f (j−1) (xi+1)

}
+

n∑
j=2

(−1)j

j!

{
(xk − αk)j

f (j−1) (xk)
}

−
n∑

j=2

(−1)j

j!

{
(x0 − α1)

j
f (j−1) (x0)

}

−
k−1∑
i=1

 n∑
j=2

(−1)j

j!

{
(xi − αi+1)

j
f (j−1) (xi)

}
=

n∑
j=2

(−1)j

j!
(b− αk)j

f (j−1) (b)−
n∑

j=2

(−1)j

j!
(a− α1)

j
f (j−1) (a)

+
k−1∑
i=1

 n∑
j=2

(−1)j

j!

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

 .
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From (2.7)

S1 + S2 : = −

{
(b− αk) f (b) + (α1 − a) f (a) +

k−1∑
i=1

(αi+1 − αi) f (xi)

}

+
n∑

j=2

(−1)j

j!

{
(b− αk)j

f (j−1) (b)− (a− α1)
j
f (j−1) (a)

}

+
k−1∑
i=1

 n∑
j=2

(−1)j

j!

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)


= −

{
(α1 − a) f (a) +

k−1∑
i=1

(αi+1 − αi) f (xi) + (b− αk) f (b)

}

+
n∑

j=2

(−1)j

j!

− (a− α1)
j
f (j−1) (a)

+
k−1∑
i=1

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi) + (b− αk)j

f (j−1) (b)

]
.

Keeping in mind that x0 = a, α0 = 0, xk = b and αk+1 = b we may write

S1 + S2 = −
k∑

i=0

(αi+1 − αi) f (xi)

+
n∑

j=2

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]

=
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]
.

And substituting S1+S2 into the second term of (2.2) we obtain the identity (2.6).

If we now assume that the points of the division Ik are fixed, we obtain the following
corollary.

Corollary 2.4. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division of
the interval [a, b]. If f : [a, b] → R is as defined in Theorem 2.2, then we have the
equality ∫ b

a

f (t) dt+
n∑

j=1

1
2jj!

[
k∑

i=0

{
−hj

i + (−1)j
hj

i−1

}
f (j−1) (xi)

]
(2.8)

= (−1)n
∫ b

a

Kn,k (t) f (n) (t) dt,

where hi := xi+1 − xi, h−1 := 0 and hk := 0.
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Proof. Choose

α0 = a, α1 =
a+ x1

2
, α2 =

x1 + x2

2
, . . . ,

αk−1 =
xk−2 + xk−1

2
, αk =

xk−1 + xk

2
and αk+1 = b.

From Corollary 2.3, the term

(b− αk) f (b) + (α1 − a) f (a) +
k−1∑
i=1

(αi+1 − αi) f (xi)

=
1
2

{
h0f (a) +

k−1∑
i=1

(hi + hi−1) f (xi) + hk−1f (b)

}
,

the term
n∑

j=2

(−1)j

j!

{
(b− αk)j

f (j−1) (b)− (a− α1)
j
f (j−1) (a)

}
=

n∑
j=2

(−1)j

j!2j

{
hj

k−1f
(j−1) (b)− (−1)j

hj
0f

(j−1) (a)
}

and the term
k−1∑
i=1

 n∑
j=2

(−1)j

j!

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)


=

k−1∑
i=1

 n∑
j=2

(−1)j

j!2j

{
hj

i−1 − (−1)j
hj

i

}
f (j−1) (xi)

 .
Putting the last three terms in (2.6) we obtain∫ b

a

f (t) dt− 1
2

{
h0f (a) +

k−1∑
i=1

(hi + hi−1) f (xi) + hk−1f (b)

}

+
n∑

j=2

(−1)j

j!2j

{
hj

k−1f
(j−1) (b)− (−1)j

hj
0f

(j−1) (a)
}

+
k−1∑
i=1

 n∑
j=2

(−1)j

j!2j

{
hj

i−1 − (−1)j
hj

i

}
f (j−1) (xi)


= (−1)n

∫ b

a

Kn,k (t) f (n) (t) dt.

Collecting the inner three terms of the last expression, we have∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!2j

k∑
i=0

{
hj

i−1 − (−1)j
hj

i

}
f (j−1) (xi)

= (−1)n
∫ b

a

Kn,k (t) f (n) (t) dt,

which is equivalent to the identity (2.8).
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The case of equidistant partitioning is important in practice, and with this in mind
we obtain the following corollary.

Corollary 2.5. Let

(2.9) Ik : xi = a+ i

(
b− a

k

)
, i = 0, . . . , k

be an equidistant partitioning of [a, b], then we have the equality∫ b

a

f (t) dt+
n∑

j=1

(
b− a

2k

)j 1
j!

− f (j−1) (a)(2.10)

+
k−1∑
i=1

{
(−1)j − 1

}
f (j−1) (xi) + (−1)j

f (j−1) (b)

]

= (−1)n
∫ b

a

Kn,k (t) f (n) (t) dt.

It is of some interest to note that the second term of (2.10) involves only even
derivatives at all interior points xi, i = 1, . . . , k − 1.

Proof. Using (2.9) we note that

h0 = x1 − x0 =
b− a

k
, hk−1 = (xk − xk−1) =

b− a

k
,

hi = xi+1 − xi =
b− a

k
and hi−1 = xi − xi−1 =

b− a

k
, (i = 1, . . . , k − 1)

and substituting into (2.8) we have∫ b

a

f (t) dt+
n∑

j=1

1
j!2j

[
−
(
b− a

2k

)j

f (j−1) (a) +
k−1∑
i=0

{
−
(
b− a

k

)j

+(−1)j

(
b− a

k

)j
}
f (j−1) (xi) + (−1)j

(
b− a

k

)j

f (j−1) (b)

]

= (−1)n
∫ b

a

Kn,k (t) f (n) (t) dt,

which simplifies to (2.10) after some minor manipulation.

The following Taylor-like formula with integral remainder also holds.

Corollary 2.6. Let g : [a, y] → R be a mapping such that g(n) is absolutely
continuous on [a, y]. Then for all xi ∈ [a, y] we have the identity

g (y)(2.11)

= g (a)−
k−1∑
i=0

 n∑
j=1

(−1)j

j!

{
(xi+1 − αi+1)

j
g(j) (xi+1)

− (xi − αi+1)
j
g(j) (xi)

}]
+(−1)n

∫ y

a

Kn,k (y, t) g(n+1) (t) dt
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or

g (y)(2.12)

= g (a)−
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
g(j) (xi)

]

+(−1)n
∫ y

a

Kn,k (y, t) g(n+1) (t) dt.

The proof of (2.11) and (2.12) follows directly from (2.2) and (2.6) respectively
upon choosing b = y and f = g′.

2.3. Integral Inequalities

In this section we utilise the equalities of Section 2.2 and develop inequalities for the
representation of the integral of a function with respect to its derivatives at a mul-
tiple number of points within some interval. In particular, we develop inequalities
which depend on the spaces L∞ ∈ [a, b], Lp ∈ [a, b] and L1 ∈ [a, b].

Theorem 2.7. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division
of the interval [a, b] and αi (i = 0, . . . , k + 1) be ‘k + 2’ points so that α0 = a,
αi ∈ [xi−1, xi] (i = 1, . . . , k) and αk+1 = b. If f : [a, b] → R is a mapping such
that f (n−1) is absolutely continuous on [a, b], then for all xi ∈ [a, b] we have the
inequality:∣∣∣∣∣∣

∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]∣∣∣∣∣∣(2.13)

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

k−1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}

≤
∥∥f (n)

∥∥
∞

(n+ 1)!

k−1∑
i=0

hn+1
i

≤
∥∥f (n)

∥∥
∞

(n+ 1)!
(b− a) νn (h) if f (n) ∈ L∞ [a, b] ,

where ∥∥∥f (n)
∥∥∥
∞

: = sup
t∈[a,b]

∣∣∣f (n) (t)
∣∣∣ <∞,

hi : = xi+1 − xi and
ν (h) : = max {hi|i = 0, . . . , k − 1} .
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Proof. From Corollary 2.3 we may write∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]∣∣∣∣∣∣(2.14)

=

∣∣∣∣∣(−1)n
∫ b

a

Kn,k (t) f (n) (t) dt

∣∣∣∣∣ ,
and ∣∣∣∣∣(−1)n

∫ b

a

Kn,k (t) f (n) (t) dt

∣∣∣∣∣ ≤ ∥∥∥f (n)
∥∥∥
∞

∫ b

a

|Kn,k (t)| dt,

∫ b

a

|Kn,k (t)| dt =
k−1∑
i=0

∫ xi+1

xi

|t− αi+1|n

n!
dt

=
k−1∑
i=0

[∫ αi+1

xi

(αi+1 − t)n

n!
dt+

∫ xi+1

αi+1

(t− αi+1)
n

n!
dt

]

=
1

(n+ 1)!

k−1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}

and thus ∣∣∣∣∣(−1)n
∫ b

a

Kn,k (t) f (n) (t) dt

∣∣∣∣∣
≤

∥∥f (n)
∥∥
∞

(n+ 1)!

k−1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}
.

Hence, from (2.14), the first part of the inequality (2.13) is proved. The second and
third lines follow by noting that∥∥f (n)

∥∥
∞

(n+ 1)!

k−1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}
≤
∥∥f (n)

∥∥
∞

(n+ 1)!

k−1∑
i=0

hn+1
i ,

since for 0 < B < A < C it is well known that

(2.15) (A−B)n+1 + (C −A)n+1 ≤ (C −B)n+1
.

Also ∥∥f (n)
∥∥
∞

(n+ 1)!

k−1∑
i=0

hn+1
i ≤

∥∥f (n)
∥∥
∞

(n+ 1)!
νn (h)

k−1∑
i=0

hi =

∥∥f (n)
∥∥
∞

(n+ 1)!
(b− a) νn (h) ,

where ν (h) := max {hi|i = 0, . . . , k − 1} and therefore the third line of the inequal-
ity (2.13) follows, hence Theorem 2.7 is proved.

Theorem 2.8. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division
of the interval [a, b] and αi (i = 0, . . . , k + 1) be ‘k + 2’ points so that α0 = a,
αi ∈ [xi−1, xi] (i = 1, . . . , k) and αk+1 = b. If f : [a, b] → R is a mapping such
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that f (n−1) is absolutely continuous on [a, b], then for all xi ∈ [a, b] we have the
inequality:

(2.16)

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]∣∣∣∣∣∣

≤



∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
k−1∑
i=0

{
(αi+1 − xi)

nq+1 + (xi+1 − αi+1)
nq+1

}) 1
q

≤

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
k−1∑
i=0

hnq+1
i

) 1
q

≤

∥∥f (n)
∥∥

p

n!
νn (h)

(
b− a

nq + 1

) 1
q

if f (n) ∈ Lp [a, b] and p > 1, 1
p + 1

q = 1, where

∥∥∥f (n)
∥∥∥

p
:=

(∫ b

a

∣∣∣f (n) (t)
∣∣∣p dt) 1

p

.

Proof. From Corollary 2.3 we may use (2.14) and by Hölder’s integral in-
equality write

(2.17)

∣∣∣∣∣(−1)n
∫ b

a

Kn,k (t) f (n) (t) dt

∣∣∣∣∣ ≤ ∥∥∥f (n)
∥∥∥

p

(∫ b

a

|Kn,k (t)|q dt

) 1
q

,

∫ b

a

|Kn,k (t)|q dt =
k−1∑
i=0

[∫ αi+1

xi

(αi+1 − t)nq

(n!)q dt+
∫ xi+1

αi+1

(t− αi+1)
nq

(n!)q dt

]

=
1

(n!)q (nq + 1)

k−1∑
i=0

{
(αi+1 − xi)

nq+1 + (xi+1 − αi+1)
nq+1

}
From (2.17) (∫ b

a

|Kn,k (t)|q dt

) 1
q

=
1

n! (nq + 1)
1
q

(
k−1∑
i=0

{
(αi+1 − xi)

nq+1 + (xi+1 − αi+1)
nq+1

}) 1
q

and utilising (2.14) we obtain the first line of the inequality (2.16).

Using the inequality (2.14) we know that

k−1∑
i=0

{
(αi+1 − xi)

nq+1 + (xi+1 − αi+1)
nq+1

}
≤

k−1∑
i=0

hnq+1
i
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and the second line of the inequality (2.16) follows. From (2.16)

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
k−1∑
i=0

hnq+1
i

) 1
q

≤

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

νn (h)

(
k−1∑
i=0

hi

) 1
q

=

∥∥f (n)
∥∥

p

n!
νn (h)

(
b− a

nq + 1

) 1
q

and the third line in the inequality (2.16) follows, hence Theorem 2.8 is proved.

Theorem 2.9. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division
of the interval [a, b] and αi (i = 0, . . . , k + 1) be ‘k + 2’ points so that α0 = a,
αi ∈ [xi−1, xi] (i = 1, . . . , k) and αk+1 = b. If f : [a, b] → R is a mapping such
that f (n−1) is absolutely continuous on [a, b], then for all xi ∈ [a, b] we have the
inequality:

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

]∣∣∣∣∣∣(2.18)

≤
∥∥f (n)

∥∥
1

n!
[ν (h)]n , if f (n) ∈ L1 [a, b] ,

where

∥∥∥f (n)
∥∥∥

1
=
∫ b

a

∣∣∣f (n) (t)
∣∣∣ dt.

Proof. From (2.14)

∣∣∣∣∣(−1)n
∫ b

a

Kn,k (t) f (n) (t) dt

∣∣∣∣∣ ≤ ‖Kn,k (t)‖∞
∥∥∥f (n)

∥∥∥
1

(2.19)

=
∥∥∥f (n)

∥∥∥
1

sup
t∈[a,b]

|Kn,k (t)| ,
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where

|Kn,k (t)| =
∣∣∣∣ (t− αi+1)

n

n!

∣∣∣∣ ≤ sup
t∈[xi,xi+1]

∣∣∣∣ (t− αi+1)
n

n!

∣∣∣∣
=

1
n!

max
i=0,...,k−1

{|(αi+1 − xi)|n , |(xi+1 − αi+1)|n}

≤ 1
n!

[
max

i=0,...,k−1
{(αi+1 − xi) , (xi+1 − αi+1)}

]n

=
1
n!

[
max

i=0,...,k−1

{
xi+1 − xi

2
+
∣∣∣∣αi+1 −

xi+1 + xi

2

∣∣∣∣}]n

=
1
n!

[
max

i=0,...,k−1

{
hi

2

}
+ max

i=0,...,k−1
|δi|
]n

≤ 1
n!

[
max

i=0,...,k−1

{
hi

2

}
+ max

i=0,...,k−1

{
hi

2

}]n

(since δi := αi+1 −
xi+1 + xi

2
and therefore |δi| ≤

hi

2
)

=
1
n!

[
max

i=0,...,k−1
{hi}

]n

=
1
n!

[ν (h)]n ,

hence the proof of inequality (2.18) follows.

When the points of the division Ik are fixed, we obtain the following inequality.

Corollary 2.10. Let f and Ik be defined as in Corollary 2.4, then∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

2jj!

[
k∑

i=0

{
−hj

i + (−1)j
hj

i+1

}
f (j−1) (xi)

]∣∣∣∣∣∣(2.20)

≤



∥∥f (n)
∥∥
∞

(n+ 1)!2n

k−1∑
i=0

hn+1
i if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q 2n

(
k−1∑
i=0

hnq+1
i

) 1
q

if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
[ν (h)]n if f (n) ∈ L1 [a, b] .

Proof. from Corollary 2.4 we choose

α0 = a, α1 =
a+ x1

2
, . . . ,

αk−1 =
xk−2 + xk−1

2
, αk =

xk−1 + xk

2
and αk+1 = b.

Now utilising the first line of the inequality (2.13), we may evaluate
k−1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}

=
k−1∑
i=0

2
(
hi

2

)n+1
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and therefore the first part of the inequality (2.20) follows. From (2.16) and (2.18)
we obtain the second and third lines of (2.20), hence the corollary is proved.

For the equidistant partitioning case we have the following inequality.

Corollary 2.11. Let f be as defined in Theorem 2.2 and let Ik be defined by
(2.9). Then∣∣∣∣∣∣

∫ b

a

f (t) dt+
n∑

j=1

(
b− a

2k

)j 1
j!

(2.21)

×

[
−f (j−1) (a) +

k−1∑
i=1

{
(−1)j − 1

}
f (j−1) (xi) + (−1)j

f (j−1) (b)

]∣∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)! (2k)n (b− a)n+1 if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q (2k)n

(b− a)n+ 1
q if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

(
b− a

k

)n

if f (n) ∈ L1 [a, b] .

Proof. We may utilise (2.10) and from (2.13), (2.16) and (2.18) note that

h0 = x1 − x0 =
b− a

k
and hi = xi+1 − xi =

b− a

k
, i = 1, . . . , k − 1

in which case (2.21) follows.

The following inequalities for Taylor-like expansions also hold.

Corollary 2.12. Let g be defined as in Corollary 2.6. Then we have the inequality

(2.22)

∣∣∣∣∣∣g (y)− g (a) +
n∑

j=1

(−1)j

j!

[
k∑

i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
g(j) (xi)

]∣∣∣∣∣∣

≤



∥∥g(n+1)
∥∥
∞

(n+ 1)!

k−1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}

if g(n+1) ∈ L∞ [a, b]

∥∥g(n+1)
∥∥

p

n! (nq + 1)
1
q

(
k−1∑
i=0

{
(αi+1 − xi)

nq+1 + (xi+1 − αi+1)
nq+1

}) 1
q

if g(n+1) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥g(n+1)
∥∥

1

n!
[ν (h)]n if g(n+1) ∈ L1 [a, b]
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for all xi ∈ [a, y] where

ν (h) : = max {hi|i = 0, . . . , k − 1} ,
hi : = xi+1 − xi,∥∥∥g(n+1)
∥∥∥
∞

: = sup
t∈[a,y]

∣∣∣g(n+1) (t)
∣∣∣ <∞,

∥∥∥g(n+1)
∥∥∥

p
: =

(∫ y

a

∣∣∣g(n+1) (t)
∣∣∣p dt) 1

p

and∥∥∥g(n+1)
∥∥∥

1
: =

∫ y

a

∣∣∣g(n+1) (t)
∣∣∣ dt.

Proof. Follows directly from (2.12) and using the norms as in (2.13), (2.16)
and (2.18).

When the points of the division Ik are fixed we obtain the following.

Corollary 2.13. Let g be defined as in Corollary 2.6 and Ik : a = x0 < x1 <
· · · < xk−1 < xk = y be a division of the interval [a, y]. Then we have the inequality∣∣∣∣∣∣g (y)− g (a) +

n∑
j=1

1
2jj!

[
k∑

i=0

{
−hj

i + (−1)j
hj

i+1

}
g(j) (xi)

]∣∣∣∣∣∣(2.23)

≤



∥∥g(n+1)
∥∥
∞

(n+ 1)!2n

k−1∑
i=0

hn+1
i if g(n+1) ∈ L∞ [a, y]

∥∥g(n+1)
∥∥

p

n! (nq + 1)
1
q 2n

(
k−1∑
i=0

hnq+1
i

) 1
q

if g(n+1) ∈ Lp [a, y] ,

p > 1 and 1
p + 1

q = 1,∥∥g(n+1)
∥∥

1

n!
[ν (h)]n if g(n+1) ∈ L1 [a, y] .

Proof. The proof follows directly from using (2.8) with the appropriate norms.

For the equidistant partitioning case we have:

Corollary 2.14. Let g be defined as in Corollary 2.6 and

Ik : xi = a+ i ·
(
y − a

k

)
, i = 0, . . . , k
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be an equidistant partitioning of [a, y], then we have the inequality:∣∣∣∣∣∣g (y)− g (a) +
n∑

j=1

(
y − a

2k

)j 1
j!

(2.24)

×

[
−g(j) (a) +

k−1∑
i=1

{
(−1)j − 1

}
g(j) (xi) + (−1)j

g(j) (y)

]∣∣∣∣∣

≤



∥∥g(n+1)
∥∥
∞

(n+ 1)! (2k)n (y − a)n+1 if g(n+1) ∈ L∞ [a, y] ,

∥∥g(n+1)
∥∥

p

n! (nq + 1)
1
q (2k)n

(y − a)n+ 1
q if g(n+1) ∈ Lp [a, y] ,

p > 1 and 1
p + 1

q = 1,∥∥g(n+1)
∥∥

1

n!

(
y − a

k

)n

if g(n+1) ∈ L1 [a, y] .

Proof. The proof follows directly upon using (2.10) with f ′ = g and b = y.

2.4. The Convergence of a General Quadrature Formula

Let
∆m : a = x

(m)
0 < x

(m)
1 < · · · < x

(m)
m−1 < x(m)

m = b

be a sequence of division of [a, b] and consider the sequence of real numerical inte-
gration formula

Im

(
f, f ′, . . . , f (n),∆m, wm

)
(2.25)

: =
m∑

j=0

w
(m)
j f

(
x

(m)
j

)
−

n∑
r=2

(−1)r

r!

 m∑
j=0

{(
x

(m)
j − a−

j−1∑
s=0

w(m)
s

)r

−

(
x

(m)
j − a−

j∑
s=0

w(m)
s

)r}
f (r−1)

(
x

(m)
j

)]
,

where wj (j = 0, . . . ,m) are the quadrature weights and assume that
∑m

j=0 w
(m)
j =

b− a .

The following theorem contains a sufficient condition for the weights w(m)
j so that

Im
(
f, f ′, . . . , f (n),∆m, wm

)
approximates the integral

∫ b

a
f (x) dx with an error ex-

pressed in terms of
∥∥f (n)

∥∥
∞.

Theorem 2.15. Let f : [a, b] → R be a continuous mapping on [a, b]. If the quad-
rature weights, w(m)

j satisfy the condition

(2.26) x
(m)
i − a ≤

i∑
j=0

w
(m)
j ≤ x

(m)
i+1 − a for all i = 0, . . . ,m− 1
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then we have the estimation

(2.27)

∣∣∣∣∣Im (f, f ′, . . . , f (n),∆m, wm

)
−
∫ b

a

f (t) dt

∣∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

(a+
i∑

j=0

w
(m)
j − x

(m)
i

)n+1

−

(
x

(m)
i+1 − a−

i∑
j=0

w
(m)
j

)n+1


∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

(
h

(m)
i

)n+1

∥∥f (n)
∥∥
∞

(n+ 1)!
[
ν
(
h(m)

)]
(b− a) , where f (n) ∈ L∞ [a, b] .

Also

ν
(
h(m)

)
: = max

i=0,...,m−1

{
h

(m)
i

}
h

(m)
i : = x

(m)
i+1 − x

(m)
i .

In particular, if
∥∥f (n)

∥∥
∞ <∞, then

lim
ν(h(m))→0

Im

(
f, f ′, . . . , f (n),∆m, wm

)
=
∫ b

a

f (t) dt

uniformly by the influence of the weights wm.

Proof. Define the sequence of real numbers

α
(m)
i+1 := a+

i∑
j=0

w
(m)
j , i = 0, . . . ,m.

Note that

α
(m)
i+1 = a+

m∑
j=0

w
(m)
j = a+ b− a = b.

By the assumption (2.26), we have

α
(m)
i+1 ∈

[
x

(m)
i , x

(m)
i+1

]
for all i = 0, . . . ,m− 1.

Define α(m)
0 = a and compute

α
(m)
1 − α

(m)
0 = w

(m)
0

α
(m)
i+1 − α

(m)
i = a+

i∑
j=0

w
(m)
j − a−

i−1∑
j=0

w
(m)
j = w

(m)
i (i = 0, . . . ,m− 1)

and

α
(m)
m+1 − α(m)

m = a+
m∑

j=0

w
(m)
j − a−

m−1∑
j=0

w
(m)
j = w(m)

m .
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Consequently
m∑

i=0

(
α

(m)
i+1 − α

(m)
i

)
f
(
x

(m)
i

)
=

m∑
i=0

w
(m)
i f

(
x

(m)
i

)
,

and let
m∑

j=0

w
(m)
j f

(
x

(m)
j

)
−

n∑
r=2

(−1)r

r!

 m∑
j=0

{(
x

(m)
j − a−

j−1∑
s=0

w(m)
s

)r

−

(
x

(m)
j − a−

j∑
s=0

w(m)
s

)r}
f (r−1)

(
x

(m)
j

)]

: = Im

(
f, f ′, . . . , f (n),∆m, wm

)
.

Applying the inequality (2.13) we obtain the estimate (2.27).

On the Lp norm the following theorem holds.

Theorem 2.16. Let the conditions of Theorem 2.15 apply. Then we have the
estimation

(2.28)

∣∣∣∣∣Im (f, f ′, . . . , f (n),∆m, wm

)
−
∫ b

a

f (t) dt

∣∣∣∣∣

≤



∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

m−1∑
i=0

(a+
i∑

j=0

w
(m)
j − x

(m)
i

)nq+1

+

(
x

(m)
i+1 − a−

i∑
j=0

w
(m)
j

)nq+1
 1
q

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

(
h

(m)
i

)nq+1
) 1
q

∥∥f (n)
∥∥

p

n!
(
ν
(
h(m)

))n( b− a

nq + 1

) 1
q

,

where f (n) ∈ Lp [a, b], p > 1 and 1
p + 1

q = 1. In particular, if
∥∥f (n)

∥∥
p
<∞, then

lim
ν(h(m))→0

Im

(
f, f ′, . . . , f (n),∆m, wm

)
=
∫ b

a

f (t) dt

uniformly by the influence of the weights wm.

The proof of this theorem follows the same pattern as that of Theorem 2.15 and
will not be given here.

Similarly on the L1 norm the following theorem also holds.
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Theorem 2.17. Let the conditions of Theorem 2.15 apply. Then we have the
estimation

(2.29)

∣∣∣∣∣Im (f, f ′, . . . , f (n),∆m, wm

)
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤
∥∥f (n)

∥∥
1

n!

[
ν
(
h(m)

)]n
,

where f (n) ∈ L1 [a, b].
In particular, if

∥∥f (n)
∥∥

1
<∞, then

lim
ν(h(m))→0

Im

(
f, f ′, . . . , f (n),∆m, wm

)
=
∫ b

a

f (t) dt

uniformly by the influence of the weights wm.

The proof of Theorem 2.17 follows the same pattern as Theorem 2.15, and will not
be given here.

The case when the partitioning is equidistant is important in practice. Consider
the equidistant partition

Em := x
(m)
i := a+ i

b− a

m
, (i = 0, . . . ,m)

and define the sequence of numerical quadrature formulae

Im

(
f, f ′, . . . , f (n),∆m, wm

)
: =

m∑
j=0

w
(m)
j f

(
a+

j (b− a)
n

)
−

n∑
r=2

(−1)r

r!

 m∑
j=0

{(
j (b− a)

n
−

j−1∑
s=0

w(m)
s

)r

−

(
j (b− a)

n
−

j∑
s=0

w(m)
s

)r}
f (r−1)

(
a+

j (b− a)
n

)]
.

The following corollary holds.

Corollary 2.18. Let f : [a, b] → R be absolutely continuous on [a, b]. If the
quadrature weights w(m)

j satisfy the condition

i

m
≤ 1
b− a

i∑
j=0

w
(m)
j ≤ i+ 1

m
, i = 0, 1, . . . , n− 1,

then the following bound holds:∣∣∣∣∣Im (f, f ′, . . . , f (n),∆m, wm

)
−
∫ b

a

f (t) dt

∣∣∣∣∣
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≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

( i∑
j=0

w
(m)
j − i

(
b− a

m

))n+1

−

(
(i+ 1)

(
b− a

m

)
−

i∑
j=0

w
(m)
j

)n+1


≤
∥∥f (n)

∥∥
∞

(n+ 1)!

(
b− a

m

)n+1

, where f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

m−1∑
i=0

( i∑
j=0

w
(m)
j − i

(
b− a

m

))nq+1

+

(
(i+ 1)

(
b− a

m

)
−

i∑
j=0

w
(m)
j

)nq+1
 1
q

≤

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
b− a

m (nq + 1)

)n+ 1
q

,

where f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
[
ν
(
h(m)

)]n ≤ ∥∥f (n)
∥∥

1

n!

(
b− a

m

)n

, where f (n) ∈ L1 [a, b] ,

In particular, if
∥∥f (n)

∥∥
∞,p,1

<∞, then

lim
m→∞

Im

(
f, f ′, . . . , f (n), wm

)
=
∫ b

a

f (t) dt

uniformly by the influence of the weights wm.

The proof of Corollary 2.18 follows directly from Theorem 2.15.

2.5. Grüss Type Inequalities

The Grüss inequality [25], is well known in the literature. It is an integral inequality
which establishes a connection between the integral of a product of two functions
and the product of the integrals of the two functions.

Theorem 2.19. Let h, g : [a, b] → R be two integrable functions such that φ ≤
h (x) ≤ Φ and γ ≤ g (x) ≤ Γ for all x ∈ [a, b], φ,Φ, γ and Γ are constants. Then
we have

(2.30) |T (h, g)| ≤ 1
4

(Φ− φ) (Γ− γ) ,
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where

T (h, g) : =
1

b− a

∫ b

a

h (x) g (x) dx(2.31)

− 1
b− a

∫ b

a

h (x) dx · 1
b− a

∫ b

a

g (x) dx

and the inequality (2.30) is sharp, in the sense that the constant 1
4 cannot be replaced

by a smaller one.

For a simple proof of this fact as well as generalisations, discrete variants, extensions
and associated material, see [28]. The Grüss inequality is also utilised in the papers
[12, 13, 18, 24] and the references contained therein.

A premature Grüss inequality is the following.

Theorem 2.20. Let f and g be integrable functions defined on [a, b] and let γ ≤
g (x) ≤ Γ for all x ∈ [a, b]. Then

(2.32) |T (h, g)| ≤ Γ− γ

2
(T (f, f))

1
2 ,

where T (f, f) is as defined in (2.31).

Theorem 2.20 was proved in 1999 by Matić, Pečarić and Ujević [27] and it provides
a sharper bound than the Grüss inequality (2.30). The term premature is used
to highlight the fact that the result (2.32) is obtained by not fully completing the
proof of the Grüss inequality. The premature Grüss inequality is completed if one
of the functions, f or g, is explicitly known.

We now give the following theorem based on the premature Grüss inequality (2.32).

Theorem 2.21. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division of the
interval [a, b], αi (i = 0, . . . , k + 1) be ‘k+1’ points such that α0 = a, αi ∈ [xi−1, xi]
(i = 1, . . . , k) and αk = b. If f : [a, b] → R is absolutely continuous and n time
differentiable on [a, b], then assuming that the n derivative f (n) : (a, b) → R satisfies
the condition

m ≤ f (n) ≤M for all x ∈ (a, b) ,
we have the inequality∣∣∣∣∣∣(−1)n

∫ b

a

f (t) dt+ (−1)n
n∑

j=1

(−1)j

j!
×(2.33)

[
k−1∑
i=0

{(
hi

2
− δi

)j

f (j−1) (xi+1)−
(
hi

2
+ δi

)j

f (j−1) (xi)

}]

−
(
f (n−1) (b)− f (n−1) (a)

(b− a) (n+ 1)!

) k−1∑
i=0

(
hi

2

)n+1

×

[
n+1∑
r=0

(
n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

]∣∣∣∣∣
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≤ M −m

2

[
b− a

(2n+ 1) (n!)2

k−1∑
i=0

(
hi

2

)2n+1

×

[
2n+1∑
r=0

(
2n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

]

−

(
1

(n+ 1)!

k−1∑
i=0

(
hi

2

)n+1
[

n+1∑
r=0

(
n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

])2
 1

2

where

hi : = xi+1 − xi and

δi : = αi+1 −
xi+1 + xi

2
, i = 0, . . . , k − 1.

Proof. We utilise (2.31) and (2.32), multiply through by (b− a) and choose
h (t) := Kn,k (t) as defined by (2.3) and g (t) := f (n) (t), t ∈ [a, b] such that∣∣∣∣∣

∫ b

a

Kn,k (t) f (n) (t) dt− 1
b− a

∫ b

a

f (n) (t) dt ·
∫ b

a

Kn,k (t) dt

∣∣∣∣∣(2.34)

≤ Γ− γ

2

(b− a)
∫ b

a

K2
n,k (t) dt−

(∫ b

a

Kn,k (t) dt

)2
 1

2

.

Now we may evaluate∫ b

a

f (n) (t) dt = f (n−1) (b)− f (n−1) (a)

and

G1 : =
∫ b

a

Kn,k (t) dt =
k−1∑
i=0

∫ xi+1

xi

1
n!

(t− αi+1)
n
dt

=
1

(n+ 1)!

k−1∑
i=0

{
(xi+1 − αi+1)

n+1 + (αi+1 − xi)
n+1
}
.

Using the definitions of hi and δi we have

xi+1 − αi+1 =
hi

2
− δi

and

αi+1 − xi =
hi

2
+ δi

such that

G1 =
1

(n+ 1)!

k−1∑
i=0

{(
hi

2
− δi

)n+1

+
(
hi

2
+ δi

)n+1
}
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=
1

(n+ 1)!

k−1∑
i=0

[
n+1∑
r=0

(
n+ 1
r

)
(−δi)

r

(
hi

2

)n+1−r

+
n+1∑
r=0

(
n+ 1
r

)
δr

i

(
hi

2

)n+1−r
]

=
1

(n+ 1)!

k−1∑
i=0

(
hi

2

)n+1
[

n+1∑
r=0

(
n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

]
.

Also,

G2 : =
∫ b

a

K2
n,k (t) dt =

k−1∑
i=0

∫ xi+1

xi

(t− αi+1)
2n

(n!)2
dt

=
1

(2n+ 1) (n!)2

k−1∑
i=0

{
(xi+1 − αi+1)

2n+1 + (αi+1 − xi)
2n+1

}

=
1

(2n+ 1) (n!)2

k−1∑
i=0

{(
hi

2
− δi

)2n+1

+
(
hi

2
+ δi

)2n+1
}

=
1

(2n+ 1) (n!)2

k−1∑
i=0

(
hi

2

)2n+1
[

2n+1∑
r=0

(
2n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

]
.

From identity (2.2), we may write∫ b

a

Kn,k (t) f (n) (t) dt = (−1)n
∫ b

a

f (t) dt+ (−1)n
n∑

j=1

(−1)j

j!

×

[
k−1∑
i=0

{
(xi+1 − αi+1)

j
f (j−1) (xi+1)− (αi+1 − xi)

j
f (j−1) (xi)

}]

and from the left hand side of (2.34) we obtain

G3 : = (−1)n
∫ b

a

f (t) dt+ (−1)n
n∑

j=1

(−1)j

j!

×

[
k−1∑
i=0

{(
hi

2
− δi

)j

f (j−1) (xi+1)−
(
hi

2
+ δi

)j

f (j−1) (xi)

}]

−
(
f (n−1) (b)− f (n−1) (a)

(b− a) (n+ 1)!

) k−1∑
i=0

(
hi

2

)n+1

×

[
n+1∑
r=0

(
n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

]

after substituting for G1.



79 A. sofo

From the right hand side of (2.34) we substitute for G1 and G2 so that

G4 : = (b− a)
∫ b

a

K2
n,k (t) dt−

(∫ b

a

Kn,k (t) dt

)2

=
b− a

(2n+ 1) (n!)2

k−1∑
i=0

(
hi

2

)2n+1
[

2n+1∑
r=0

(
2n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

]

−

(
1

(n+ 1)!

k−1∑
i=0

(
hi

2

)n+1
[

n+1∑
r=0

(
n+ 1
r

)(
2δi

hi

)r

{1 + (−1)r}

])2

.

Hence,

|G3| ≤
M −m

2
(G4)

1
2 .

and Theorem 2.21 has been proved.

Corollary 2.22. Let f , Ik and αk be defined as in Theorem 2.21 and further
define

(2.35) δ = αi+1 −
xi+1 + xi

2
for all i = 0, . . . , k − 1 such that

(2.36) |δ| ≤ 1
2

min {hi|i = 1, . . . , k} .

The following inequality applies.∣∣∣∣∣∣(−1)n
∫ b

a

f (t) dt+ (−1)n
n∑

j=1

1
j!
×(2.37)

[
k−1∑
i=0

{
(−i)j

(
hi

2
− δi

)j

f (j−1) (xi+1)−
(
hi

2
+ δi

)j

f (j−1) (xi)

}]

−
(
f (n−1) (b)− f (n−1) (a)

(b− a) (n+ 1)!

) k−1∑
i=0

n+1∑
r=0

δr

(
hi

2

)n+1−r

{1 + (−1)r}

∣∣∣∣∣
≤ M −m

2

[
b− a

(2n+ 1) (n!)2

×
k−1∑
i=0

2n+1∑
r=0

[(
2n+ 1
r

)
δr

(
hi

2

)2n+1−r

{1 + (−1)r}

]

−

(
1

(n+ 1)!

k−1∑
i=0

n+1∑
r=0

(
n+ 1
r

)
δr

(
hi

2

)n+1−r

{1 + (−1)r}

)2
 1

2

.

The proof follows directly from (2.33) upon the substitution of (2.35) and some
minor simplification.
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Remark 2.1. If for any division Ik : a = x0 < x1 < · · · < xk−1 < xk = b of the
interval [a, b], we choose δ = 0 in (2.35), we have the inequality∣∣∣∣∣∣(−1)n

∫ b

a

f (t) dt+ (−1)n
n∑

j=1

1
j!

(2.38)

×
k−1∑
i=0

(
hi

2

)j {
(−1)j

f (j−1) (xi+1)− f (j−1) (xi)
}

−2
(
f (n−1) (b)− f (n−1) (a)

(b− a) (n+ 1)!

) k−1∑
i=0

(
hi

2

)n+1
∣∣∣∣∣

≤ M −m

2

[
2 (b− a)

(2n+ 1) (n!)2

k−1∑
i=0

(
hi

2

)2n+1

−

(
2

(n+ 1)!

k−1∑
i=0

(
hi

2

)n+1
)2
 1

2

.

The proof follows directly from (2.37).

Remark 2.2. Let f (n) be defined as in Theorem 2.21 and consider an equidistant
partitioning Ek of the interval [a, b], where

Ek := xi = a+ i

(
b− a

k

)
, i = 0, . . . , k.

The following inequality applies∣∣∣∣∣∣(−1)n
∫ b

a

f (t) dt+ (−1)n
n∑

j=1

1
j!

(
b− a

2k

)j

(2.39)

×
{

(−1)j
f (j−1)

(
a (k − i− 1) + b (i− 1)

k

)
− f (j−1)

(
a (k − i) + ib

k

)}

−2
(
f (n−1) (b)− f (n−1) (a)

(b− a) (n+ 1)!

)(
b− a

2k

)n+1
∣∣∣∣∣

≤ (M −m) · nk

(n+ 1)!
√

2n+ 1

(
b− a

2k

)n+1

.

Proof. The proof follows upon noting that hi = xi+1 − xi =
(

b−a
k

)
, i =

0, . . . , k.

2.6. Some Particular Integral Inequalities

In this subsection we point out some special cases of the integral inequalities in
Section 2.3. In doing so, we shall recover, subsume and extend the results of a
number of previous published papers [3, 4, 5].
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We shall recover the left and right rectangle inequalities, the perturbed trapezoid
inequality, the midpoint and Simpson’s inequalities and the Newton-Cotes three
eighths inequality, and a Boole type inequality.

In the case when n = 1, for the kernel K1,k (t) of (2.4), the inequalities (2.13),
(2.16) and (2.18) reduce to the results obtained by Dragomir [9, 10, 11] for the
cases when f : [a, b] → R is absolutely continuous and f ′ belongs, respectively to
the L∞ [a, b], Lp [a, b] and L1 [a, b] spaces.

Similarly, for n = 1, Dragomir [17] extended Theorem 2.7 for the case when
f [a, b] → R is a function of bounded variation on [a, b].

For n = 2, and the kernel K2,k (t) of (2.4), the following theorem is obtained.

Theorem 2.23. Let Ik : a = x0 < x1 < · · · < xk−1 < xk = b be a division of
the interval [a, b], αi ∈ [xi−1, xi] (i = 1, . . . , k) and αk+1 = b. If f : [a, b] → R is
absolutely continuous, then we have the inequality∣∣∣∣∣

∫ b

a

f (t) dt−
k∑

i=0

(αi+1 − αi) f (xi)(2.40)

+
1
2

k∑
i=0

{
(xi+1 − αi+1)

2
f ′ (xi+1)− (xi − αi+1)

2
f ′ (xi)

} ∣∣∣∣

≤



‖f ′′‖∞
6

k−1∑
i=0

[
(αi+1 − xi)

3 + (xi+1 − αi+1)
3
]

if f ′′ ∈ L∞ [a, b] ,

‖f ′′‖p

2 (2q + 1)
1
q

(
k−1∑
i=0

[
(αi+1 − xi)

2q+1 + (xi+1 − αi+1)
2q+1

]) 1
q

if f ′′ ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,(
ν2(h)

16 + ρ2(δ)
4 + ν(h)

2 max
i∈[0,k−1]

|δi|
)
‖f ′′‖1

≤ 3
8 ‖f

′′‖1 ν2 (h) if f ′′ ∈ L1 [a, b] ,

where hi := xi+1 − xi, ν (h) = max {hi|i = 0, . . . , k − 1},

δi = αi+1 −
xi+1 + xi

2

and ρ (δ) = max {δi|i = 0, . . . , k − 1}.

Proof. The first and second part of the inequality (2.40) can be obtained
directly from Theorem 2.7 and Theorem 2.8 respectively. We now prove the third
line of the inequality (2.40), on the L1 [a, b] space, which is an improvement of the
inequality (2.18) for the case n = 2.
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From (2.14)∣∣∣∣∣
∫ b

a

K2,k (t) f ′′ (t) dt

∣∣∣∣∣
≤

∫ b

a

|K2,k (t)| |f ′′ (t)| dt =

∣∣∣∣∣
k−1∑
i=0

∫ xi+1

xi

K2,k (t) f ′′ (t) dt

∣∣∣∣∣
≤

k−1∑
i=0

∫ xi+1

xi

|K2,k (t)| |f ′′ (t)| dt =
k−1∑
i=0

∫ xi+1

xi

∣∣∣∣∣ (t− αi+1)
2

2

∣∣∣∣∣ |f ′′ (t)| dt =: W.

Now
k−1∑
i=0

∫ xi+1

xi

∣∣∣∣∣ (t− αi+1)
2

2

∣∣∣∣∣ |f ′′ (t)| dt
≤ sup

t∈[xi,xi+1]

∣∣∣∣∣ (t− αi+1)
2

2

∣∣∣∣∣
∫ xi+1

xi

|f ′′ (t)| dt

= max
i∈[0,k−1]

{
(αi+1 − xi)

2

2
,
(xi+1 − αi+1)

2

2

}∫ xi+1

xi

|f ′′ (t)| dt.

Now, we may observe that

max
i∈[0,k−1]

{
(αi+1 − xi)

2

2
,
(xi+1 − αi+1)

2

2

}

= max
i∈[0,k−1]

1
2

{
(xi+1 − αi+1)

2 + (αi+1 − xi)
2

2
+

∣∣∣∣∣ (αi+1 − xi)
2 − (xi+1 − αi+1)

2

2

∣∣∣∣∣
}
.

Using the identity

A2 +B2 = 2

((
A+B

2

)2

+
(
A−B

2

)2
)

reduces the previous line to

1
2

max
i∈[0,k−1]

{
(xi+1 − xi)

2

8
+

1
2

(
αi+1 −

xi+1 + xi

2

)2

+(xi+1 − xi)
∣∣∣∣αi+1 −

xi+1 + xi

2

∣∣∣∣}

= max
i∈[0,k−1]

(
h2

i

16

)
+ max

i∈[0,k−1]

(
δ2i
4

)
+ max

i∈[0,k−1]

(
hi

2
|δi|
)

=
ν2 (h)

16
+
ρ2 (δ)

4
+
ν (h)

2
max

i∈[0,k−1]
|δi| .

Hence, from

W =
(
ν2 (h)

16
+
ρ2 (δ)

4
+
ν (h)

2
max

i∈[0,k−1]
|δi|
)
‖f ′′‖1
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and the third line of the inequality (2.40) is thus proved.

We may also note that

|δi| =
∣∣∣∣αi+1 −

xi+1 + xi

2

∣∣∣∣ ≤ hi

2
,

δ2i ≤
(
hi

2

)2

,

and hence

W ≤
(
ν2 (h)

16
+
ν2 (h)

16
+
ν2 (h)

4

)
‖f ′′‖1 =

3
8
ν2 (h) ‖f ′′‖1

and Theorem 2.23 is completely proved.

For the two branch Peano kernel,

(2.41) Kn,2 (t) :=


1
n!

(t− a)n
, t ∈ [a, x)

1
n!

(t− b)n
, t ∈ (x, b]

the following results were obtained by Cerone, Dragomir and Roumeliotis [6] which
follow directly from Theorems 2.7, 2.8 and 2.9.

Theorem 2.24. Let f : [a, b] → R be a mapping such that the derivatives f (n−1)

(n ≥ 1) are absolutely continuous on [a, b] and x ∈ [a, b]. Then

(2.42)

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

{
(x− a)j − (−1)j (b− x)j

}
f (j−1) (x)

∣∣∣∣∣∣

≤



‖f ′′‖∞
(n+ 1)!

{
(x− a)n+1 + (b− x)n+1

}
if f (n) ∈ L∞ [a, b] ,

‖f ′′‖p

n! (nq + 1)
1
q

(
(x− a)nq+1 + (b− x)nq+1

) 1
q

if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

(
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣)n

≤
∥∥f (n)

∥∥
1

n!
(b− a)n if f (n) ∈ L1 [a, b] ,

Proof. The proof follows from Theorems 2.7, 2.8 and 2.9, and using the kernel
(2.41) after substituting α0 = α1 = x0 = a, α2 = α3 = x2 = b and x = x1 ∈ [a, b].
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From Theorem 2.9 we note that∣∣∣∣∣
∫ b

a

Kn,2 (t) f (n) (t) dt

∣∣∣∣∣
≤ ‖Kn,2 (t)‖∞

∥∥∥f (n)
∥∥∥

1
=
∥∥∥f (n)

∥∥∥
1

sup
t∈[a,b]

|Kn,2 (t)|

=

∥∥f (n)
∥∥

1

n!
(max {x− a, b− x})n

=

∥∥f (n)
∥∥

1

n!

(
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣)n

≤
∥∥f (n)

∥∥
1

n!
(b− a)n

,

which completes the proof of Theorem 2.24.

Corollary 2.25. If in (2.42) we substitute x = b, we obtain the ‘perturbed right’
rectangle inequality

(2.43)

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j (b− a)j

j!
f (j−1) (b)

∣∣∣∣∣∣

≤



‖f ′′‖∞
(n+ 1)!

(b− a)n+1 if f (n) ∈ L∞ [a, b] ,

‖f ′′‖p

n!
· (b− a)n+ 1

q

(nq + 1)
1
q

if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
(b− a)n if f (n) ∈ L1 [a, b] .

If in (2.42) we substitute x = a, we obtain the ‘perturbed left’ rectangle inequality

(2.44)

∣∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

j=1

(b− a)j

j!
f (j−1) (a)

∣∣∣∣∣∣

≤



‖f ′′‖∞
(n+ 1)!

(b− a)n+1 if f (n) ∈ L∞ [a, b] ,

‖f ′′‖p

n!
· (b− a)n+ 1

q

(nq + 1)
1
q

if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
(b− a)n if f (n) ∈ L1 [a, b] .
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If in (2.42) we substitute x = a+b
2 , we obtain the best estimate, a ‘perturbed

trapezoid’ inequality∣∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

j=1

(
b− a

2

)j 1
j!

{
(−1)j − 1

}
f (j−1)

(
a+ b

2

)∣∣∣∣∣∣(2.45)

≤



‖f ′′‖∞
(n+ 1)!2n

(b− a)n+1 if f (n) ∈ L∞ [a, b] ,

‖f ′′‖p (b− a)n+ 1
q

n! (nq + 1)
1
q 2n

if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1
(b− a)n

n!2n
if f (n) ∈ L1 [a, b] .

Remark 2.3. It is of interest to note that only the even derivatives occur in the
left hand side of (2.45). Taking n = 1 in Theorem 2.24 reproduces some of the
results obtained by Dragomir and Wang [19, 20, 22] and for n = 2 we recover
the results obtained by Cerone, Dragomir and Roumeliotis [3, 4, 5]. Moreover, we
may observe that the bounds given in (2.42) for a generalised interior point method
obtained from investigating various norms of the kernel (2.41) are the same as the
bounds obtained from the generalised trapezoidal type rule resulting from various
norms of the Peano kernel given by (x−t)n

n! .

The following corollary may be obtained from (2.43) and (2.44).

Corollary 2.26. Let f be defined as given in Theorem 2.24. Then

(2.46)

∣∣∣∣∣∣
∫ b

a

f (t) dt+
1
2

n∑
j=1

(b− a)j

j!

{
(−1)j

f (j−1) (b)− f (j−1) (a)
}∣∣∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!
(b− a)n+1


1 if n = 2r

22r+1−1
22r if n = 2r + 1

if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n!
· (b− a)n+ 1

q

(nq + 1)
1
q

if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
(b− a)n if f (n) ∈ L1 [a, b] .

Proof. Using the identity (2.6) with the kernel (2.41) at the left and right cor-
ners, we obtain (2.46). Details may also be seen in the paper by Cerone, Dragomir
and Roumeliotis [3] for the ‖·‖∞ norm.
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Corollary 2.27. Let f be defined as above. Then∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
(b− α)j

f (j−1) (b)− (−1)j (α− a)j
f (j−1) (a)

]∣∣∣∣∣∣(2.47)

≤



‖f ′′‖∞
(n+ 1)!

(
(α− a)n+1 + (b− α)n+1

)
,

‖f ′′‖p

n! (nq + 1)
1
q

(
(α− a)nq+1 + (b− α)nq+1

) 1
q

,

∥∥f (n)
∥∥

1

n!

(
b− a

2
+
∣∣∣∣α− a+ b

2

∣∣∣∣)n

.

Proof. Follows from Theorem 2.7 with α0 = a, x0 = a, x1 = b, α2 = b and
α1 = α ∈ [a, b].

The following inequalities relate to Taylor like expansions.
Corollary 2.28. Let g be defined as in Corollary 2.12. Then we have the inequal-
ity

(2.48)

∣∣∣∣∣∣g (y)− g (a) +
n∑

j=1

(−1)j

j!

{
(x− a)j − (−1)j (y − x)j

}
g(j) (x)

∣∣∣∣∣∣

≤



∥∥g(n+1)
∥∥
∞

(n+ 1)!

{
(x− a)n+1 + (y − x)n+1

}
if g(n+1) ∈ L∞ [a, y]

∥∥g(n+1)
∥∥

p

n! (nq + 1)
1
q

(
(x− a)nq+1 + (y − x)nq+1

) 1
q

if g(n+1) ∈ Lp [a, y] , p > 1 and 1
p + 1

q = 1,∥∥g(n+1)
∥∥

1

n!

[
y − a

2
+
∣∣∣∣x− a+ y

2

∣∣∣∣]n

if g(n+1) ∈ L1 [a, y]

for all a ≤ x ≤ y.

Proof. Follows directly from (2.42) by choosing b = y and f = g′.

Perturbed ‘right’ and ‘left’ inequalities may also be obtained from (2.43) and (2.44)
respectively by putting x = a and x = y.

It is also well known that for the classical Taylor expansion around some point a
we have the following inequality,

(2.49)

∣∣∣∣∣∣g (y)−
n∑

j=0

(y − a)j

j!
g(j) (a)

∣∣∣∣∣∣ ≤ (y − a)n+1

(n+ 1)!

∥∥∥g(n+1)
∥∥∥
∞

for all y ≥ a.
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We therefore may see that the approximation (2.48) around the arbitrary point
x ∈ [a, y] provides a better approximation for the mapping g at a point y than the
classical Taylor expansion (2.49) around a point a. The inequality (2.48) attains
its optimum when x = a+b

2 in (2.48), so that we have the inequality∣∣∣∣∣∣g (y)− g (a) +
n∑

j=1

(
y − a

2

)j 1
j!

{
(−1)j − 1

}
g(j)

(
a+ y

2

)∣∣∣∣∣∣(2.50)

≤



∥∥g(n+1)
∥∥
∞

(n+ 1)!
· (y−a)n+1

2n if g(n+1) ∈ L∞ [a, y]

∥∥g(n+1)
∥∥

p

n! (nq + 1)
1
q

· (y − a)n+ 1
q

2n
if g(n+1) ∈ Lp [a, y] ,

p > 1 and 1
p + 1

q = 1,∥∥g(n+1)
∥∥

1

n!

(
y − a

2

)n

if g(n+1) ∈ L1 [a, y] .

The inequality (2.50) shows that for g ∈ C∞ [a, y] the series

g (a)−
∞∑

j=1

(
y − a

2

)j 1
j!

{
(−1)j − 1

}
g(j)

(
a+ y

2

)
converges more rapidly to g (y) than the usual one,

n∑
j=0

(
y − a

2

)j

g(j) (a)

from (2.49).

If we choose n = 1 in (2.42) we obtain the Ostrowski inequality∣∣∣∣∣
∫ b

a

f (t) dt− (b− a) f (x)

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)2
(b− a)2

]
(b− a)2 ‖f ′‖∞

also the midpoint inequality∣∣∣∣∣
∫ b

a

f (t) dt− (b− a) f
(
a+ b

2

)∣∣∣∣∣ ≤
(
b− a

2

)2

‖f ′‖∞

and the trapezoid inequality∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2
(f (a) + f (b))

∣∣∣∣∣ ≤ 1
2

(b− a)2 ‖f ′‖∞ .

For n = 2 in (2.42) we deduce the following results, also obtained by Cerone,
Dragomir and Roumeliotis [3].∣∣∣∣∣

∫ b

a

f (t) dt− (b− a) f (x) + (b− a)
(
x− a+ b

2

)
f ′ (x)

∣∣∣∣∣
≤

[
1
24

+
1
2

(
x− a+b

2

)2
(b− a)2

]
(b− a)3 ‖f ′′‖∞ .
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The classical midpoint inequality,

∣∣∣∣∣
∫ b

a

f (t) dt− (b− a) f
(
a+ b

2

)∣∣∣∣∣ ≤ 1
24

(b− a)3 ‖f ′′‖∞ ,

and the perturbed trapezoid inequality

∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2
(f (a) + f (b))−

(
b− a

2

)2

(f ′ (b)− f ′ (a))

∣∣∣∣∣
≤ (b− a)3

6
‖f ′′‖∞ .

From (2.48) we obtain

∣∣∣∣g (y)− g (a) + (y − a) g′ (x) + (y − a)
(
x− a+ y

2

)
g′′ (x)

∣∣∣∣

≤



‖g′′′‖∞ (y − a)3
(

1
24

+
1
2

(
x− a+y

2

)2
(y − a)2

)
if g′′′ ∈ L∞ [a, y] ,

‖g′′′‖p

6 (2q + 1)
1
q

(
(x− a)2q+1 + (y − x)2q+1

) 1
q

if g′′′ ∈ Lp [a, y] ,

p > 1 and 1
p + 1

q = 1,
‖g′′′‖1

2

(
y − a

2
+
∣∣∣∣x− a+ y

2

∣∣∣∣)2

if g′′′ ∈ L1 [a, y] .

The following theorem produces another integral inequality with many applications.

Theorem 2.29. Let f : [a, b] → R be an absolutely continuous mapping on [a, b]
and a ≤ x1 ≤ b, a ≤ α1 ≤ x1 ≤ α2 ≤ b. Then we have

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!
[
− (a− α1)

j
f (j−1) (a)(2.51)

+
{

(x1 − α1)
j − (x1 − α2)

j
}
f (j−1) (x1) + (b− α2)

j
f (j−1) (b)

]∣∣∣
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≤



∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 + (x1 − α1)

n+1 + (α2 − x1)
n+1 + (b− α2)

n+1
)

≤
∥∥f (n)

∥∥
∞

(n+ 1)!

(
(x1 − a)n+1 + (b− x1)

n+1
)

≤
∥∥f (n)

∥∥
∞

(n+ 1)!
(b− a)n+1

, f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
(α1 − a)nq+1 + (x1 − α1)

nq+1 + (α2 − x1)
nq+1 + (b− α2)

nq+1
) 1
q

,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. Consider the division a = x0 ≤ x1 ≤ x2 = b and the numbers α0 = a,
α1 ∈ [a, x1), α2 ∈ (x1, b] and α3 = b.

From the left hand side of (2.13) we obtain

n∑
j=1

(−1)j

j!

2∑
i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

=
n∑

j=1

(−1)j

j!
[
− (a− α1)

j
f (j−1) (a) +

{
(x1 − α1)

j − (x1 − α2)
j
}
f (j−1) (x1)

+ (b− α2)
j
f (j−1) (b)

]
.

From the right hand side of (2.13) we obtain∥∥f (n)
∥∥
∞

(n+ 1)!

1∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}

=

∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 + (x1 − α1)

n+1 + (α2 − x1)
n+1 + (b− α2)

n+1
)

and hence the first line of the inequality (2.51) follows.

The ‖·‖p norm and ‖·‖1 norm inequalities follow from (2.16) and (2.18) respectively.
Hence Theorem 2.29 is proved.

Notice that if we choose α1 = a and α2 = b in Theorem 2.29 we obtain the inequality
(2.42) of Theorem 2.24.

The following proposition embodies a number of results, including the Ostrowski
inequality, the midpoint and Simpson’s inequalities and the three-eighths Newton-
Cotes inequality including its generalisation.
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Proposition 2.30. Let f be defined as in Theorem 2.29 and let a ≤ x1 ≤ b, and
a ≤ (m−1)a+b

m ≤ x1 ≤ a+(m−1)b
m ≤ b for m a natural number, m ≥ 2, then we have

the inequality

|Pm,n|(2.52)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

m

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+

{(
(x1 − a)− b− a

m

)j

−
(
b− a

m
− (b− x1)

)j
}
f (j−1) (x1)

]∣∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

(
2
(
b− a

m

)n+1

+
(
x1 − a−

(
b− a

m

))n+1

+
(
b− x1 −

(
b− a

m

))n+1
)

if f (n) ∈ L∞ [a, b] ,∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
2
(
b− a

m

)nq+1

+
(
x1 − a−

(
b− a

m

))nq+1

+
(
b− x1 −

(
b− a

m

))nq+1
) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, if f (n) ∈ L1 [a, b] .

Proof. From Theorem 2.29 we note that

α1 =
(m− 1) a+ b

m
and α2 =

a+ (m− 1) b
m

so that

a− α1 = −
(
b− a

m

)
, b− α2 =

b− a

m
,

x1 − α1 = x1 − a−
(
b− a

m

)
and x1 − α2 =

(
b− a

m

)
− (b− x1) .

From the left hand side of (2.51) we have

− (a− α1)
j
f (j−1) (a) +

{
(x1 − α1)

j − (x1 − α2)
j
}
f (j−1) (x1)

+ (b− α2)
j
f (j−1) (b)

=
(
b− a

m

)j {
f (j−1) (b)− f (j−1) (a)

}
+

{(
x1 − a−

(
b− a

m

))j

−
((

b− a

m

)
− (b− x1)

)j
}
f (j−1) (x1) .
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From the right hand side of (2.51),

(α1 − a)n+1 + (x1 − α1)
n+1 + (α2 − x1)

n+1 + (b− α2)
n+1

= 2
(
b− a

m

)n+1

+
(
x1 − a−

(
b− a

m

))n+1

+
(
b− x1 −

(
b− a

m

))n+1

and the first line of the inequality (2.52) follows. The second and third lines of the
inequality (2.52) follow directly from (2.51), hence the proof is complete.

The following corollary points out that the optimum of Proposition 2.30 occurs at
x1 = α1+α2

2 = a+b
2 in which case we have:

Corollary 2.31. Let f be defined as in Proposition 2.30 and let x1 = a+b
2 in

which case we have the inequality

∣∣∣∣Pm,n

(
a+ b

2

)∣∣∣∣(2.53)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

m

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+
(

(m− 2) (b− a)
2m

)j (
1− (−1)j

)
f (j−1)

(
a+ b

2

)]∣∣∣∣∣

≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!

(
b− a

m

)n+1
(

1 +
(
m− 2

2

)n+1
)

if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n!

[(
2

nq + 1

) 1
q
(
b− a

m

)n+ 1
q

](
1 +

(
m− 2

2

)nq+1
) 1
q

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, if f (n) ∈ L1 [a, b] .

The proof follows directly from (2.52) upon substituting x1 = a+b
2 .

A number of other corollaries follow naturally from Proposition 2.30 and Corollary
2.31 and will now be investigated.
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Corollary 2.32. Let f be defined as in Proposition 2.30. Then

lim
m→∞

|Pm,n|(2.54)

=

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

{
(x1 − a)j − (x1 − b)j

}
f (j−1) (x1)

∣∣∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

(
(x1 − a)n+1 + (b− x1)

n+1
)

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
(x1 − a)nq+1 + (b− x1)

nq+1
) 1
q

∥∥f (n)
∥∥

1

n!

(
b− a

2
+
∣∣∣∣x1 −

a+ b

2

∣∣∣∣)n

and this is the result obtained in Theorem 2.24. In this case we see that α1 = a
and α2 = b and the optimum of (2.53) occurs when x1 = a+b

2 in which case we
recover the result (2.45).

The following two corollaries generalise the Simpson inequality and follow directly
from (2.52) and (2.53) for m = 6.

Corollary 2.33. Let the conditions of Corollary 2.31 hold and put m = 6. Then
we have the inequality

|P6,n|(2.55)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

6

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+

{(
x1 −

5a+ b

6

)j

−
(
x1 −

a+ 5b
6

)j
}
f (j−1) (x1)

]∣∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

(
2
(
b− a

6

)n+1

+
(
x1 −

5a+ b

6

)n+1

+
(
−x1 +

a+ 5b
6

)n+1
)
, f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
2
(
b− a

6

)nq+1

+
(
x1 −

5a+ b

6

)nq+1

+
(
−x1 +

a+ 5b
6

)n+1
) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, if f (n) ∈ L1 [a, b] ,
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which is the generalised Simpson inequality.

Corollary 2.34. Let the conditions of Corollary 2.31 hold and put m = 6. Then
at the midpoint x1 = a+b

2 we have the inequality∣∣∣∣P6,n

(
a+ b

2

)∣∣∣∣(2.56)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

6

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+
(
b− a

3

)j (
1− (−1)j

)
f (j−1)

(
a+ b

2

)]∣∣∣∣∣

≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!

(
b− a

6

)n+1 (
1 + 2n+1

)
, f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n!

[(
2

nq + 1

) 1
q
(
b− a

6

)n+ 1
q

] (
1 + 2nq+1

) 1
q ,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, if f (n) ∈ L1 [a, b] .

Remark 2.4. Choosing n = 1 in (2.56) we have

(2.57)
∣∣∣∣P6,1

(
a+ b

2

)∣∣∣∣ :=

∣∣∣∣∣
∫ b

a

f (t) dt−
(
b− a

6

){
f (a) + 4f

(
a+ b

2

)
+ f (b)

}∣∣∣∣∣

(2.58) ≤



5
36
‖f ′‖∞ (b− a)2 , f ′ ∈ L∞ [a, b] ,

‖f ′‖p

(
2

q + 1

) 1
q
(
b− a

6

)1+ 1
q (

1 + 2q+1
) 1
q ,

if f ′ ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1

‖f ′‖1 (b− a) , if f (n) ∈ L1 [a, b] .

Remark 2.5. Choosing n = 2 in (2.40) we have a perturbed Simpson type inequal-
ity ∣∣∣∣P6,2

(
a+ b

2

)∣∣∣∣(2.59)

: =

∣∣∣∣∣
∫ b

a

f (t) dt−
(
b− a

6

)(
f (a) + 4f

(
a+ b

2

)
+ f (b)

)

+
(
b− a

6

)2(
f ′ (b)− f ′ (a)

2

)∣∣∣∣∣
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≤



(b− a)3

72
‖f ′′‖∞ , f ′′ ∈ L∞ [a, b] ,

(
b− a

6

)2+ 1
q
(

2
2q + 1

) 1
q (

1 + 22q+1
) 1
q
‖f ′′‖p

2
, f ′′ ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1
(b− a)2

2
‖f ′′‖1 , f ′′ ∈ L1 [a, b] .

Corollary 2.35. Let f be defined as in Corollary 2.31 and let m = 4, then we
have the inequality∣∣∣∣P4,n

(
a+ b

2

)∣∣∣∣(2.60)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

(
b− a

4

)j

×
[(
f (j−1) (b)− (−1)j

f (j−1) (a)
)

+
(
1− (−1)j

)
f (j−1)

(
a+ b

2

)]∣∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!4n
(b− a)n+1

, f (n) ∈ L∞ [a, b] ,∥∥f (n)
∥∥

p

n!

[(
4

nq + 1

) 1
q
(
b− a

4

)n+ 1
q

]
, f (n) ∈ Lp [a, b] , p > 1 and 1

p + 1
q = 1∥∥f (n)

∥∥
1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Remark 2.6. From (2.60) we choose n = 2 and we have the inequality∣∣∣∣P4,2

(
a+ b

2

)∣∣∣∣(2.61)

: =

∣∣∣∣∣
∫ b

a

f (t) dt−
(
b− a

4

)(
f (b) + f (a) + 2f

(
a+ b

2

))

+
(
b− a

4

)2(
f ′ (b)− f ′ (a)

2

)∣∣∣∣∣

≤



‖f ′′‖∞
96

(b− a)3 , f ′′ ∈ L∞ [a, b] ,

‖f ′′‖p

2

(
4

2q + 1

) 1
q
(
b− a

4

)2+ 1
q

, f ′′ ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1

(b− a)2

2
‖f ′′‖1 , f ′′ ∈ L1 [a, b] .

Theorem 2.36. Let f : [a, b] → R be an absolutely continuous mapping on [a, b]
and let a < x1 ≤ x2 ≤ b and α1 ∈ [a, x1), α2 ∈ [x1, x2) and α3 ∈ [x2, b]. Then we
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have the inequality∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
− (a− α1)

j
f (j−1) (a)(2.62)

+
(
(x1 − α1)

j − (x1 − α2)
j
)
f (j−1) (x1)

+
(
(x2 − α2)

j − (x2 − α3)
j
)
f (j−1) (x2) + (b− α3)

j
f (j−1) (b)

]∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 + (x1 − α1)

n+1 + (α2 − x1)
n+1

+(x2 − α2)
n+1 + (α3 − x2)

n+1 + (b− α3)
n+1
)

f (n) ∈ L∞ [a, b] ,∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
(α1 − a)nq+1 + (x1 − α1)

nq+1 + (α2 − x1)
nq+1

+(x2 − α2)
nq+1 + (α3 − x2)

nq+1 + (b− α3)
nq+1

) 1
q

,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. Consider the division a = x0 < x1 < x2 = b, α1 ∈ [a, x1), α2 ∈
[x1, x2), α3 ∈ [x2, b], α0 = a, x0 = a, x3 = b and put α4 = b. From the left hand
side of (2.13) we obtain

n∑
j=1

(−1)j

j!

3∑
i=0

{
(xi − αi)

j − (xi − αi+1)
j
}
f (j−1) (xi)

=
n∑

j=1

(−1)j

j!

[
− (a− α1)

j
f (j−1) (a)

+
(
(x1 − α1)

j − (x1 − α2)
j
)
f (j−1) (x1)

+
(
(x2 − α2)

j − (x2 − α3)
j
)
f (j−1) (x2) + (b− α3)

j
f (j−1) (b)

]
.

From the right hand side of (2.13) we obtain∥∥f (n)
∥∥
∞

(n+ 1)!

2∑
i=0

{
(αi+1 − xi)

n+1 + (xi+1 − αi+1)
n+1
}

=

∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 + (x1 − α1)

n+1 + (α2 − x1)
n+1

+(x2 − α2)
n+1 + (α3 − x2)

n+1 + (b− α3)
n+1
)

and hence the first line of the inequality (2.62) follows. The ‖·‖p norm and ‖·‖1
norm inequalities follow from (2.16) and (2.18) respectively, hence Theorem 2.36 is
proved.



2. INTEGRAL INEQUALITIES FOR n−TIMES DIFFERENTIABLE MAPPINGS 96

Corollary 2.37. Let f be defined as in Theorem 2.36 and consider the division

a ≤ α1 ≤
(m− 1) a+ b

m
≤ α2 ≤

a+ (m− 1) b
m

≤ α3 ≤ b

for m a natural number, m ≥ 2. Then we have the inequality

|Qm,n| :=

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
− (a− α1)

j
f (j−1) (a)(2.63)

+

{(
(m− 1) a+ b

m
− α1

)j

−
(

(m− 1) a+ b

m
− α2

)j
}
f (j−1) (x1)

+

{(
a+ (m− 1) b

m
− α2

)j

−
(
a+ (m− 1) b

m
− α3

)j
}
f (j−1) (x2)

+ (b− α3)
j
f (j−1) (b)

]∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!
Rm,n :=

∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 +

(
(m− 1) a+ b

m
− α1

)n+1

+
(
α2 −

(m− 1) a+ b

m

)n+1

+
(
a+ (m− 1) b

m
− α2

)n+1

+
(
α3 −

a+ (m− 1) b
m

)n+1

+ (b− α3)
n+1

)
, f (n) ∈ L∞ [a, b] ,∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(Rm,nq)
1
q , f (n) ∈ Lp [a, b] , p > 1 and 1

p + 1
q = 1,∥∥f (n)

∥∥
1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. Choose in Theorem 2.36, x1 = (m−1)a+b
m , and x2 = a+(m−1)b

m , hence
the theorem is proved.

Remark 2.7. For particular choices of the parameters m and n, Corollary 2.37
contains a generalisation of the three-eighths rule of Newton and Cotes.

The following corollary is a consequence of Corollary 2.37.

Corollary 2.38. Let f be defined as in Theorem 2.36 and choose α2 = a+b
2 =

x1+x2
2 , then we have the inequality

∣∣Q̄m,n

∣∣ : =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
− (a− α1)

j
f (j−1) (a)(2.64)

+

{
(x1 − α1)

j − (−1)j

(
(m− 2) (b− a)

2m

)j
}
f (j−1) (x1)

+

{(
(m− 2) (b− a)

2m

)j

− (x2 − α3)
j

}
f (j−1) (x2)

+ (b− α3)
j
f (j−1) (b)

]∣∣∣
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≤



∥∥f (n)
∥∥
∞

(n+ 1)!
R̄m,n :=

∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 +

(
(m− 1) a+ b

m
− α1

)n+1

+2
(

(b− a)
(m− 2)

2m

)n+1

+
(
α3 −

a+ (m− 1) b
m

)n+1

+ (b− α3)
n+1
)
, f (n) ∈ L∞ [a, b] ,∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(
R̄m,nq

) 1
q , f (n) ∈ Lp [a, b] , p > 1 and 1

p + 1
q = 1,∥∥f (n)

∥∥
1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. If we put α2 = a+b
2 = x1+x2

2 into (2.63), we obtain the inequality
(2.64) and the corollary is proved.

The following corollary contains an optimum estimate for the inequality (2.64).

Corollary 2.39. Let f be defined as in Theorem 2.36 and make the choices

α1 =
(

3m− 4
2m

)
a+

(
4−m

2m

)
b and

α3 =
(

4−m

2m

)
a+

(
3m− 4

2m

)
b

then we have the best estimate∣∣∣Q̂m,n

∣∣∣(2.65)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

×

[(
(b− a) (4−m)

2m

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+
(

(b− a) (m− 2)
2m

)j {
1− (−1)j

}(
f (j−1) (x1) + f (j−1) (x2)

)]∣∣∣∣∣

≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!

(
b− a

2m

)n+1 (
(4−m)n+1 + 2 (m− 2)n+1

)
f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(
b− a

2m

)n+ 1
q (

(4−m)nq+1 + 2 (m− 2)nq+1
) 1
q

,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .
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Proof. Using the choice α2 = a+b
2 = x1+x2

2 , x1 = (m−1)a+b
m and x2 =

a+(m−1)b
m we may calculate

(α1 − a) =
(4−m) (b− a)

2m
= (b− α3)

and

(x1 − α1) = (α2 − x1) = (x2 − α2) = (α3 − x2)

=
(m− 2) (b− a)

2m
.

Substituting in the inequality (2.64) we obtain the proof of (2.65).

Remark 2.8. For m = 3, we have the best estimation of (2.65) such that

∣∣∣Q̂3,n

∣∣∣ : =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!
(2.66)

×

[(
b− a

6

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+
(
b− a

6

)j

×
{

1− (−1)j
}(

f (j−1)

(
2a+ b

2

)
+ f (j−1)

(
a+ 2b

2

))]∣∣∣∣

≤



∥∥f (n)
∥∥
∞

6n (n+ 1)!
(b− a)n+1

, f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n!

(
3

nq+1

) 1
q

(
b− a

6

)n+ 1
q

,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. From the right hand side of (2.65), consider the mapping

Mm,n :=
(

4−m

2m

)n+1

+ 2
(
m− 2
2m

)n+1

then

M ′
m,n =

2 (n+ 1)
m2

(
−
(

2
m
− 1

2

)n

+
(

1
2
− 1
m

)n)
and Mm,n attains its optimum when

2
m
− 1

2
=

1
2
− 1
m
,

in which case m = 3. Substituting m = 3 into (2.65), we obtain (2.66) and the
corollary is proved.
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When n = 2, then from (2.66) we have

∣∣∣Q̂3,2

∣∣∣ : =

∣∣∣∣∣
∫ b

a

f (t) dt−
[(

b− a

6

)
(f (b) + f (a))

+
1
2

(
b− a

6

)2

(f ′ (b)− f ′ (a))

+
(
b− a

3

)(
f

(
2a+ b

2

)
+ f

(
a+ 2b

2

))]∣∣∣∣

≤



‖f ′′‖∞
216

(b− a)3 , f ′′ ∈ L∞ [a, b] ,

‖f ′′‖p

(
3

2q + 1

) 1
q
(
b− a

6

)2+ 1
q

,

f ′′ ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,

‖f ′′‖1
2

(b− a)2 , f ′′ ∈ L1 [a, b] .

The next corollary encapsulates the generalised Newton-Cotes inequality.

Corollary 2.40. Let f be defined as in Theorem 2.36 and choose

x1 =
2a+ b

3
, x2 =

a+ 2b
3

, α2 =
a+ b

2
,

α1 =
(r − 1) a+ b

r
and α3 =

a+ (r − 1) b
r

.

Then for r a natural number, r ≥ 3, we have the inequality

|Tr,n|(2.67)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

r

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+

{(
(b− a) (r − 3)

3r

)j

− (−1)j

(
b− a

6

)j
}
f (j−1) (x1)

+

{(
b− a

6

)j

− (−1)j

(
(b− a) (r − 3)

3r

)j
}
f (j−1) (x2)

]∣∣∣∣∣
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≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!
(b− a)n+1

(
1

rn+1
+
(
r − 3
3r

)n+1

+
1

6n+1

)
,

f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(
b− a

6r

)n+ 1
q (

6nq+1 + (2r (r − 3))nq+1 + rnq+1
) 1
q

,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. From Theorem 2.36, we put x1 = 2a+b
3 , x2 = a+2b

3 , α2 = a+b
2 , α1 =

(r−1)a+b
r and α3 = a+(r−1)b

r . Then (2.67) follows.

Remark 2.9. The optimum estimate of the inequality (2.67) occurs when r = 6.
from (2.67) consider the mapping

Mr,n :=
1

rn+1
+
(
r − 3
3r

)n+1

+
1

6n+1

the M ′
r,n = − (n+ 1) r−n−2 +

(
n+1
r2

) (
1
3 −

1
r

)n and Mr,n attains its optimum when
1
r = 1

3 −
1
r , in which case r = 6. In this case, we obtain the inequality (2.66) and

specifically for n = 1, we obtain a Simpson type inequality

∣∣∣Q̂3,1

∣∣∣(2.68)

: =

∣∣∣∣∣
∫ b

a

f (t) dt−
(
b− a

6

)
(f (a) + f (b))

−
(
b− a

3

)(
f

(
2a+ b

3

)
+ f

(
a+ 2b

3

))∣∣∣∣

≤



‖f ′‖∞
12

(b− a)2 f ′ ∈ L∞ [a, b] ,

2 ‖f ′‖p

(
3

q + 1

) 1
q
(
b− a

6

)2+ 1
q

, f ′ ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1
‖f ′‖1 (b− a)2 , f ′ ∈ L1 [a, b] .

Corollary 2.41. Let f be defined as in Theorem 2.36 and choose m = 8 such
that α1 = 7a+b

8 , α2 = a+b
8 and α3 = a+7b

8 with x1 = 2a+b
3 and x2 = a+2b

3 . Then we
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have the inequality

|T8,n|(2.69)

: =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

8

)j (
f (j−1) (b)− (−1)j

f (j−1) (a)
)

+
(
b− a

6

)j
((

5
4

)j

− (−1)j

)(
f (j−1) (x1)− (−1)j

f (j−1) (x2)
)]∣∣∣∣∣

≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!
Sn :=

2
∥∥f (n)

∥∥
∞

(n+ 1)!

(
b− a

24

)n+1 (
3n+1 + 4n+1 + 5n+1

)
,

f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(Snq)
1
q ,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

where

Sn :=
(
b− a

24

)n+1 (
3n+1 + 4n+1 + 5n+1

)
and

Snq :=
(
b− a

24

)nq+1 (
3nq+1 + 4nq+1 + 5nq+1

)
.

Proof. From Theorem 2.36 we put

x1 =
2a+ b

3
, x2 =

a+ 2b
3

, α1 =
7a+ b

8
, α3 =

a+ 7b
8

and α2 = a+b
2 and the inequality (2.69) is obtained.

When n = 1 we obtain from (2.69) the ‘three-eighths rule’ of Newton-Cotes.
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Remark 2.10. From (2.67) with r = 3 we have

|T3,n| : =

∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

3

)j (
f (j−1) (b)− (−1)j

f (j−1) (a)
)

+
(
b− a

6

)j {
f (j−1) (x2)− f (j−1) (x1)

}]∣∣∣∣∣

≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!
(b− a)n+1

(
1

3n+1
+

1
6n+1

)
,

f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(
b− a

6

)n+ 1
q (

1 + 2nq+1
) 1
q ,

f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

In particular, for n = 2, we have the inequality

|T3,2| : =

∣∣∣∣∣
∫ b

a

f (t) dt−
(
b− a

3

)
(f (b) + f (a)) +

(
b− a

3

)2(
f ′ (b)− f ′ (a)

2

)

−
(
b− a

6

)(
f

(
a+ 2b

3

)
+ f

(
2a+ b

3

))

+
(
b− a

6

)2
(
f ′
(

a+2b
3

)
− f ′

(
2a+b

3

)
2

)∣∣∣∣∣

≤



‖f ′′‖∞
72

(b− a)3 , f ′′ ∈ L∞ [a, b] ,

‖f ′′‖p

(
b− a

6

)2+ 1
q
(

1 + 22q+1

2q + 1

) 1
q

, f ′′ ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1
‖f ′′‖1

2
(b− a)2 , f ′′ ∈ L1 [a, b] .

The following theorem encapsulates Boole’s rule.

Theorem 2.42. Let f : [a, b] → R be an absolutely continuous mapping on [a, b]
and let a < x1 < x2 < x3 < b and α1 ∈ [a, x1), α2 ∈ [x1, x2), α3 ∈ [x2, x3) and
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α4 ∈ [x3, b]. Then we have the inequality∣∣∣∣∣∣
∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
− (a− α1)

j
f (j−1) (a)(2.70)

+
(
(x1 − α1)

j − (x1 − α2)
j
)
f (j−1) (x1)

+
(
(x2 − α2)

j − (x2 − α3)
j
)
f (j−1) (x2)

+
(
(x3 − α3)

j − (x3 − α4)
j
)
f (j−1) (x3) + (b− α4)

j
f (j−1) (b)

]∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

(
(α1 − a)n+1 + (x1 − α1)

n+1 + (α2 − x1)
n+1

+(x2 − α2)
n+1 + (α3 − x2)

n+1 + (x3 − α3)
n+1

+ (α4 − x3)
n+1 + (b− α4)

n+1
)

if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

[
(α1 − a)nq+1 + (x1 − α1)

nq+1 + (α2 − x1)
nq+1

+(x2 − α2)
nq+1 + (α3 − x2)

nq+1 + (x3 − α3)
nq+1 + (α4 − x3)

nq+1

+(b− α4)
nq+1

] 1
q

, if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,

∥∥f (n)
∥∥

1

n!
(b− a)n

, f (n) ∈ L1 [a, b] .

Proof. Follows directly from (2.13) with the points α0 = x0 = a, x4 = α5 = b
and the division a = x0 < x1 < x2 < x3 = b, α1 ∈ [a, x1), α2 ∈ [x1, x2), α3 ∈
[x2, x3) and α4 ∈ [x3, b].

The following inequality arises from Theorem 2.42.

Corollary 2.43. Let f be defined as in Theorem 2.36 and choose α1 = 11a+b
12 ,

α2 = 11a+7b
18 , α3 = 7a+11b

18 , α4 = a+11b
12 , x1 = 7a+2b

9 , x3 = 2a+7b
9 and x2 = x1+x3

2 =
a+b
2 , then we can state:∣∣∣∣∣∣

∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[(
b− a

12

)j {
f (j−1) (b)− (−1)j

f (j−1) (a)
}

+
(
b− a

6

)j
{(

5
6

)j

− (−1)j

}{
f (j−1)

(
7a+ 2b

9

)
− (−1)j

f (j−1)

(
2a+ 7b

9

)}

+
(
b− a

9

)j {
1− (−1)j

}
f (j−1)

(
a+ b

2

)]∣∣∣∣∣
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≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!

(
b− a

36

)n+1 (
3n+1 + 4n+1 + 5n+1 + 6n+1

)
,

if f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n! (nq + 1)
1
q

(
b− a

36

)n+ 1
q (

3nq+1 + 4nq+1 + 5nq+1 + 6nq+1
) 1
q ,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1∥∥f (n)
∥∥

1

n!
(b− a)n

, if f (n) ∈ L1 [a, b] .

2.7. Applications for Numerical Integration

In this section we utilise the particular inequalities of the previous sections and
apply them to numerical integration.

Consider the partitioning of the interval [a, b] given by ∆m : a = x0 < x1 <
· · · < xm−1 < xm = b, put hi := xi+1 − xi (i = 0, . . . ,m− 1) and put ν (h) :=
max (hi|i = 0, . . . ,m− 1). The following theorem holds.

Theorem 2.44. Let f : [a, b] → R be absolutely continuous on [a, b], k ≥ 1 and
m ≥ 1. Then we have the composite quadrature formula

(2.71)
∫ b

a

f (t) dt = Ak (∆m, f) +Rk (∆m, f)

where

(2.72) Ak (∆m, f) := −Tk (∆m, f)− Uk (∆m, f) ,

(2.73) Tk (∆m, f) :=
m−1∑
i=0

n∑
j=1

(
hi

2k

)j 1
j!

[
−f (j−1) (xi) + (−1)j

f (j−1) (xi+1)
]

and

Uk (∆m, f) : =
m−1∑
i=0

n∑
j=1

(
hi

2k

)j 1
j!

(2.74)

×

[
k−1∑
r=1

{
(−1)j − 1

}
f (j−1)

(
(k − r)xi + rxi+1

k

)]

is a perturbed quadrature formula. The remainder Rk (∆m, f) satisfies the estima-
tion

(2.75) |Rk (∆m, f)|
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≤



∥∥f (n)
∥∥
∞

2n (n+ 1)!kn+1

m−1∑
i=0

hn+1
i , if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (k (nq + 1))
1
q (2k)n

(
m−1∑
i=0

hnq+1
i

) 1
q

, if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!kn

m−1∑
i=0

hn
i ≤

∥∥f (n)
∥∥

1

n!kn
νn (h) , if f (n) ∈ L1 [a, b] .

where ν (h) := max (hi|i = 0, . . . ,m− 1).

Proof. We shall apply Corollary 2.11 on the interval [xi, xi+1], (i = 0, . . . ,m− 1).
Thus we obtain

∣∣∣∣∣∣
∫ xi+1

xi

f (t) dt+
n∑

j=1

(
hi

2k

)j 1
j!

[
−f (j−1) (xi) + (−1)j

f (j−1) (xi+1)

+
k−1∑
r=1

{
(−1)j − 1

}
f (j−1)

(
(k − r)xi + rxi+1

k

)]∣∣∣∣∣

≤



1
(n+ 1)!2n

sup
t∈[xi,xi+1]

∣∣f (n) (t)
∣∣ (xi+1 − xi

k

)n+1

,

1

n! (2k)n (k (nq + 1))
1
q

(xi+1 − xi)
n+ 1

q

(∫ xi+1

xi

∣∣f (n) (t)
∣∣p dt) 1

p

,

1
n!kn

(xi+1 − xi)
n
∫ xi+1

xi

∣∣f (n) (t)
∣∣ dt.
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Summing over i from 0 to m − 1 and using the generalised triangle inequality, we
have

m−1∑
i=0

∣∣∣∣∣∣
∫ xi+1

xi

f (t) dt+
n∑

j=1

(
hi

2k

)j 1
j!

[
−f (j−1) (xi) + (−1)j

f (j−1) (xi+1)

+
k−1∑
r=1

{
(−1)j − 1

}
f (j−1)

(
(k − r)xi + rxi+1

k

)]∣∣∣∣∣

≤



1
(n+ 1)!2n

m−1∑
i=0

hn+1
i

kn+1
sup

t∈[xi,xi+1]

∣∣f (n) (t)
∣∣ ,

1

n! (2k)n (k (nq + 1))
1
q

m−1∑
i=0

h
n+ 1

q

i

(∫ xi+1

xi

∣∣f (n) (t)
∣∣p dt) 1

p

,

1
n!kn

m−1∑
i=0

hn
i

∫ xi+1

xi

∣∣f (n) (t)
∣∣ dt.

Now, ∣∣∣∣∣∣
∫ b

a

f (t) dt+
m−1∑
i=0

n∑
j=1

(
hi

2k

)j 1
j!

[
−f (j−1) (xi) + (−1)j

f (j−1) (xi+1)
]

(2.76)

+
m−1∑
i=0

n∑
j=1

(
hi

2k

)j 1
j!

[
k−1∑
r=1

{
(−1)j − 1

}
f (j−1)

(
(k − r)xi + rxi+1

k

)]∣∣∣∣∣∣
≤ Rk (∆m, f) .

As sup
t∈[xi,xi+1]

∣∣f (n) (t)
∣∣ ≤ ∥∥f (n)

∥∥
∞, the first inequality in (2.75) follows.

Using the discrete Hölder inequality, we have, from

1

n! (2k)n (k (nq + 1))
1
q

m−1∑
i=0

h
n+ 1

q

i

xi+1∫
xi

∣∣∣f (n) (t)
∣∣∣p dt


1
p



≤ 1

n! (2k)n (k (nq + 1))
1
q

(
m−1∑
i=0

(
h

n+ 1
q

i

)q
) 1
q

×

m−1∑
i=0


xi+1∫

xi

∣∣∣f (n) (t)
∣∣∣p dt


1
p


p

1
p

=
1

n! (k (nq + 1))
1
q (2k)n

(
m−1∑
i=0

hnq+1
i

) 1
q ∥∥∥f (n)

∥∥∥
p
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and the second line of (2.75) follows.

Now, we may observe that

1
n!kn

m−1∑
i=0

hn
i

xi+1∫
xi

∣∣∣f (n) (t)
∣∣∣ dt ≤ 1

n!kn
max

(i=0,...,m−1)
(hi)

n

m−1∑
i=0

xi+1∫
xi

∣∣∣f (n) (t)
∣∣∣ dt


=
1

n!kn
(ν (h))n

∥∥∥f (n)
∥∥∥

1

Hence, from (2.76) we see that∣∣∣∣∣
∫ b

a

f (t) dt+ Tk (∆m, f) + Uk (∆m, f)

∣∣∣∣∣ ≤ |Rk (∆m, f)|

and the theorem is proved.

The following corollary holds.

Corollary 2.45. Let f be defined as above, then we have the equality

(2.77)
∫ b

a

f (t) dt = −T2 (∆m, f)− U2 (∆m, f) +R2 (∆m, f)

where

T2 (∆m, f) :=
m−1∑
i=0

n∑
j=1

(
hi

4

)j 1
j!

[
−f (j−1) (xi) + (−1)j

f (j−1) (xi+1)
]

U2 (∆m, f) is the perturbed midpoint quadrature rule, containing only even deriva-
tives

U2 (∆m, f) :=
m−1∑
i=0

n∑
j=1

(
hi

4

)j 1
j!

{
(−1)j − 1

}
f (j−1)

(
xi + xi+1

2

)
and the remainder, R2 (∆m, f) satisfies the estimation

|R2 (∆m, f)|

≤



∥∥f (n)
∥∥
∞

22n+1 (n+ 1)!

m−1∑
i=0

hn+1
i , if f (n) ∈ L∞ [a, b]

∥∥f (n)
∥∥

p

n! (2 (nq + 1))
1
q 22n

(
m−1∑
i=0

hnq+1
i

) 1
q

, if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!2n
νn (h) , if f (n) ∈ L1 [a, b] .

Corollary 2.46. Let f and ∆m be defined as above. Then we have the equality

(2.78)
∫ b

a

f (t) dt = −T3 (∆m, f)− U3 (∆m, f) +R3 (∆m, f) ,
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where

T3 (∆m, f) :=
m−1∑
i=0

n∑
j=1

(
hi

6

)j 1
j!

[
−f (j−1) (xi) + (−1)j

f (j−1) (xi+1)
]

and

U3 (∆m, f) : =
m−1∑
i=0

n∑
j=1

(
(−1)j − 1

)
j!

(
hi

6

)j

×
[
f (j−1)

(
2xi + xi+1

3

)
+ f (j−1)

(
xi + 2xi+1

3

)]
and the remainder satisfies the bound

|R3 (∆m, f)|

≤



∥∥f (n)
∥∥
∞

3 · 6n (n+ 1)!

m−1∑
i=0

hn+1
i , if f (n) ∈ L∞ [a, b]

∥∥f (n)
∥∥

p

n! (3 (nq + 1))
1
q 6n

(
m−1∑
i=0

hnq+1
i

) 1
q

, if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!3n

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

Theorem 2.47. Let f and ∆m be defined as above and suppose that ξi ∈ [xi, xi+1]
(i = 0, . . . ,m− 1). Then we have the quadrature formula:∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j

j!

{
(ξi − xi)

j
f (j−1) (xi)(2.79)

− (−1)j (xi+1 − ξi)
j
f (j−1) (xi+1)

}
+R (ξ,∆m, f)

and the remainder, R (ξ,∆m, f) satisfies the inequality

|R (ξ,∆m, f)|

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

(
(ξi − xi)

n+1 + (xi+1 − ξi)
n+1
)
,

if f (n) ∈ L∞ [a, b]∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

{
(ξi − xi)

nq+1 + (xi+1 − ξi)
nq+1

}) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .
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Proof. From Theorems 2.7, 2.8 and 2.9 we put α0 = a, x0 = a, x1 = b, α2 = b
and α1 = α ∈ [a, b] such that

∫ b

a

f (t) dt+
n∑

j=1

(−1)j

j!

[
− (a− α)j

f (j−1) (a) + (b− α)j
f (j−1) (b)

]
= R (ξ,∆m, f) .

Over the interval [xi, xi+1] (i = 0, . . . ,m− 1), we have

xi+1∫
xi

f (t) dt+
n∑

j=1

(−1)j

j!

[
(xi+1 − ξi)

j
f (j−1) (xi+1)

− (−1)j (ξi − xi)
j
f (j−1) (xi)

]
= R (ξ,∆m, f)

and therefore, using the generalised triangle inequality

|R (ξ,∆m, f)|

≤
m−1∑
i=0

∣∣∣∣∣∣
xi+1∫
xi

f (t) dt+
m−1∑
i=0

n∑
j=1

(−1)j

j!

[
(xi+1 − ξi)

j
f (j−1) (xi+1)

− (−1)j (ξi − xi)
j
f (j−1) (xi)

] ∣∣∣∣

≤



1
(n+ 1)!

m−1∑
i=0

sup
t∈[xi,xi+1]

∣∣f (n) (t)
∣∣ ((ξi − xi)

n+1 + (xi+1 − ξi)
n+1
)
,

1

n! (nq + 1)
1
q

m−1∑
i=0

(∫ xi+1

xi

∣∣f (n) (t)
∣∣p dt) 1

p

×
{

(ξi − xi)
nq+1 + (xi+1 − ξi)

nq+1
} 1
q

,

1
n!

(xi+1 − xi)
n
∫ xi+1

xi

∣∣f (n) (t)
∣∣ dt.

The first part of the inequality (2.80) follows, since we have

sup
t∈[xi,xi+1]

∣∣∣f (n) (t)
∣∣∣ ≤ ∥∥∥f (n)

∥∥∥
∞
.
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In the case that f (n) ∈ Lp [a, b] we utilise the discrete Hölder inequality and for the
second part of (2.80) we have

1

n! (nq + 1)
1
q

m−1∑
i=0

{
(ξi − xi)

nq+1 + (xi+1 − ξi)
nq+1

} 1
q

xi+1∫
xi

∣∣∣f (n) (t)
∣∣∣p dt


1
p

≤ 1

n! (nq + 1)
1
q

(
m−1∑
i=0

{
(ξi − xi)

nq+1 + (xi+1 − ξi)
nq+1

}) 1
q

×

m−1∑
i=0


xi+1∫

xi

∣∣∣f (n) (t)
∣∣∣p dt


1
p


p

1
p

=
1

n! (nq + 1)
1
q

∥∥∥f (n)
∥∥∥

p

(
m−1∑
i=0

{
(ξi − xi)

nq+1 + (xi+1 − ξi)
nq+1

}) 1
q

.

Finally, observe that∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i ≤

1
n!

m−1∑
i=0

hn
i

xi+1∫
xi

∣∣∣f (n) (t)
∣∣∣ dt


and Theorem 2.47 is proved.

The following corollary is a consequence of Theorem 2.47.

Corollary 2.48. Let f and ∆m be as defined above. The following estimates
apply.

(i) The nth order left rectangle rule∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−hi)
j

j!
f (j−1) (xi) +Rl (∆m, f) .

(ii) The nth order right rectangle rule∫ b

a

f (t) dt = −
m−1∑
i=0

n∑
j=1

(hi)
j

j!
f (j−1) (xi+1) +Rr (∆m, f) .

(iii) The nth order trapezoidal rule∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(
−hi

2

)j 1
j!

{
f (j−1) (xi)− (−1)j

f (j−1) (xi+1)
}

+RT (∆m, f) ,
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where

|Rl (∆m, f)| = |Rr (∆m, f)|

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

hn+1
i , if f (n) ∈ L∞ [a, b]

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

hnq+1
i

) 1
q

, if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

and

|RT (∆m, f)| ≤



∥∥f (n)
∥∥
∞

2n (n+ 1)!

m−1∑
i=0

hn+1
i , if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

2n (nq + 1)
1
q n!

(
m−1∑
i=0

hnq+1
i

) 1
q

, if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

Theorem 2.49. Consider the interval xi ≤ α
(1)
i ≤ ξi ≤ α

(2)
i ≤ xi+1, i = 0, . . . ,m−

1, and let f and ∆m be defined as above. Then we have the equality

∫ b

a

f (t) dt(2.80)

=
m−1∑
i=0

n∑
j=1

(−1)j

j!

{(
xi − α

(i)
i

)j

f (j−1) (xi)

−
{(

ξi − α
(1)
i

)j

−
(
ξi − α

(2)
i

)j
}
f (j−1) (ξi)

−
(
xi+1 − α

(2)
i

)j

f (j−1) (xi+1)
}

+R
(
ξ, α

(1)
i , α

(2)
i ,∆m, f

)
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and the remainder satisfies the estimation∣∣∣R(ξ, α(1)
i , α

(2)
i ,∆m, f

)∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

{(
α

(1)
i − xi

)n+1

+
(
ξi − α

(1)
i

)n+1

+
(
α

(2)
i − ξi

)n+1

+
(
xi+1 − α

(2)
i

)n+1
}
, if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

{(
α

(1)
i − xi

)nq+1

+
(
ξi − α

(1)
i

)nq+1

+
(
α

(2)
i − ξi

)nq+1

+
(
xi+1 − α

(2)
i

)nq+1
}) 1

q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

(xi+1 − xi)
n
, if f (n) ∈ L1 [a, b] .

The proof follows directly from Theorem 2.29 on the intervals [xi, xi+1], (i = 0, . . . ,m− 1).

The following Riemann type formula also holds.

Corollary 2.50. Let f and ∆m be defined as above and choose ξi ∈ [xi, xi+1],
(i = 0, . . . ,m− 1). Then we have the equality∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j

j!

{
(ξi − xi)

n+1 − (ξi − xi+1)
n+1
}

(2.81)

×f (j−1) (ξi) +RR (ξ,∆m, f)

and the remainder satisfies the estimation

|RR (ξ,∆m, f)|

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

(
(ξi − xi)

n+1 + (xi+1 − ξi)
n+1
)
, if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

{
(ξi − xi)

nq+1 + (xi+1 − ξi)
nq+1

}) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

The proof follows from (2.80) where α(1)
i = xi and α(2)

i = xi+1.



113 A. sofo

Remark 2.11. If in (2.81) we choose the midpoint 2ξi = xi+1 + xi we obtain the
generalised midpoint quadrature formula

∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j+1

j!

(
hi

2

)j

(2.82)

×
{

1− (−1)j
}
f (j−1)

(
xi + xi+1

2

)
+RM (∆m, f)

and RM (∆m, f) is bounded by

|RM (∆m, f)| ≤



∥∥f (n)
∥∥
∞

(n+ 1)!2n

m−1∑
i=0

hn+1
i , if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q · 2n

(
m−1∑
i=0

hnq+1
i

) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

Corollary 2.51. Consider a set of points

ξi ∈
[
5xi + xi+1

6
,
xi + 5xi+1

6

]
(i = 0, . . . ,m− 1)

and let f and ∆m be defined as above. Then we have the equality

∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j

j!

[(
hi

6

)j {
(−1)j

f (j−1) (xi) − f (j−1) (xi+1)
}

(2.83)

−

{(
ξi −

5xi + xi+1

6

)j

−
(
ξi −

xi + 5xi+1

6

)j
}
f (j−1) (ξi)

]
+Rs (∆m, f)

and the remainder, Rs (∆m, f) satisfies the bound

|Rs (∆m, f)|



2. INTEGRAL INEQUALITIES FOR n−TIMES DIFFERENTIABLE MAPPINGS 114

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

{
2
(
hi

6

)n+1

+
(
ξi −

5xi + xi+1

6

)n+1

+
(
xi + 5xi+1

6
− ξi

)n+1
}
, if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

{
2
(
hi

6

)nq+1

+
(
ξi −

5xi + xi+1

6

)nq+1

+
(
xi + 5xi+1

6
− ξi

)nq+1
}) 1

q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

Remark 2.12. If in (2.83) we choose the midpoint ξi = xi+1+xi
2 we obtain a gen-

eralised Simpson formula:

∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j

j!

[(
hi

6

)j {
(−1)j

f (j−1) (xi)− f (j−1) (xi+1)
}

−
(
hi

3

)j {
1− (−1)j

}
f (j−1)

(
xi+1 + xi

2

)]
+Rs (∆m, f)

and Rs (∆m, f) is bounded by

|Rs (∆m, f)| ≤



∥∥f (n)
∥∥
∞

(n+ 1)!
2
(
1 + 2n+1

)m−1∑
i=0

(
hi

6

)n+1

, if f (n) ∈ L∞ [a, b] ,

∥∥f (n)
∥∥

p

n!

(
2
(
1 + 2n+1

)
nq + 1

) 1
q
(

m−1∑
i=0

(
hi

6

)nq+1
) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

The following is a consequence of Theorem 2.49.

Corollary 2.52. Consider the interval

xi ≤ α
(1)
i ≤ xi+1 + xi

2
≤ α

(2)
i ≤ xi+1 (i = 0, . . . ,m− 1) ,
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and let f and ∆m be defined as above.
The following equality is obtained:-∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j

j!

{(
xi − α

(i)
i

)j

f (j−1) (xi)(2.84)

−

{(
xi+1 + xi

2
− α

(1)
i

)j

−
(
xi+1 + xi

2
− α

(2)
i

)j
}
f (j−1)

(
xi+1 + xi

2

)
−
(
xi+1 − α

(2)
i

)j

f (j−1) (xi+1)
}

+RB

(
α

(1)
i , α

(2)
i ,∆m, f

)
,

where the remainder satisfies the bound∣∣∣RB

(
α

(1)
i , α

(2)
i ,∆m, f

)∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

{(
α

(1)
i − xi

)n+1

+
(
xi+1 + xi

2
− α

(1)
i

)n+1

+
(
α

(2)
i − xi+1 + xi

2

)n+1

+
(
xi+1 − α

(2)
i

)n+1
}
,

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

{(
α

(1)
i − xi

)nq+1

+
(
xi+1 + xi

2
− α

(1)
i

)nq+1

+
(
α

(2)
i − xi+1 + xi

2

)nq+1

+
(
xi+1 − α

(2)
i

)nq+1
}) 1

q

,

∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i .

The following remark applies to Corollary 2.52.

Remark 2.13. If in (2.84) we choose

α
(1)
i =

3xi + xi+1

4
and α

(2)
i =

xi + 3xi+1

4
,

we have the formula:∫ b

a

f (t) dt(2.85)

=
m−1∑
i=0

n∑
j=1

(−1)j

j!

(
hi

4

)j [
(−1)j

f (j−1) (xi)− f (j−1) (xi+1)

−
{

1− (−1)j
}
f (j−1)

(
xi+1 + xi

2

)]
+RB (∆m, f) .
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The remainder, RB (∆m, f) satisfies the bound

|RB (∆m, f)| ≤



∥∥f (n)
∥∥
∞

(n+ 1)!
× 4

m−1∑
i=0

(
hi

4

)n+1

, if f (n) ∈ L∞ [a, b]

∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
4

m−1∑
i=0

(
hi

4

)nq+1
) 1
q

, if f (n) ∈ Lp [a, b] ,

p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

The following theorem incorporates the Newton-Cotes formula.

Theorem 2.53. Consider the interval

xi ≤ α
(1)
i ≤ ξ

(1)
i ≤ α

(2)
i ≤ ξ

(2)
i ≤ α

(3)
i ≤ xi+1 (i = 0, . . . ,m− 1) ,

and let ∆m and f be defined as above. This consideration gives us the equality∫ b

a

f (t) dt =
m−1∑
i=0

n∑
j=1

(−1)j

j!

[(
xi − α

(1)
i

)j

f (j−1) (xi)−
(
xi+1 − α

(3)
i

)j

(2.86)

×f (j−1) (xi+1)−
{(

ξ
(1)
i − α

(1)
i

)j

−
(
ξ
(1)
i − α

(2)
i

)j
}
f (j−1)

(
ξ
(1)
i

)
−
{(

ξ
(2)
i − α

(2)
i

)j

−
(
ξ
(2)
i − α

(3)
i

)j
}
f (j−1)

(
ξ
(2)
i

)]
+R

(
α

(1)
i , α

(2)
i , α

(3)
i , ξ

(1)
i , ξ

(2)
i ,∆m, f

)
.

The remainder satisfies the bound∣∣∣R(α(1)
i , α

(2)
i , α

(3)
i , ξ

(1)
i , ξ

(2)
i ,∆m, f

)∣∣∣

≤



∥∥f (n)
∥∥
∞

(n+ 1)!

m−1∑
i=0

{(
α

(1)
i − xi

)n+1

+
(
ξ
(1)
i − α

(1)
i

)n+1

+
(
α

(2)
i − ξ

(1)
i

)n+1

+
(
ξ
(2)
i − α

(2)
i

)n+1

+
(
α

(3)
i − ξ

(2)
i

)n+1

+
(
xi+1 − α

(3)
i

)n+1
}
,

if f (n) ∈ L∞ [a, b] ,∥∥f (n)
∥∥

p

n! (nq + 1)
1
q

(
m−1∑
i=0

{(
α

(1)
i − xi

)nq+1

+
(
ξ
(1)
i − α

(1)
i

)nq+1

+
(
α

(2)
i − ξ

(1)
i

)nq+1

+
(
ξ
(2)
i − α

(2)
i

)nq+1

+
(
α

(3)
i − ξ

(2)
i

)nq+1

+
(
xi+1 − α

(3)
i

)nq+1
}) 1

q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .
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The following is a consequence of Theorem 2.53.

Corollary 2.54. Let f and ∆m be defined as above and make the choices α(1)
i =

7xi+xi+1
8 , α(2)

i = xi+xi+1
2 , α(3)

i = xi+7xi+1
8 , ξ(1)i = 2xi+xi+1

3 and ξ
(2)
i = xi+2xi+1

3 ,
then we have the equality:∫ b

a

f (t) dt(2.87)

=
m−1∑
i=0

n∑
j=1

(−1)j

j!

[(
hi

8

)j {
(−1)j

f (j−1) (xi)− f (j−1) (xi+1)
}

−
(
hi

24

)j {
5j − (−4)j

}
f (j−1)

(
2xi + xi+1

3

)

−
(
hi

24

)j {
4j − (−5)j

}
f (j−1)

(
xi + 2xi+1

3

)]

+RN (∆m, f) ,

where the remainder satisfies the bound

|RN (∆m, f)|

≤



2
∥∥f (n)

∥∥
∞

(n+ 1)!
(
3n+1 + 4n+1 + 5n+1

)m−1∑
i=0

(
hi

24

)n+1

, if f (n) ∈ L∞ [a, b] ,

2
∥∥f (n)

∥∥
p

n!

(
3nq+1 + 4nq+1 + 5nq+1

nq + 1

) 1
q

(
m−1∑
i=0

(
hi

24

)nq+1
) 1
q

,

if f (n) ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,∥∥f (n)
∥∥

1

n!

m−1∑
i=0

hn
i , if f (n) ∈ L1 [a, b] .

When n = 1, we obtain from (2.87) the three-eighths rule of Newton-Cotes.

Remark 2.14. For n = 2 from (2.87), we obtained a perturbed three-eighths
Newton-Cotes formula:∫ b

a

f (t) dt =
m−1∑
i=0

((
hi

8

)
(f (xi) + f (xi+1)) +

(
hi

8

)2(
f ′ (xi)− f ′ (xi+1)

2

)

+
(

3hi

8

)(
f

(
2xi + xi+1

3

)
+ f

(
xi + 2xi+1

3

))

−
(

3hi

8

)2
f

′
(

2xi+xi+1
3

)
− f ′

(
xi+2xi+1

3

)
2




+RN (∆m, f) ,
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where the remainder satisfies the bound

|RN (∆m, f)|

≤



‖f ′′‖∞
192

m−1∑
i=0

h3
i , if f ′′ ∈ L∞ [a, b]

‖f ′′‖p

(
32q+1 + 42q+1 + 52q+1

2q + 1

) 1
q

(
m−1∑
i=0

(
hi

24

)2q+1
) 1
q

,

if f ′′ ∈ Lp [a, b] , p > 1 and 1
p + 1

q = 1,

‖f ′′‖1
n!

m−1∑
i=0

h2
i , if f ′′ ∈ L1 [a, b] .

2.8. Concluding Remarks

This work has subsumed, extended and generalised many previous Ostrowski type
results. Integral inequalities for n−times differentiable mappings have been ob-
tained by the use of a generalised Peano kernel. Some particular integral inequali-
ties, including the trapezoid, midpoint, Simpson and Newton-Cotes rules have been
obtained and further developed into composite quadrature rules.

Moreover we have brought together interior point rules giving explicit error bounds,
using Peano type kernels and results from the modern theory of inequalities. Work
on obtaining bounds through the use of Peano kernels has also been, briefly treated,
in the classical review books on numerical integration, by Stroud [31], Engels [23]
and Davis and Rabinowitz [7]. However, in some other recent works, see for example
Krommer and Ueberhuber [26], a constructive approach is taken, via Taylor or
interpolating polynomials, to obtain quadrature results. This approach gives the
order of approximation to the quadrature rule rather than readily providing explicit
error bounds.

Further research in this area will be undertaken by considering the Chebychev and
Lupaş inequalities. Similarly, the following alternate Grüss type results may be
used to examine all the interior point rules of this chapter.

Let σ (h (x)) = h (x)−M (g) where

M (h) =
1

b− a

∫ b

a

h (t) dt.

Then from (2.31)
T (h, g) = M (hg)−M (h)M (g) .
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applications for trapezoid formula, Tamkang Journal of Mathematics, (in press).
[13] S.S. DRAGOMIR, New estimation of the remainder in Taylor’s formula using Grüss’ type

inequalities and applications, Math. Ineq. & Appl., 2(2) (1999), 183-194.

[14] S.S. DRAGOMIR, On the Ostrowski’s integral inequality for mappings with bounded varia-
tion and applications, Math. Ineq. & Appl., in press.

[15] S.S. DRAGOMIR, Ostrowski’s Inequality for Monotonous Mappings and Applications, J.

KSIAM, 3 (1) (1999), 127-135.
[16] S.S. DRAGOMIR, The Ostrowski’s integral inequality for Lipschitzian mappings and appli-

cations, Comp. and Math. with Appl., 38 (1999), 33-37.

[17] S. S. DRAGOMIR, The Ostrowski integral inequality for mappings of bounded variation,
Bull. Austral. Math. Soc., 60 (1999), 495-508.

[18] S.S. DRAGOMIR and I. FEDOTOV, An Inequality of Grüss type for Riemann-Stieltjes

Integral and Applications for Special Means, Tamkang J. of Math., 29 (4) (1998), 287-292.
[19] S.S. DRAGOMIR and S. WANG, A new inequality of Ostrowski’s type in Lp norm and

applications to some numerical quadrature rules, Indian J. of Math., 40 (3) (1998), 245-304.

119



BIBLIOGRAPHY 120

[20] S.S. DRAGOMIR and S. WANG, A new inequality of Ostrowski type in L1 norm and appli-

cations to some special means and some numerical quadrature rules, Tamkang J. of Math.,

28 (1997), 239-244.
[21] S.S. DRAGOMIR and S. WANG, An inequality of Ostrowski-Grüss type and its applications

to the estimation of error bounds for some special means and for some numerical quadrature

rules, Computers Math. Applic., 33 (1997), 15-22.
[22] S.S. DRAGOMIR and S. WANG, Applications of Ostrowski’s inequality to the estimation of

error bounds for some special means and to some numerical quadrature rules, Appl. Math.

Lett., 11 (1998), 105-109.
[23] H. ENGELS, Numerical Quadrature and Cubature, Academic Press, New York, 1980.

[24] I. FEDOTOV and S.S. DRAGOMIR, Another approach to quadrature methods, Indian J.

Pure Appl. Math., 30(8) (1999), 763-775.
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CHAPTER 3

Three Point Quadrature Rules

by

P. CERONE and S.S. DRAGOMIR

Abstract A unified treatment of three point quadrature rules is presented in
which the classical rules of mid-point, trapezoidal and Simpson type are recap-
tured as particular cases. Riemann integrals are approximated for the derivative
of the integrand belonging to a variety of norms. The Grüss inequality and a
number of variants are also presented which provide a variety of inequalities that
are suitatable for numerical implementation. Mappings that are of bounded to-
tal variation, Lipschitzian and monotonic are also investigated with relation to
Riemann-Stieltjes integrals. Explicit a priori bounds are provided allowing the
determination of the partition required to achieve a prescribed error tolerance.
It is demonstrated that with the above classes of functions, the average of a mid-
point and trapezoidal type rule produces the best bounds.

3.1. Introduction

Three point quadrature rules of Newton-Cotes type have been examined extensively
in the literature. In particular, the mid-point, trapezoidal and Simpson rules have
been investigated more recently [33]-[20] with the view of obtaining bounds on
the quadrature rule in terms of a variety of norms involving, at most, the first
derivative. The bounds that have been obtained more recently also depend on the
Peano kernel used in obtaining the quadrature rule. The general approach used in
the past involves the assumption of bounded derivatives of degree higher than one.
The partitioning is halved until the desired accuracy is obtained (see for example
Atkinson [1]). The work in papers [33]-[20] aims at obtaining a priori estimates of
the partition required in order to attain a particular bound on the error.

The current work employs the modern theory of inequalities to obtain bounds for
three-point quadrature rules consisting of an interior point and boundary points.
The mid-point, trapezoidal and Simpson rules are recaptured as particular instances
of the current development. Riemann integrals are approximated for the derivative
of the integrand belonging to a variety of norms. An inequality due to Grüss
together with a number of extensions and variants is used to obtain perturbed
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three-point rules which produce tight bounds suitable for numerical quadrature.
The approximation of Riemann-Stieltjes integrals is also investigated for which
the mappings belong to a variety of classes including: total bounded variation,
Lipschitzian and monotonic.

The chapter is divided in two sections. The first contains estimates of the error
in terms of at most the first derivative while the second deals with the remainder
when the function is n - differentiable.

The first section is arranged in the following manner.

In Subsection 3.2.1, an identity is derived that involves a three-point rule whose
bound may be obtained in terms of the first derivative, f ′ ∈ L∞ [a, b] . Applica-
tion of the results in numerical integration are presented in Subsection 3.2.2. An
Ostrowski- Grüss inequality is developed in Subsection 3.2.3, as is a premature
Grüss which produces perturbed three-point rules. A further Ostrowski-Grüss in-
equality is developed in Subsection 3.2.4 which produces bounds that are even
sharper than those obtained from the premature Grüss results.

Results and numerical implementation of inequalities in which the first derivative
f ′ ∈ L1 [a, b] are developed in Subsection 3.2.5, while perturbed three-point rules are
obtained in Subsection 3.2.6 through the analysis of some new Grüss-type results.

Three-point Lobatto rules are obtained in Subsection 3.2.7 when f ′ ∈ Lp [a, b] ,
while perturbed rules through the development of Grüss-type rules are investigated
in Subsection 3.2.8.

Subsection 3.2.9 is reserved for functions that are not necessarily differentiable and
so inequalities involving Riemann-Stieltjes integrals that are suitable for numerical
implementation are investigated in which the functions are assumed to be either of
total bounded variation, Lipschitzian or monotonic.

The work repeatedly demonstrates that a Newton-Cotes rule that is equivalent to
the average of a mid-point and trapezoidal rule consistently gives tighter bounds
than a Simpson-type rule. Some concluding remarks to the section and discussion
are given in Subsection 3.2.10.

The second section is structured as follows.

A variety of identities are obtained in Subsection 3.3.2 for f (n−1) absolutely contin-
uous for a generalisation of the kernel (3.198). Specific forms are highlighted and a
generalised Taylor-like expansion is obtained. Inequalities are developed in Subsec-
tion 3.3.3 and perturbed results through Grüss inequalities and premature variants
are discussed in Subsection 3.3.4. Subsection 3.3.5 demonstrates the applicability
of the inequalities to numerical integration. Concluding remarks to the section are
given in Subsection 3.3.7.
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3.2. Bounds Involving at most a First Derivative

3.2.1. Inequalities Involving the First Derivative. We start with the
following results in terms of sup-norms.

Theorem 3.1. Let f : [a, b] → R be a differentiable mapping on (a, b) whose deriv-
ative is bounded on (a, b) and denote ‖f ′‖∞ = supt∈(a,b) |f ′ (t)| < ∞. Further, let
α : [a, b] → R and β : (a, b] → [a, b], α (x) ≤ x, β (x) ≥ x. Then, for all x ∈ [a, b]
we have the inequality∣∣∣∣∣

∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (b− β (x)) f (b) + (α (x)− a) f (a)]

∣∣∣∣∣(3.1)

≤ ‖f ′‖∞

{
1
2

[(
b− a

2

)2

+
(
x− a+ b

2

)2
]

+
(
α (x)− a+ x

2

)2

+
(
β (x)− b+ x

2

)2
}
.

Proof. Let

(3.2) K (x, t) =
{
t− α (x) , t ∈ [a, x]
t− β (x) , t ∈ (x, b] ,

and consider ∫ b

a

K (x, t) f ′ (t) dt.

Now, from (3.2) ,∫ b

a

K (x, t) f ′ (t) dt =
∫ x

a

(t− α (x)) f ′ (t) dt+
∫ b

x

(t− β (x)) f ′ (t) dt,

and integrating by parts produces the identity∫ b

a

K (x, t) f ′ (t) dt(3.3)

= (β (x)− α (x)) f (x) + (b− β (x)) f (b) + (α (x)− a) f (a)−
∫ b

a

f (t) dt.

Thus, ∣∣∣∣∣
∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (b− β (x)) f (b) + (α (x)− a) f (a)]

∣∣∣∣∣(3.4)

≤ ‖f ′‖∞
∫ b

a

|K (x, t)| dt.
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Let Q (x) =
∫ b

a
|K (x, t)| dt and so

Q (x) = −
∫ α(x)

a

(t− α (x)) dt+
∫ x

α(x)

(t− α (x)) dt

−
∫ β(x)

x

(t− β (x)) dt+
∫ b

β(x)

(t− β (x)) dt

=
1
2

{
(a− α (x))2 + (x− α (x))2 + (x− β (x))2 + (b− β (x))2

}
.

If we use the identity

(3.5)
X2 + Y 2

2
=
(
X + Y

2

)2

+
(
X − Y

2

)2

we may write Q (x) as

(3.6) Q (x) =
(
x− a

2

)2

+
(
α (x)− a+ x

2

)2

+
(
b− x

2

)2

+
(
β (x)− b+ x

2

)2

.

The reutilizing of identity (3.5) on 1
2

[
(x− a)2 + (b− x)2

]
in (3.6) and substitution

into (3.4) will produce the result (3.1) and thus the theorem is proved.

Corollary 3.2. Let f satisfy the conditions of Theorem 3.1. Then α (x) = a+x
2

and β (x) = b+x
2 give the best bound for any x ∈ [a, b] and so∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

[
f (x) +

(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]∣∣∣∣∣(3.7)

≤
‖f ′‖∞

2

[(
b− a

2

)2

+
(
x− a+ b

2

)2
]
.

Proof. The proof is trivial since (3.1) is a sum of squares and the minimum
occurs when each of the terms are zero.

Remark 3.1. Result (3.7) is similar to that obtained by Milanović and Pečarić [45,
p. 470], although their bound relies on the second derivative being bounded. This
is not always possible so that the weaker assumption of the first derivative being
bounded as in (3.4) may prove to be useful.

Remark 3.2. An even more accurate quadrature formula is obtained when x = a+b
2 ,

giving from (3.7) : ∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣(3.8)

≤
‖f ′‖∞

2

(
b− a

2

)2

.

This is equivalent to approximating an integral as the average of a mid-point and
trapezoidal rule. The bound in (3.7) however, only requires the first derivative of
the function f to be bounded.
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Motivated by the results of Theorem 3.1 and Corollary 3.2, we consider a kernel of
the form (3.2) where α (x) and β (x) are convex combinations of the end points.

Theorem 3.3. Let f satisfy the conditions as stated in Theorem 3.1. Then the
following inequality holds for any γ ∈ [0, 1] and x ∈ [a, b] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a) {(1− γ) f (x)

+ γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}∣∣∣∣
≤ 2 ‖f ′‖∞

[
1
4

+
(
γ − 1

2

)2
][(

b− a

2

)2

+
(
x− a+ b

2

)2
]

(3.9)

≤ (b− a)2

2
‖f ′‖∞ .(3.10)

Proof. Let

(3.11) α (x) = γx+ (1− γ) a and β (x) = γx+ (1− γ) b.

Thus, from Theorem 3.1 and its proof utilizing (3.3) where

(3.12) Q (x) =
∫ b

a

|K (x, t)| dt

we have from (3.5) , on substituting for α (x) and β (x) from (3.11) , that

Q (x) =
(
x− a

2

)2

+
[(
γ − 1

2

)
(x− a)

]2
+
(
b− x

2

)2

+
[(
γ − 1

2

)
(b− x)

]2
.

Thus,

Q (x) =

[
1
4

+
(
γ − 1

2

)2
] [

(x− a)2 + (b− x)2
]

(3.13)

= 2

[
1
4

+
(
γ − 1

2

)2
][(

b− a

2

)2

+
(
x− a+ b

2

)2
]
,

upon using the identity (3.5) . Now, utilizing (3.12) and (3.13) in (3.4) will give the
first part of the theorem, namely, equation (3.8) . Inequality (3.10) can easily be
ascertained since (3.9) attains its maximum at γ = 0 or 1, and at x = a or b.

Remark 3.3. Corollary 3.2 may be recovered of γ is set at its optimal value of 1
2

in Theorem 3.3.

Remark 3.4. γ = 0 in (3.9) reproduces Ostrowski’s inequality [45, p. 468] whose
bound is sharpest when x = a+b

2 , giving the midpoint rule.

Remark 3.5. γ = 1 produces the generalized trapezoidal rule for which again the
best bound occurs when x = a+b

2 giving the standard trapezoidal type rule.
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Corollary 3.4. Let the conditions on f be as in Theorem 3.1. Then, the following
inequality holds∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+ γ

[
f (a) + f (b)

2

]}∣∣∣∣∣(3.14)

≤
‖f ′‖∞

2
(b− a)2

[
1
4

+
(
γ − 1

2

)2
]
.

Proof. Placing the optimal value of x = a+b
2 in (3.8) produces the result

(3.14) .

Remark 3.6. Result (3.14) gives a linear combination between a mid-point and a
trapezoidal rule. The optimal result is obtained by taking γ = 1

2 in (3.14) , giving
the optimal bound when only the assumption of a bounded first derivative is used.
This gives the result from (3.14)∣∣∣∣∣

∫ b

a

f (t) dt− b− a

2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣(3.15)

≤ (b− a)2

8
‖f ′‖∞ ,

which is equivalent to (3.8) .
It should be noted that taking γ = 1

3 in (3.14) gives a Simpson-type rule that is
worse than (3.15) , remembering that here we are only using the assumption of a
bounded first derivative rather than the more restrictive (though more accurate)
result of a bounded fourth derivative.

3.2.2. Application in Numerical Integration. The following quadrature
result holds.

Theorem 3.5. Let f : [a, b] → R be a differentiable mapping on (a, b) with ‖f ′‖∞ =
supt∈(a,b) |f ′ (t)| < ∞. Then for any partition In : a = x0 < x1 < ... < xn−1 <

xn = b of [a, b] and any intermediate point vector ξ =
(
ξ0, ξ1, ..., ξn−1

)
such that

ξi ∈ [xi, xi+1] for i = 0, 1, ..., n− 1, we have:

(3.16)
∫ b

a

f (x) dx = Ac (f, In, ξ) +Rc (f, In, ξ) ,

where

Ac (f, In, ξ)

= (1− γ)
n−1∑
i=0

hif (ξi) + γ

[
n−1∑
i=0

(ξi − xi) f (xi) +
n−1∑
i=0

(xi+1 − ξi) f (xi+1)

]

= (1− γ)
n−1∑
i=0

hif (ξi) + γ

[
n−1∑
i=0

ξi (f (xi+1)− f (xi)) + bf (b)− af (a)

]
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and the remainder

|Rc (f, In, ξ)| ≤ 2 ‖f ′‖∞

[
1
4

+
(
γ − 1

2

)2
]

n−1∑
i=0

[(
hi

2

)2

+
(
ξi −

xi + xi+1

2

)2
]

≤
‖f ′‖∞

2

n−1∑
i=0

h2
i =

‖f ′‖∞
2

nν2 (h) ,

where ν (h) = maxi=0,...,n−1 hi.

Proof. Applying inequality (3.8) on the interval [xi, xi+1] for i = 0, 1, 2, ..., n−
1 we have ∣∣∣∣∫ xi+1

xi

f (x) dx

− {(1− γ) f (ξi)hi + γ [(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)]}|

≤ 2 ‖f ′‖∞

[
1
4

+
(
γ − 1

2

)2
][(

hi

2

)2

+
(
ξi −

xi + xi+1

2

)2
]

≤
‖f ′‖∞

2
h2

i ,

since the coarsest bound is obtained at γ = 0 or 1 and ξi ∈ [xli, xi+1] .
Summing over i for i = 0 to n − 1 we may deduce (3.16) and its subsequent
elucidation.

Corollary 3.6. Let the assumptions of Theorem 3.5 hold. Then we have∫ b

a

f (x) dx = Ac (f, In) +Rc (f, In)

where

Ac (f, In) = (1− γ)
n−1∑
i=0

hif

(
xi + xi+1

2

)
+
γ

2

n−1∑
i=0

hi (f (xi) + f (xi+1)) ,

which is a linear combination of the mid-point and trapezoidal rules and the re-
mainder R (f, In) satisfies the relation

|Rc (f, In)| ≤
‖f ′‖∞

2

[
1
4

+
(
γ − 1

2

)2
]

n−1∑
i=0

h2
i

=
‖f ′‖∞

2

[
1
4

+
(
γ − 1

2

)2
]
nν2 (h) ,

where ν (h) = maxi=0,...,n−1 hi.

Proof. Similar to Theorem 3.5 with ξi = xi+xi+1
2 .
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3.2.3. A Generalized Ostrowski-Grüss Inequality Using Cauchy-Schwartz.
The following result is known as the Grüss inequality which was proved by Grüss
in 1935 (see for example [44, p. 296]).

Theorem 3.7. Let f, g be two integrable functions defined on [a, b], satisfying the
conditions

c ≤ f (t) ≤ C and d ≤ g (t) ≤ D

for all t ∈ [a, b] . Then

(3.17) |T (f, g)| ≤ 1
4

(C − c) (D − d) ,

where

(3.18) T (f, g) =
1

b− a

∫ b

a

f (t) g (t) dt− 1
b− a

∫ b

a

f (t) dt · 1
b− a

∫ b

a

g (t) dt,

and the constant 1
4 is the best possible.

The proof of this theorem is an extension of that for Theorem 3.14 and discussion
will be delayed until then. See also Remark 3.14.

Theorem 3.8. Let f : I ⊆ R → R be a differentiable mapping in I̊ and let a, b ∈̊I
with a < b. Further, let f ′ ∈ L1 [a, b] and d ≤ f ′ (x) ≤ D, ∀x ∈ [a, b] . We have,
then, the following inequality∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a)

+
(
b− x

b− a

)
f (b)

]}
+ (b− a) (1− 2γ)

(
x− a+ b

2

)
S

∣∣∣∣
≤ (D − d)

4
(b− a)

{
b− a

2
+

1
2

[∣∣∣∣x− a+ b

2
+
(
γ − 1

2

)
(b− a)

∣∣∣∣(3.19)

+
∣∣∣∣x− a+ b

2
−
(
γ − 1

2

)
(b− a)

∣∣∣∣]}
where S = f(b)−f(a)

b−a and γ ∈ [0, 1] .

Proof. From the identity (3.3) with α (x) and β (x) as defined in (3.11) we
have ∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}
(3.20)

= −
∫ b

a

K (x, t) f ′ (t) dt

where

(3.21) K (x, t) =
{
t− [γx+ (1− γ) a] , t ∈ [a, x]
t− [γx+ (1− γ) b] , t ∈ (x, b] .

Now it is clear that for all x ∈ [a, b] and t ∈ [a, b] we have that

φ (x) ≤ K (x, t) ≤ Φ (x)
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where

φ (x) = −max {γ (x− a) , (1− γ) (b− x)}

and

Φ (x) = max {(1− γ) (x− a) , γ (b− x)} .

Using the result that max {X,Y } = X+Y
2 + 1

2 |Y −X| we have that

Φ (x) =
1
2

[γb− (1− γ) a+ (1− 2γ)x] +
1
2
|γb+ (1− γ) a− x|

and

−φ (x) =
1
2

[(2γ − 1)x+ (1− γ) b− γa] +
1
2
|γa+ (1− γ) b− x| .

Thus,

Φ (x)− φ (x) =
b− a

2
+

1
2

{∣∣∣∣x− a+ b

2
+
(
γ − 1

2

)
(b− a)

∣∣∣∣(3.22)

+
∣∣∣∣x− a+ b

2
−
(
γ − 1

2

)
(b− a)

∣∣∣∣} .
Now, ∫ b

a

K (x, t) dt(3.23)

=
∫ x

a

[t− [γx+ (1− γ) a]] dt+
∫ b

x

[t− [γx+ (1− γ) b]] dt

=
∫ (1−γ)(x−a)

−γ(x−a)

udu+
∫ γ(b−x)

−(1−γ)(b−x)

vdv

=
1
2

[
(1− γ)2 − γ2

] [
(x− a)2 − (b− x)2

]
= (b− a) (1− 2γ)

(
x− a+ b

2

)
.

Applying Theorem 3.7 of Grüss to the mappings K (x, ·) and f ′ (t) , and using
S = 1

b−a

∫ b

a
f ′ (t) dt, we obtain from (3.22) and (3.23) ,∣∣∣∣∣ 1

b− a

∫ b

a

K (x, t) f ′ (t) dt− (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣∣
≤ (D − d)

4

{
b− a

2
+

1
2

[∣∣∣∣x− a+ b

2
+
(
γ − 1

2

)
(b− a)

∣∣∣∣
+
∣∣∣∣x− a+ b

2
−
(
γ − 1

2

)
(b− a)

∣∣∣∣]} .
Then, using the identity (3.20) we obtain the result (3.19) as stated in the theorem.
Hence, the theorem is completely proved.

Remark 3.7. It should be noted that the shifted quadrature rule that is obtained
through the Grüss inequality still involves function evaluations at the end points
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and an interior point x. Thus, a simple grouping of terms would produce the left
hand side of (3.19) in an alternate form∫ b

a

f (t) dt−
{

(1− γ) (b− a) f (x) +
[
γ (b− x) +

(
x− a+ b

2

)]
f (a)

+
[
γ (x− a)−

(
x− a+ b

2

)]
f (b)

}
.

Therefore, it is argued, the above quadrature rule is no more difficult to implement
than the rule as given in Theorem 3.3 for example.

Corollary 3.9. Let the conditions be as in Theorem 3.8. Then the following
inequality holds for any x ∈ [a, b] ,∣∣∣∣∣

∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣(3.24)

≤ (D − d) (b− a)
4

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] .
Proof. Setting γ = 1

2 in (3.19) readily produces the result (3.24) .

Corollary 3.10. Let the conditions be as in Theorem 3.8. Then the following
inequality holds for any γ ∈ [0, 1] ,∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.25)

≤ (D − d) (b− a)2

4

[
1
2

+
(
γ − 1

2

)2
]
.

Proof. Choosing x to be at the mid-point of [a, b] in (3.19) gives the result
(3.25) .

Remark 3.8. Placing γ = 0 in (3.19) produces an adjusted Ostrowski type rule,
namely: ∣∣∣∣∣

∫ b

a

f (t) dt−
[
f (x)−

(
x− a+ b

2

)
S

]∣∣∣∣∣
≤ (D − d)

8
· (b− a) + [|x− b|+ |x− a|] .

This bound is sharpest at x = a+b
2 , thus producing the mid-point type rule

(3.26)

∣∣∣∣∣
∫ b

a

f (t) dt− (b− a) f
(
a+ b

2

)∣∣∣∣∣ ≤ (D − d) (b− a)2

4
.
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Remark 3.9. Placing γ = 1 in (3.19) gives an adjusted generalized trapezoidal
rule, namely:∣∣∣∣∣ 1

b− a

∫ b

a

f (t) dt−
[(

x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]
−
(
x− a+ b

2

)
S

∣∣∣∣∣
≤ (D − d)

8
[b− a+ [|x− b|+ |x− a|]] .

This bound is sharpest at x = a+b
2 giving the trapezoidal type rule

(3.27)

∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2
[f (a) + f (b)]

∣∣∣∣∣ ≤ (D − d) (b− a)2

4
.

Remark 3.10. The sharpest bound on (3.24) and (3.25) are at x = a+b
2 and γ = 1

2
respectively. The same result can be obtained directly from (3.19) , giving as the
best quadrature rule of this type∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣(3.28)

≤ (b− a)2

8
(D − d)

which is an averaged mid-point and trapezoidal rule.

Again, as noted in Subsection 3.2.1 when it was assumed that f ′ ∈ L∞ (a, b) , γ = 1
3

(in (3.25)) produces a Simpson type rule which is worse than the optimal rule given
by (3.28) . Here, we are only assuming that d < f ′ (x) < D rather than the more
restrictive, though more accurate, assumptions in the development of a traditional
Simpson’s rule of a bounded fourth derivative.

The following two results by Ostrowski will be needed for the proof of the theorem
that follows. An improvement by Lupas is also presented. These will be presented
as theorems which are generalizations of the Grüss inequality. The notation of
Pečarić, Proschan and Tong [47] will be used.

Theorem 3.11. Let f be a bounded measurable function on I = (a, b) such that
c1 ≤ f (t) ≤ c2 for t ∈ I and assume g′ (t) exists and is bounded on I. Then,

|T (f, g)| ≤ b− a

8
(c2 − c1) sup

t∈I
|g′ (t)|

and 1
8 is the best constant possible.

Theorem 3.12. Let g be locally absolutely continuous on I with g′ ∈ L2 (I) , and
let f be bounded and measurable on I = (a, b) such that c1 ≤ f (t) ≤ c2 for t ∈ I.
Then

(3.29) |T (f, g)| ≤ b− a

4
√

2
(c2 − c1) ‖g′‖2 ,

and, the improved result,

(3.30) |T (f, g)| ≤ b− a

2π
(c2 − c1) ‖g′‖2 ,
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where

‖g′‖2 =

(
1

b− a

∫ b

a

|g′ (t)|2 dt

) 1
2

.

Theorem 3.13. Let f : I ⊆ R → R be a differentiable mapping on I̊ and let a, b ∈̊I
with a < b. Further, let f ′ ∈ L1 [a, b] and d ≤ f ′ (x) ≤ D, ∀x ∈ [a, b] . Then, the
following inequality holds.∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}
(3.31)

+ (b− a) (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣
≤ D − d

8
(b− a)

where S = f(b)−f(a)
b−a and γ ∈ [0, 1] .

Proof. Let K (x, t) be as given by (3.21) and consider the interval [a, x] . Let
d1 ≤ f ′ (t) ≤ D1 for t ∈ [a, x] . Then, from Theorem 3.7,∣∣T[a,x] (f ′,K)

∣∣ ≤ x− a

8
(D1 − d1) ,

since
sup

t∈[a,x]

|K ′ (x, t)| = 1, as K ′ ≡ 1.

Let d2 ≤ f ′ (t) ≤ D2 for t ∈ (x, b] . Then, in a similar fashion∣∣T(x,b] (f ′,K)
∣∣ ≤ b− x

8
(D2 − d2) .

Now, using the triangle inequality readily produces∣∣T[a,b] (f ′,K)
∣∣ ≤ (x− a)

8
(D1 − d1) +

(b− x)
8

(D2 − d2)

≤ b− a

8
(D − d) .

Thus, from (3.23) and (3.21) ,∣∣T[a,b] (f ′,K)
∣∣

=

∣∣∣∣∣ 1
b− a

∫ b

a

K (x, t) f ′ (t) dt− (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣∣
≤ b− a

8
(D − d) .

Using identity (3.20) readily produces (3.31) , and the theorem is proved.

Remark 3.11. On each of the intervals [a, x] and (x, b]

sup
t∈I

|k′ (t)| = 1 = ‖k′‖2 ,

where k (t) ≡ K (x, t) . Thus, using Theorem 3.11 is superior to using either of the
two results of Theorem 3.12.
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Remark 3.12. The bound obtained by (3.31) is uniform. The bound given by (3.19)
attains its sharpest bound when x = a+b

2 and γ = 1
2 , producing (D−d)

8 (b− a)2 .
Thus, the current bound is better for b− a > 1 and for all x.

Remark 3.13. If Theorem 3.11 is used and T (K, f ′) is considered, then a result

similar to (3.19) would be obtained with D−d
4 being replaced by

‖f ′′‖∞
8 . This will

not be investigated further since the second derivative is involved, thus placing it
outside the scope of the work of this section.

The following result shall be termed as a premature Grüss inequality in that the
proof of the Grüss inequality is not taken to its final conclusion but is stopped
prematurely.

Theorem 3.14. Let f, g be integrable functions defined on [a, b] , and let d ≤ g (t) ≤
D. Then

(3.32) |T (f, g)| ≤ D − d

2
[T (f, f)]

1
2 ,

where

(3.33) T (f, f) = M
[
f2
]
− [M (f)]2

with

(3.34) M (f) =
1

b− a

∫ b

a

f (t) dt

and 1
2 is the best possible constant.

Proof. The proof follows that of the Grüss inequality as given in [44, p. 296].
The identity

(3.35) T (f, g) =
1

2 (b− a)2

∫ b

a

∫ b

a

(f (t)− f (τ)) (g (t)− g (τ)) dtdτ

may easily be shown to be valid.
Now, applying the Cauchy-Schwartz-Buniakowsky integral inequality for double
integrals, we have, on denoting the right hand side of (3.35) by T2 (f, g) ,

T2
2 (f, g) ≤ T2 (f, f) · T2 (g, g) .

Therefore, from (3.35)

(3.36) T2 (f, g) ≤ T (f, f) · T (g, g) .

Now,

T (g, g)(3.37)

= (D −M (g)) (M (g)− d)− 1
b− a

∫ b

a

(D − g (t)) (g (t)− d) dt

≤ (D −M (g)) (M (g)− d)

since d ≤ g (t) ≤ D.
In addition, using the elementary inequality for any real numbers p and q,

pq ≤
(
p+ q

2

)2

,



3. THREE POINT QUADRATURE RULES 134

we have, from (3.37) ,

(3.38) T (g, g) ≤
(
D − d

2

)2

.

Combining (3.38) and (3.36) , the results (3.32− 3.34) are obtained and the the-
orem is proved. To prove the sharpness of (3.32) simply take f (t) = g (t) =
sgn

(
t− a+b

2

)
.

Remark 3.14. To prove (3.17) , the bound
(

C−c
2

)2
for T (f, f) would be obtained

in a similar fashion to that of T (g, g) , and hence the term premature.

Theorem 3.15. Let the conditions be as in Theorem 3.8. The following sharper
inequality holds:

∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a)(3.39)

+
(
b− x

b− a

)
f (b)

]}
− (b− a) (1− 2γ)

(
x− a+ b

2

)
S

∣∣∣∣
≤ (D − d)

2
√

3
(b− a)

{(
b− a

2

)2
[

1
4

+ 3
(
γ − 1

2

)2
]

+ 3
(
x− a+ b

2

)2
[

1
4
−
(
γ − 1

2

)2
]} 1

2

where S = f(b)−f(a)
b−a , the secant slope.

Proof. The proof of the current theorem follows along similar lines to that of
Theorem 3.8 with the exception that a premature Grüss theorem (Theorem 3.11)
is used.
From the identity (3.20) the function K (x, t) is known and it is as given by (3.21) .
Thus, applying the premature Grüss theorem (Theorem 3.11) to the mappings
K (x, ·) and f ′ (·) we obtain

∣∣∣∣∣ 1
b− a

∫ b

a

K (x, t) f ′ (t) dt− 1
b− a

∫ b

a

K (x, t) dt · 1
b− a

∫ b

a

f ′ (t) dt

∣∣∣∣∣(3.40)

≤ D − d

2
·

 1
b− a

∫ b

a

K2 (x, t) dt−

(
1

b− a

∫ b

a

K (x, t) dt

)2
 1

2

.
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Now, from (3.21) ,

1
b− a

∫ b

a

K2 (x, t) dt

=
1

b− a

{∫ x

a

[t− (γx+ (1− γ) a)]2 dt+
∫ b

x

[t− (γx+ (1− γ) b)]2 dt

}

=
1

b− a

{∫ (1−γ)(x−a)

−γ(x−a)

u2du+
∫ γ(b−x)

−(1−γ)(b−x)

v2dv

}

=
1

3 (b− a)

[
γ3 + (1− γ)3

] [
(x− a)3 + (b− x)3

]
.

The well-known identity

(3.41) X3 + Y 3 = (X + Y )

[(
X + Y

2

)2

+ 3
(
X − Y

2

)2
]

may be utilized to give

1
b− a

∫ b

a

K2 (x, t) dt(3.42)

=
1
3

[
1
4

+ 3
(
γ − 1

2

)2
][(

b− a

2

)2

+ 3
(
x− a+ b

2

)2
]
.

Thus, using the fact that

1
b− a

∫ b

a

f ′ (t) dt =
f (b)− f (a)

b− a
= S,

the secant slope together with (3.23) and (3.42) gives, from (3.40) :∣∣∣∣∣ 1
b− a

∫ b

a

K (x, t) f ′ (t) dt− (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣∣(3.43)

≤ (D − d)
2

{
1
3

[
1
4

+ 3
(
γ − 1

2

)2
][(

b− a

2

)2

+ 3
(
x− a+ b

2

)2
]

− 4
(
γ − 1

2

)2(
x− a+ b

2

)2
} 1

2

=
(D − d)

2
√

3

{(
b− a

2

)2
[

1
4

+ 3
(
γ − 1

2

)2
]

+ 3
(
x− a+ b

2

)2
[

1
4
−
(
γ − 1

2

)2
]} 1

2

.

The term in the braces is, of course, positive since b > a, γ ∈ [0, 1] , x ∈ [a, b] and

1
4
−
(
γ − 1

2

)2

= γ (1− γ) .

Utilizing the identity (3.20) in (3.43) produces the result (3.39) . Thus, the theorem
is proved.
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Corollary 3.16. Let the conditions be as in Theorem 3.8. Then the following
inequality holds for all x ∈ [a, b] ,∣∣∣∣∣

∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣(3.44)

≤ (D − d)
4
√

3
(b− a)

[(
b− a

2

)2

+ 3
(
x− a+ b

2

)2
] 1

2

.

Proof. The result (3.44) is readily obtained from (3.39) by substituting γ =
1
2 .

Corollary 3.17. Let the conditions be as in Theorem 3.8. Then the following
inequality holds for all γ ∈ [0, 1]∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.45)

≤ (D − d)
4
√

3
(b− a)2

[
1
4

+ 3
(
γ − 1

2

)2
] 1

2

.

Proof. Taking x = a+b
2 in (3.39) together with a minor rearrangement gives

(3.45) .

Remark 3.15. Result (3.39) is sharper than result (3.19) since the premature Grüss
theorem is sharper than the Grüss theorem utilized to obtain (3.19) .

Remark 3.16. Substituting γ = 0 into (3.39) gives an adjusted Ostrowski type
rule, namely∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
[
f (x)−

(
x− a+ b

2

)
S

]∣∣∣∣∣ ≤ (D − d)
4
√

3
(b− a)2 .

This is a uniform bound which does not depend on the value of x. Thus, a mid-
point rule would have the same bound as evaluating the function at any x ∈ [a, b]
together with an adjustment factor. Evaluation of the above result at x = a or
x = b produces the standard trapezoidal rule.

Remark 3.17. Taking γ = 1 in (3.39) gives∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
[(

x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b) +

(
x− a+ b

2

)
S

]∣∣∣∣∣
≤ (D − d)

4
√

3
(b− a)2 .

That is, using the fact that S = f(b)−f(a)
b−a , the trapezoidal rule,∣∣∣∣∣

∫ b

a

f (t) dt− b− a

2
[f (a) + f (b)]

∣∣∣∣∣ ≤ (D − d)
4
√

3
(b− a)2 ,

is recovered.
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Remark 3.18. The sharpest bounds for (3.44) and (3.45) are at x = a+b
2 and γ = 1

2
respectively. This result can be obtained directly from (3.39) by taking x and γ at
the mid-point, giving the best quadrature rule of this type as

(3.46)

∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣ ≤ (D − d)
8
√

3
(b− a)2 .

If γ = 1
3 is taken in (3.45) , then a Simpson type rule is obtained, giving∣∣∣∣∣

∫ b

a

f (t) dt− b− a

3

[
2f
(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣ ≤ (D − d)
8
√

3
(b− a)2 · 2√

3
.

This bound is worse than the optimal rule (3.46) by a relative amount of
(

2√
3
− 1
)

which is approximately 15.5%. Computationally, the quadrature rule (3.46) is just
as easy to apply as Simpson’s rule since the only difference is the weights.

Remark 3.19. The bound in (3.46) is 1√
3

times better than that in (3.28) . That is,

the bound in (3.28) is worse than that in (3.46) by a relative amount of
(
1− 1√

3

)
.

The optimal quadrature rule of this subsection will now be applied from (3.46) and
it will be denoted by Ao.

Theorem 3.18. Let f : I ⊆ R → R be a differentiable mapping in I̊ (the interior
of I) and let a, b ∈̊I with b > a. Let f ′ ∈ L1 [a, b] and d ≤ f ′ (x) ≤ D,∀x ∈ [a, b] .
Further, let In be any partition of [a, b] such that In : a = x0 < x1 < ... < xn−1 <
xn = b. Then we have ∫ b

a

f (x) dx = Ao (f, In) +Ro (f, In)

where

Ao (f, In) =
1
2

n−1∑
i=0

hif

(
xi + xi+1

2

)
+

1
4

n−1∑
i=0

hi [f (xi) + f (xi+1)] ,

and

|Ro (f, In)| ≤ (D − d)
8
√

3

n−1∑
i=0

h2
i

≤ (D − d)
8
√

3
nν2 (h)

with ν (h) = maxi=0,...,n−1 hi.

Proof. Applying inequality (3.46) on the interval [xi, xi+1] for i = 0, 1, ..., n−1
we have∣∣∣∣∫ xi+1

xi

f (x) dx− hi

4

[
2f
(
xi + xi+1

2

)
+ f (xi) + f (xi+1)

]∣∣∣∣ ≤ (D − d)
8
√

3
h2

i

where hi = xi+1 − xi.
Summing over i for i = 0 to n− 1 gives Ao (f, In) and |Ro (f, In)| .
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Corollary 3.19. Let the conditions of Theorem 3.18 hold. In addition, let In be
the equidistant partition of [a, b] , In : xi = a+

(
b−a
n

)
i, i = 0, 1, ..., n then∣∣∣∣∣

∫ b

a

f (x) dx−Ao (f, In)

∣∣∣∣∣ ≤ (D − d)
8
√

3
(b− a)2

n
.

Proof. From Theorem 3.18 with hi = b−a
n for all i such that

|Ro (f, In)| ≤ (D − d)
8
√

3

n−1∑
i=0

(
b− a

n

)2

=
(D − d)

8
√

3
· (b− a)2

n

and hence the result is proved.

Remark 3.20. If we wish to qpproximate the integral
∫ b

a
f (x) dx using the quad-

rature rule Ao (f, In) of Corollary 3.19 with an accuracy of ε > 0, then we need
nε ∈ N points for the equispaced partition In where

nε ≥

[
(D − d) (b− a)2

8
√

3 ε

]
+ 1

where [x] denotes the integer part of x.

It should further be noted that the application of Corollary 3.19, in practice, is
costly as it stands. The following corollary is more appropriate as it is more efficient.

Corollary 3.20. Let the conditions of Theorem 3.18 hold and let I2m be the
equidistant partition of [a, b] , I2m : xi = a+ ih, i = 0, 1, ..., 2m with h = b−a

2m . Then∣∣∣∣∣
∫ b

a

f (x) dx− h

4
[f (x0) + f (x2m)]− h

2

2m−1∑
i=1

f (xi)

∣∣∣∣∣ ≤ D − d

16
√

3
(b− a)2

m
.

Proof. From Theorem 3.18

Ao (f, I2m) =
h

2

m−1∑
i=0

f (x2i+1) +
h

4

m−1∑
i=0

[
f (x2i) + f

(
x2(i+1)

)]
since

x2(i+1) + x2i

2
= a+ h (2i+ 1) = x2i+1.

Now,
m−1∑
i=0

[
f (x2i) + f

(
x2(i+1)

)]
= f (x0) + f (x2m) +

m−1∑
i=1

f (x2i) +
m−2∑
i=0

f
(
x2(i+1)

)
= f (x0) + f (x2m) + 2

m−1∑
i=1

f (x2i) .

Thus

Ao (f, I2m) =
h

4
[f (x0) + f (x2m)] +

h

2

2m−1∑
i=1

f (xi) ,
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where h = b−a
2m .

Further, from Theorem 3.18 with hi = b−a
2m for i = 0, 1, ..., 2m− 1,

|Ro (f, I2m)| ≤ (D − d)
8
√

3

2m−1∑
i=0

(
b− a

2m

)2

=
D − d

16
√

3
(b− a)2

m
.

The corollary is thus proved.

3.2.4. A Generalized Ostrowski-Grüss Inequality Via a New Identity.
Traditionally, the Grüss inequality was effectively obtained by seeking a bound
on T2 (f, g) via a double integral identity and the Cauchy-Schwartz-Buniakowsky
integral inequality to reduce the problem down to obtaining bounds for T (f, f) .

Recently, Dragomir and McAndrew [30] have obtained bounds on T (f, g) as defined
in (3.18) , where f and g are integrable, by using the identity

(3.47) T (f, g) =
1

b− a

∫ b

a

[f (t)−M (f)] [g (t)−M (g)] dt.

Hence

(3.48) |T (f, g)| ≤ 1
b− a

∫ b

a

|(f (t)−M (f)) (g (t)−M (g))| dt.

In particular, they apply the inequality when one of the functions is known and so
effectively (although not explicitly stated) use

(3.49) |T (f, g)| ≤ sup
t∈[a,b]

|g (t)−M (g)| · 1
b− a

∫ b

a

|f (t)−M (f)| dt,

where f is known.

Theorem 3.21. Let f : I ⊆ R → R be a differentiable mapping in I̊ and let a, b ∈̊I
with a < b. Furthermore, let f ′ ∈ L1 [a, b] and d ≤ f ′ (x) ≤ D, ∀x ∈ [a, b] . Then
the following inequality holds:∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}
(3.50)

+ (b− a) (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣
≤

[
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] I (γ, x)

≤ (D − d) I (γ, x) ,

where

(3.51) I (γ, x) =
∫ b

a

∣∣∣∣K (x, t)− (1− 2γ)
(
x− a+ b

2

)∣∣∣∣ dt,
(3.52) K (x, t) =

{
t− (γx+ (1− γ) a) , t ≤ x
t− (γx+ (1− γ) b) , t > x

,

γ ∈ [0, 1] ,
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and

S =
f (b)− f (a)

b− a
.

Proof. Applying (3.49) on the mappings K (x, ·) and f ′ (·) gives
(3.53)

(b− a) |T (K, f ′)| ≤ sup
t∈[a,b]

|f ′ (t)− S| ·
∫ b

a

∣∣∣∣∣K (x, t)− 1
b− a

∫ b

a

K (x, u) du

∣∣∣∣∣ dt.
Now,

max {D − S, S − d} =
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣
and, from (3.23) ,

1
b− a

∫ b

a

K (x, u) du = (1− 2γ)
(
x− a+ b

2

)
,

and so ∫ b

a

∣∣∣∣∣K (x, t)− 1
b− a

∫ b

a

K (x, u) du

∣∣∣∣∣ dt = I (γ, x) .

Hence,

(3.54) |T (K, f ′)| ≤
[
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] I (γ, x) .

Furthermore, using identity (3.20) , (3.54) and the fact that S = 1
b−a

∫ b

a
f ′ (t) dt,

(3.50) results and the first part of the theorem is proved. Taking S = d or D
provides the upper bound given by the second inequality.

We now wish to determine a closed form expression for I (γ, x) as given by (3.51)
where K (x, t) is from (3.52) .

Now, I (γ, x) may be written as

(3.55) I (γ, x) =
∫ x

a

|t− φ (x)| dt+
∫ b

x

|t− ψ (x)| dt

where

(3.56) φ (x) = (1− γ)x+ γb− b− a

2
, ψ (x) = (1− γ)x+ γa+

b− a

2
.

In (3.55) , let (b− a)u = t− φ (x) and (b− a) v = t− ψ (x) , such that

(3.57) I (γ, x) = (b− a)2
{∫ x−φ(x)

b−a

a−φ(x)
b−a

|u| du+
∫ b−ψ(x)

b−a

x−ψ(x)
b−a

|v| dv

}
.

To simplify the problem it is worthwhile to parameterize the partitioning of the
interval [a, b] . To that end let

x = δb+ (1− δ) a, δ ∈ [0, 1]

so that

(3.58) δ =
x− a

b− a
, 1− δ =

b− x

b− a
and x− a+ b

2
= (b− a)

(
δ − 1

2

)
.
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Now, from (3.56)

a− φ (x)
b− a

=

(
a+b
2 − x

b− a

)
− γ

(
b− x

b− a

)
(3.59)

=
1
2
− δ − γ (1− δ)

= (1− γ)
[
1− 1

2 (1− γ)
− δ

]
,

x− φ (x)
b− a

=
1
2
−
(
b− x

b− a

)
γ(3.60)

=
1
2
− (1− δ) γ

= γ

[
δ −

(
1− 1

2γ

)]
,

x− ψ (x)
b− a

= γ

(
x− a

b− a

)
− 1

2
(3.61)

= γδ − 1
2

= γ

[
δ − 1

2γ

]
and

b− ψ (x)
b− a

=

(
a+b
2 − x

)
b− a

+ γ

(
x− a

b− a

)
(3.62)

=
1
2
− δ + γδ

= (1− γ)
[

1
2 (1− γ)

− δ

]
.

Thus, (3.57) becomes, for x = δb+ (1− δ) a, on using (3.59)− (3.62) ,

(3.63) I (γ, x) = J (γ, δ) = (b− a)2 [J1 (γ, δ) + J2 (γ, δ)] ,

where

(3.64) J1 (γ, δ) =
∫ γ[δ−(1− 1

2γ )]

(1−γ)[1− 1
2(1−γ)−δ]

|u| du

and

(3.65) J2 (γ, δ) =
∫ (1−γ)[ 1

2(1−γ)−δ]

γ[δ− 1
2γ ]

|v| dv.

It should be noted that

J2 (γ, δ) = J1 (1− γ, 1− δ)

and

(3.66) J1 (γ, δ) = J2 (1− γ, 1− δ) ,
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so that only one of (3.64) or (3.65) need be evaluated explicitly and the other may
be obtained in terms of it.

We shall consider J2 (γ, δ) in some detail. There are three possibilities to investigate.
The limits in (3.65) are either both negative, one negative and one positive, or are
both positive. We note that the top limit is always greater than the bottom since
1
2 − (1− γ) δ > γδ − 1

2 .

Thus, over the three different regions we have:

J2 (γ, δ) =



∫ (1−γ)[ 1
2(1−γ)−δ]

γ[δ− 1
2γ ]

−vdv, 1
2(1−γ) < δ < 1

2γ

∫ 0

γ[δ− 1
2γ ]−vdv +

∫ (1−γ)[ 1
2(1−γ)−δ]

0 vdv, δ < 1
2γ , δ <

1
2(1−γ)

∫ (1−γ)[ 1
2(1−γ)−δ]

γ[δ− 1
2γ ]

vdv, 1
2γ < δ < 1

2(1−γ)

=



1
2

[(
γδ − 1

2

)2 − ( 1
2 − (1− γ) δ

)2]
, 1

2(1−γ) < δ < 1
2γ

1
2

[(
γδ − 1

2

)2 +
(

1
2 − (1− γ) δ

)2]
, δ < 1

2γ , δ <
1

2(1−γ)

1
2

[(
1
2 − (1− γ) δ

)2 − (γδ − 1
2

)2]
, 1

2γ < δ < 1
2(1−γ) .

Now, using the result X2−Y 2

2 = 1
2 (X − Y ) (X + Y ) and (3.5) , the above expressions

may be simplified to give

(3.67) J2 (γ, δ) =



− (1− δ)
(
γ − 1

2

)
δ, 1

2(1−γ) < δ < 1
2γ(

1−δ
2

)2
+
(
γ − 1

2

)2
δ2, δ < 1

2γ , δ <
1

2(1−γ)

(1− δ)
(
γ − 1

2

)
δ, 1

2γ < δ < 1
2(1−γ) .

Further, using (3.66) , an expression for J1 (γ, δ) may be readily obtained from
(3.67) to give

(3.68) J1 (γ, δ) =



−δ
(

1
2 − γ

)
(1− δ) , 1− 1

2(1−γ) < δ < 1− 1
2γ(

δ
2

)2
+
(

1
2 − γ

)2 (1− δ)2 , δ > 1− 1
2γ , δ > 1− 1

2(1−γ)

δ
(

1
2 − γ

)
(1− δ) , 1− 1

2γ < δ < 1− 1
2(1−γ) .

For an explicit evaluation of I (γ, x) , (3.63) needs to be determined. This involves
the addition of J1 (γ, δ) and J2 (γ, δ) . This may best be accomplished by reference
to a diagram. Figure 3.1 shows five regions on the γδ−plane defined by the curves
δ = 1

2(1−γ) , δ = 1
2γ , δ = 1− 1

2γ , δ = 1− 1
2(1−γ) , where γ = 0, γ = 1, δ = 0, δ = 1
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define the outside boundary. The regions are defined as follows

(3.69)



A : δ > 1
2(1−γ) , δ < 1

2γ , δ > 1− 1
2γ , δ > 1− 1

2(1−γ) ;

B : δ > 1
2γ , δ < 1

2(1−γ) , δ > 1− 1
2γ , δ > 1− 1

2(1−γ) ;

C : δ < 1
2(1−γ) , δ < 1

2γ , δ < 1− 1
2γ , δ > 1− 1

2(1−γ) ;

D : δ < 1
2γ , δ < 1

2(1−γ) , δ < 1− 1
2(1−γ) , δ > 1− 1

2γ ;
and
E : δ < 1

2(1−γ) , δ < 1
2γ , δ < 1− 1

2γ , δ > 1− 1
2(1−γ) .

.

It is important to note that the first two inequalities in each of the regions define
the contributions from J2 (γ, δ) and the second two, that of J1 (γ, δ) . Thus using
(3.67)− (3.69) , (3.63) is given by

(3.70)
J (γ, δ)
(b− a)2

=



(
γ − 1

2

)
(1− δ)

[(
γ − 1

2

)
(1− δ)− δ

]
+
(

δ
2

)2
on A(

γ − 1
2

)
(1− δ)

[(
γ − 1

2

)
(1− δ) + δ

]
+
(

δ
2

)2
on B(

γ − 1
2

)
δ
[(
γ − 1

2

)
δ + (1− δ)

]
+
(

1−δ
2

)2
on C(

γ − 1
2

)
δ
[(
γ − 1

2

)
δ − (1− δ)

]
+
(

1−δ
2

)2
on D[

1
4 +

(
γ − 1

2

)2] [ 1
4 +

(
δ − 1

2

)2] on E

.

Remark 3.21. We may now proceed in one of two ways. One approach is to
transform to an expression involving x, thus giving I (γ, x) , and so (3.50) may be
used. The second approach is to work in terms of δ so that Theorem 3.21 would
be converted to an expression involving δ. We will take a modification of the first
approach. Once a particular value γ is determined which dictates the type of rule
δ is transformed in terms of x using the relation J (γ, δ) = I (γ, x) , where δ = x−a

b−a .

Remark 3.22. Taking different values of γ will produce bounds for various inequal-
ities.
For γ = 0, then from Figure 3.1 it may be seen that we are on the left boundary of
region A and D and obtain, from (3.70) , a uniform bound independent of δ,

J (0, δ) =
(b− a)2

4
.

Thus, from (3.50) , a perturbed Ostrowski inequality is obtained on noting from
(3.63) that I (γ, x) = J (γ, δ) ,∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
[
f (x)−

(
x− a+ b

2

)
S

]∣∣∣∣∣(3.71)

≤ (b− a)2

4

[
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] .
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Figure 3.1. Diagram showing regions of validity for J(γ,δ)
(b−a)2 as

given by (3.69) and (3.70), as well as its contours.

For γ = 1, it may be noticed from Figure 3.1 that we are now on the right boundary
of B and D so that from (3.70) , a uniform bound independent of δ is obtained viz.,

J (1, δ) =
(b− a)2

4
.

Thus, from (3.50) , a perturbed generalized trapezoidal inequality is obtained,
namely ∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
[(

x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)−

(
x− a+ b

2

)
S

]∣∣∣∣∣(3.72)

≤ (b− a)2

4

[
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] .
Taking x = a+b

2 reproduces the result of Dragomir and McAndrew [30]. Again, it
may be noticed that the above result is a uniform bound for any x ∈ [a, b] .
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Corollary 3.22. Let the conditions of f be as in Theorem3.21. Then the following
inequality holds for any x ∈ [a, b] :∣∣∣∣∣

∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣(3.73)

≤ 1
4

[(
b− a

2

)2

+
(
x− a+ b

2

)2
] [

D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] ,
where S = f(b)−f(a)

b−a .

Proof. Letting γ = 1
2 in (3.50) readily produces the result (3.73) from (3.70) ,

on noting that I
(

1
2 , x
)

= J
(

1
2 , δ
)

= b−a
4

[
1
4 +

(
δ − 1

2

)2] where (b− a)
(
δ − 1

2

)
=

x− a+b
2 .

Corollary 3.23. Let the conditions of f be as in Theorem 3.21. Then the follow-
ing inequality holds for any γ ∈ [0, 1] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.74)

≤ (b− a)2

4

[
1
4

+
(
γ − 1

2

)2
] [

D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] .
Proof. Letting x = a+b

2 in (3.50) produces the result (3.74) from (3.70) on

noting I
(
γ, a+b

2

)
= J

(
γ, 1

2

)
= (b−a)2

4

[
1
4 +

(
γ − 1

2

)2] in region E.

Remark 3.23. Taking x = a+b
2 in (3.73) or γ = 1

2 in (3.74) is equivalent to taking
both these values in (3.50) . This produces the sharpest bound in this class, giving∣∣∣∣∣

∫ b

a

f (t) dt− b− a

2

{
f

(
a+ b

2

)
+

1
2

[f (a) + f (b)]
}∣∣∣∣∣(3.75)

≤ (b− a)2

16

[
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] .
For the bound, it is equivalent to taking the point

(
1
2 ,

1
2

)
in region E from (3.70)

and Figure 3.1, thus giving J
(

1
2 ,

1
2

)
= 1

16 . For a Simpson type rule, taking the point(
1
3 ,

1
2

)
in region E from (3.70) , and Figure 3.1 gives J

(
1
3 ,

1
2

)
= 1

16 + 1
144 which is

a coarser bound than J
(

1
2 ,

1
2

)
at which the minimum occurs (the centre point in

Figure 3.1).

Remark 3.24. It should be noted that the best bound possible with the prema-
ture Grüss is given by (3.46). This may be compared with the current bound
(3.75) . Now, (3.75) is computationally more expensive, but even the worst bound,
(b−a)2

16 (D − d) in (3.75) is better than that of (3.46) .
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Remark 3.25. A generalized Simpson type rule may be obtained by taking γ = 1
3

for unprescribed x. Thus, from (3.70) ,

(3.76)
J
(

1
3 , δ
)

(b− a)2
=



1−δ
6 · 1+5δ

6 +
(

δ
2

)2 3
4 < δ < 1

5
18

[
1
4 +

(
δ − 1

2

)2] 1
4 < δ < 3

4

δ
6 ·

6−5δ
6 +

(
1−δ
2

)2
0 < δ < 1

4

,

and so from (3.50) :∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
3

[
2f (x) +

(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]
(3.77)

+
b− a

3

(
x− a+ b

2

)
S

∣∣∣∣
≤

[
D − d

2
+
∣∣∣∣S − d+D

2

∣∣∣∣] I (1
3
, x

)
,

where

I

(
1
3
, x

)
= (b− a)2 J

(
1
3
, δ

)
with

δ =
x− a

b− a
.

That is, from (3.76) ,

I

(
1
3
, x

)
=



(b−x)
6

[(b−a)+5(x−a)]
6 +

(
x−a

2

)2
, 3

4 <
x−a
b−a

5
18

[(
b−a
2

)2
+
(
x− a+b

2

)2]
, 1

4 <
x−a
b−a < 3

4

x−a
6 · 6(b−a)−5(x−a)

6 +
(

b−x
2

)2
, 0 < x−a

b−a < 1
4

.

Remark 3.26. It may have been noticed from Figure 3.1 or, for that matter,
directly from (3.70) . Replacing 1 − δ by δ in A and B would give the regions D
and C respectively. Also, replacing 1− γ by γ in B and C would give the regions
A and D respectively. Thus, it would have been possible to investigate the region
1
2 ≤ γ ≤ 1 and 1

2 ≤ δ ≤ 1 since we may readily transform any point
(
γ′, δ′

)
in the

γδ−plane to one in this region. Thus, only the regions B and E∗ would need to be
analyzed where for 1

2 ≤ γ, δ ≤ 1,

B : δ >
1
2γ
,

and
E∗ : δ <

1
2γ
.

This approach was not followed since we were more interested in evaluation along
lines perpendicular to the axes.

Remark 3.27. For practical implementation of the above in numerical integration
it would be expensive to calculate the bounds as given. However, instead of D−d

2 +∣∣S − d+D
2

∣∣ being used, the coarser bound of D − d may be more suitable.
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The optimal quadrature rule of this subsection will now be applied from (3.75) and
it will be denoted by A0.

Theorem 3.24. Let f : I ⊆ R → R be a differentiable mapping on I̊ (the interior
of I) and let a, b ∈̊I with b > a. Let f ′ ∈ L1 [a, b] and d ≤ f ′ (x) ≤ D, ∀x ∈ [a, b] .
In addition, let In be a partition of [a, b] such that In : a = x0 < x1 < ... < xn−1 <
xn = b. Then we have ∫ b

a

f (x) dx = A0 (f, In) +R0 (f, In) ,

where

A0 (f, In) =
1
2

n−1∑
i=0

hif

(
xi + xi+1

2

)
+

1
4

n−1∑
i=0

hi [f (xi) + f (xi+1)]

and

|R0 (f, In)| ≤ D − d

32

n−1∑
i=0

h2
i +

1
16

n−1∑
i=0

hiσi

≤ D − d

16

n−1∑
i=0

h2
i ≤

(
D − d

16

)
nν2 (h) ,

where
σi = |f (xi+1)− f (xi)− hi (d+D)|

and
ν (h) = max

i=0,...,n−1
hi.

Proof. Applying inequality (3.75) on the interval [xi, xi+1] for i = 0, ..., n− 1
we have ∣∣∣∣∫ xi+1

xi

f (t) dt− hi

4

{
2f
(
xi + xi+1

2

)
+ f (xi) + f (xi+1)

}∣∣∣∣
≤ h2

i

16

[
D − d

2
+
∣∣∣∣Si −

d+D

2

∣∣∣∣] ,
where

Si =
f (xi+1)− f (xi)

hi
, hi = xi+1 − xi.

Summing over i for i = 0, 1, ..., n − 1 gives A0 (f, In) and the first bound for
|R0 (f, In)| .
Now, consider the right hand side of the inequality above. Then

h2
i

16

[
D − d

2
+
∣∣∣∣Si −

d+D

2

∣∣∣∣] ≤ h2
i

16
(D − d) ,

since ∣∣∣∣Si −
d+D

2

∣∣∣∣ ≤ D − d

2
.

Summing over i produces the last two upper bounds for the error.
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Corollary 3.25. Let the conditions of Theorem 3.24 hold. Also, let I2m be the
equidistant partition of [a, b] , I2m : xi = a+ ih, i = 0, 1, ..., 2m with h = b−a

2m . Then∣∣∣∣∣
∫ b

a

f (x) dx− h

4
[f (x0) + f (x2m)]− h

2

2m−1∑
i=1

f (xi)

∣∣∣∣∣ ≤ D − d

32
· (b− a)2

m
.

Proof. From Theorem 3.24 with hi = b−a
2m for all i and using the expression

for A0 (f, I2m) as given in Corollary 3.20 produces the desired result.

Remark 3.28. If we wish to approximate the integral
∫ b

a
f (t) dt using the above

quadrature rule in Corollary 3.25, with an accuracy of ε > 0, then we need 2mε ∈ N
points for the equispaced partition I2m,

mε ≥

[
D − d

32
(b− a)2

ε

]
+ 1,

where [x] denotes the integer part of x ∈ R.

3.2.5. Inequalities for which the First Derivative Belongs to L1 [a, b] .
In this subsection we discuss the situation in which f ′ ∈ L1 [a, b] which is a linear
space of all absolutely integrable functions on [a, b] . We use the usual norm notation
‖·‖1, where, we recall, ‖g‖1 :=

∫ b

a
|g (s)| ds, g ∈ L1 [a, b] .

Theorem 3.26. Let f : I ⊆ R → R be a differentiable mapping on I̊ (the interior
of I) and a, b ∈̊I are such that b > a. If f ′ ∈ L1 [a, b] , then the following inequality
holds for all x ∈ [a, b] , α (x) ∈ [a, x] and β (x) ∈ [x, b] ,∣∣∣∣∣

∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.78)

≤
‖f ′‖1

2

{
b− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ b

2

∣∣∣∣
+
∣∣∣∣x− a+ b

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣− ∣∣∣∣β (x)− b+ x

2

∣∣∣∣∣∣∣∣} .
Proof. Let K (x, t) be as defined in (3.2) . An integration by parts produces

the identity as given by (3.3) . Thus, from (3.3) ,∣∣∣∣∣
∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.79)

=

∣∣∣∣∣
∫ b

a

K (x, t) f ′ (t) dt

∣∣∣∣∣ .
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Now, using (3.2) ,∣∣∣∣∣
∫ b

a

K (x, t) f ′ (t) dt

∣∣∣∣∣(3.80)

≤
∫ x

a

|t− α (x)| |f ′ (t)| dt+
∫ b

x

|t− β (x)| |f ′ (t)| dt

=
∫ α(x)

a

(α (x)− t) |f ′ (t)| dt+
∫ x

α(x)

(t− α (x)) |f ′ (t)| dt

+
∫ β(x)

x

(β (x)− t) |f ′ (t)| dt+
∫ b

β(x)

(t− β (x)) |f ′ (t)| dt

≤ (α (x)− a)
∫ α(x)

a

|f ′ (t)| dt+ (x− α (x))
∫ x

α(x)

|f ′ (t)| dt

+(β (x)− x)
∫ β(x)

x

|f ′ (t)| dt+ (b− β (x))
∫ b

β(x)

|f ′ (t)| dt

≤ M (x) ‖f ′‖1
where

M (x) = max {M1 (x) ,M2 (x)}
with

M1 (x) = max {α (x)− a, x− α (x)}
and

M2 (x) = max {β (x)− x, b− β (x)} .
The well-known identity

max {X,Y } =
X + Y

2
+
∣∣∣∣X − Y

2

∣∣∣∣
may be used to give

M1 (x) =
x− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣
and

M2 (x) =
b− x

2
+
∣∣∣∣β (x)− x+ b

2

∣∣∣∣ .
Thus, using the identity again gives

M (x) =
M1 (x) +M2 (x)

2
+
∣∣∣∣M1 (x)−M2 (x)

2

∣∣∣∣(3.81)

=
1
2

{
b− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ b

2

∣∣∣∣
+
∣∣∣∣x− a+ b

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣− ∣∣∣∣β (x)− b+ x

2

∣∣∣∣∣∣∣∣} .
On substituting (3.81) into (3.80) and using (3.79), result (3.78) is produced and
thus the theorem is proved.
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Corollary 3.27. Let f satisfy the conditions of Theorem 3.26. Then α (x) = a+x
2

and β (x) = b+x
2 give the best bound for any x ∈ [a, b] and so∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

[
f (x) +

(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]∣∣∣∣∣(3.82)

≤
‖f ′‖1

2

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] .
Proof. From (3.78) the minimal value each of the moduli can take is zero.

Hence the result.

Remark 3.29. An even tighter bound may be obtained from (3.117) if x is taken
to be at the mid-point giving

(3.83)

∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣ ≤ b− a

4
‖f ′‖1 .

This result corresponds to the average of a mid-point and trapezoidal quadrature
rule for which f ′ ∈ L1 [a, b] .

Theorem 3.28. Let f satisfy the conditions as stated in Theorem 3.36. Then the
following inequality holds for any γ ∈ [0, 1] and x ∈ [a, b] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a) {(1− γ) f (x)(3.84)

+ γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}∣∣∣∣
≤ ‖f ′‖1

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] [b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] .
Proof. Let α (x) and β (x) be as in (3.11) . Then,

β (x)− α (x) = (1− γ) (b− a) ,

α (x)− a = γ (x− a) ,

b− β (x) = γ (b− x) ,

α (x)− a+ x

2
=
(
γ − 1

2

)
(x− a)

and

β (x)− x+ b

2
= −

(
γ − 1

2

)
(b− x) .

Now,

b− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ b

2

∣∣∣∣
= (b− a)

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣]
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and ∣∣∣∣x− a+ b

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣− ∣∣∣∣β (x)− x+ b

2

∣∣∣∣∣∣∣∣
=

∣∣∣∣x− a+ b

2
+
∣∣∣∣γ − 1

2

∣∣∣∣ (x− a)−
∣∣∣∣γ − 1

2

∣∣∣∣ (b− x)
∣∣∣∣

=
∣∣∣∣x− a+ b

2
+ 2

∣∣∣∣γ − 1
2

∣∣∣∣ (x− a+ b

2

)∣∣∣∣
= 2

∣∣∣∣x− a+ b

2

∣∣∣∣ [1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] .
Substitution of the above results into (3.78) gives (3.84) , thus proving the theo-
rem.

Remark 3.30. If γ = 1
2 in (3.84) then α (x) = a+x

2 and β (x) = x+b
2 and so

result (3.82) is rightly recovered. The best quadrature rule of this type is given by
(3.83) which is obtained by taking the optimal γ and x values at their respective
mid-points of 1

2 and a+b
2 in (3.84) .

Remark 3.31. Taking γ = 0 in (3.84) gives Ostrowski’s inequality for f ′ ∈ L1 [a, b]
as obtained by Dragomir and Wang [33]. If γ = 1 in (3.84) , then a generalized
trapezoidal rule is obtained for which the best bound occurs when x = a+b

2 giving
the classical trapezoidal type rule for functions f ′ ∈ L1 [a, b] .

Corollary 3.29. Let f satisfy the conditions as stated in Theorem 3.26. Then
the following inequality holds for γ ∈ [0, 1] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.85)

≤ ‖f ′‖1
b− a

2

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] .
Proof. Simply evaluating (3.119) at x = a+b

2 gives (3.85) .

Remark 3.32. Taking γ = 0 and 1 into (3.120) gives the mid-point and trapezoidal
type rules respectively.

Remark 3.33. Taking γ = 1
2 in (3.85) gives the optimal quadrature rule shown in

(3.83) . Placing γ = 1
3 gives a Simpson type rule with an error bound of ‖f ′‖1 ·

b−a
3 .

Thus, a Simpson type rule is relatively worse (by 1
3 ) when compared with the

optimal rule (3.83) . In addition, the optimal rule is just as easy to implement as
the Simpson rule. All that is different are the weights.

The following results investigate the implementation of the above inequalities to
numerical integration.

Theorem 3.30. For any a, b ∈ R with a < b let f : (a, b) → R be a differentiable
mapping. Let f ′ ∈ L1 [a, b] , then, for any partition In : a = x0 < x1 < ... < xn−1 <
xn = b of [a, b] and any intermediate point vector ξ =

(
ξ0, ξ1, ..., ξn−1

)
such that
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ξi ∈ [xi, xi+1] for i = 0, 1, ..., n− 1, we have, for γ ∈ [0, 1] ,∣∣∣∣∣
∫ b

a

f (x) dx−Ac (f, In, ξ)

∣∣∣∣∣(3.86)

≤ ‖f ′‖1

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] max
0≤i≤n−1

{
hi

2
+
∣∣∣∣ξi −

xi + xi+1

2

∣∣∣∣}
≤ ‖f ′‖1

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] ν (h)

where hi = xi+1 − xi, ν (h) = max0≤i≤n−1 hi and Ac (f, In, ξ) is given by

Ac (f, In, ξ) = (1− γ)
n−1∑
i=0

hif (ξi)

+γ

[
n−1∑
i=0

(ξi − xi) f (xi) +
n−1∑
i=0

(xi+1 − ξi) f (xi+1)

]
.

Proof. Applying inequality (3.84) on the interval [xi, xi+1] for i = 0, 1, ..., n−1
we have: ∣∣∣∣∫ xi+1

xi

f (x) dx

− {(1− γ) f (ξi)hi + γ [(ξi − xi) f (xi) + (xi+1 − ξi) f (xi+1)]}|

≤
[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] max
0≤i≤n−1

[
hi

2
+
∣∣∣∣ξi −

xi + xi+1

2

∣∣∣∣] ∫ xi+1

xi

|f ′ (x)| dx.

Summing the above inequality, we have (3.86) . Furthermore, observe that∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣ ≤ hi

2

for i = 0, 1, ..., n− 1. Therefore,

max
0≤i≤n−1

[
hi

2
+
∣∣∣∣ξi −

xi + xi+1

2

∣∣∣∣] ≤ max
0≤i≤n−1

hi = ν (h)

and hence the theorem is proved.

Remark 3.34. The coefficient of the γ term in Ac (f, In, ξ) may be simplified to
give

n−1∑
i=0

(ξi − xi) f (xi) +
n−1∑
i=0

(xi+1 − ξi) f (xi+1)

=
n−1∑
i=0

ξi [f (xi)− f (xi+1)] +
n−1∑
i=0

[xi+1f (xi+1)− xif (xi)]

=
n−1∑
i=1

(
ξi − ξi−1

)
f (xi) + ξ0f (a)− ξn−1f (b) + bf (b)− af (a)

=
n−1∑
i=1

(
ξi − ξi−1

)
f (xi) + (ξ0 − a) f (a) +

(
b− ξn−1

)
f (b) .
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This version has the advantage in that the number of function evaluations is mini-
mized. Thus,

Ac (f, In, ξ) = (1− γ)
n−1∑
i=0

hif (ξi) + γ

{
n−1∑
i=1

(
ξi − ξi−1

)
f (xi)(3.87)

+ (ξ0 − a) f (a) +
(
b− ξn−1

)
f (b)

}
Corollary 3.31. Let a, b ∈ R with a < b and the mapping f : (a, b) → R be
differentiable. Further, let f ′ ∈ L1 [a, b] . Then, for any partition In : a = x0 <
x1 < ... < xn−1 < xn = b of [a, b] we have for any 0 ≤ γ ≤ 1,

(3.88)
∫ b

a

f (x) dx = A1 (f, In) +R1 (f, In)

where

A1 (f, In) = (1− γ)
n−1∑
i=0

hif

(
xi + xi+1

2

)
+
γ

2

n−1∑
i=0

hi [f (xi) + f (xi+1)] ,

and

|R1 (f, In)| ≤
‖f ′‖1

2

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] ν (h) .

Proof. The proof is straightforward. We either start with Corollary 3.29 and
follow the procedure of Theorem 3.30, or we can take the easier option of placing
ξi = xi+xi+1

2 in Theorem 3.30 to immediately produce the result.

Remark 3.35. The quadrature rule given by (3.88) is a composite mid-point and
trapezoidal rule with γ determining the relative weighting of the two. The optimal
rule is obtained when the composition is a straightforward average which is obtained
by taking γ = 1

2 .

Corollary 3.32. Let the conditions of Corollary 3.31 hold, taking in particular
γ = 1

2 and the partition to be equidistant so that I2m : xi = a+ ih, i = 0, 1, ..., 2m
with h = b−a

2m . Then

(3.89)
∫ b

a

f (x) dx = Ao (f, I2m) +Ro (f, I2m)

where

Ao (f, I2m) =
h

4

[
f (a) + f (b) + 2

2m−1∑
i=1

f (xi)

]
and

|Ro (f, I2m)| ≤
‖f ′‖1

8

(
b− a

m

)
.

Proof. From Corollary 3.31, let a subscript of o signify the optimal quadrature
rule obtained when γ = 1

2 and so

Ao (f, I2m) =
h

2

m−1∑
i=0

f

(
x2i + x2(i+1)

2

)
+
h

4

m−1∑
i=0

[
f (x2i) + f

(
x2(i+1)

)]
,
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where
x2i + x2(i+1)

2
= a+ h (2i+ 1) = x2i+1.

Now
m−1∑
i=0

[
f (x2i) + f

(
x2(i+1)

)]
= f (x0) + f (x2m) +

m−1∑
i=1

f (x2i) +
m−2∑
i=0

f
(
x2(i+1)

)
= f (x0) + f (x2m) + 2

m−1∑
i=1

f (x2i) .

Thus,

Ao (f, I2m) =
h

2

[
m−1∑
i=0

f (x2i+1) +
m−1∑
i=1

f (x2i)

]
+
h

4
[f (x0) + f (x2m)]

=
h

4

[
f (x0) + f (x2m) + 2

2m−1∑
i=1

f (xi)

]
.

Further, from Corollary 3.31 with hi = b−a
2m for i = 0, 1, ..., 2m and γ = 1

2 we obtain

|Ro (f, I2m)| ≤
‖f ′‖1

8

(
b− a

m

)
,

and hence the corollary is proved.

Remark 3.36. If we wish to approximate the integral
∫ b

a
f (t) dt using the quadra-

ture rule Ao (f, I2m) and (3.89) with an accuracy of ε > 0, then we need 2mε ∈ N
points for the equispaced partition I2m where

mε ≥
[
‖f ′‖1

8
(b− a)
ε

]
+ 1,

where [x] denotes the integer part of x ∈ R.

3.2.6. Grüss-type Inequalities for Functions whose First Derivative
Belongs to L1 [a, b] . The identity of Dragomir and McAndrew [30] as given by
(3.47) will now be utilized to obtain further inequalities. Define an operator σ such
that

(3.90) σ (f) = f −M (f) ,

where M (f) = 1
b−a

∫ b

a
f (u) du.

Then, (3.47) may be written as

(3.91) T (f, g) = T (σ (f) , σ (g)) ,

where
T (f, g) = M (fg)−M (f) M (g) .

It may be noticed from (3.90) and (3.91) that M (σ (f)) = M (σ (g)) = 0, so that
(3.91) may be written in the alternative form:

(3.92) M (fg)−M (f) M (g) = M (σ (f)σ (g)) .
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Theorem 3.33. Let f : I ⊆ R → R be a differentiable mapping on I̊ (the interior
of I) and a, b ∈̊I are such that b > a. If f ′ ∈ L1 [a, b] , then the following inequality
holds for all x ∈ [a, b] and γ ∈ [0, 1] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}
(3.93)

+ (b− a) (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣
≤ ‖σ (f ′)‖1 θ (γ, x) ,

where

(3.94) θ (γ, x) = sup
t∈[a,b]

∣∣∣∣K (x, t)− (1− 2γ)
(
x− a+ b

2

)∣∣∣∣ ,
K (x, t) is as given by (3.52) and S = M (f ′) with M (·) and σ (·) as given by (3.90) .

Proof. Applying (3.91) or (3.92) on the mappings K (x, ·) and f ′ (·) gives

T (K, f ′) = T (σ (K) , σ (f ′))(3.95)
= M (σ (K)σ (f ′)) .

Thus,

(3.96) (b− a) |T (K, f ′)| ≤ ‖σ (f ′)‖1 sup
t∈[a,b]

|σ (K)| .

Now,

(3.97) θ (γ, x) = sup
t∈[a,b]

|σ (K)| = sup
t∈[a,b]

|K (x, t)−M (K)| ,

where, from (3.23) ,

M (K) =
1

b− a

∫ b

a

K (x, u) du = (1− 2γ)
(
x− a+ b

2

)
.

Further, using identity (3.20) , (3.96) and (3.97) , the inequality (3.93) is derived
and the theorem is hence proved.

We now wish to obtain an explicit expression for θ (γ, x) as given by (3.94) . Using
(3.52) in (3.94) gives

(3.98) θ (γ, x) = sup
t∈[a,b]

|k (x, t)| ,

where

(3.99) k (x, t) =
{
t− φ (x) , t [a, x]
t− ψ (x) , t ∈ (x, b]

and φ (x) , ψ (x) are as given by (3.56) .

Therefore,

(3.100) θ (γ, x) = max {|a− φ (x)| , |x− φ (x)| , |x− ψ (x)| , |b− ψ (x)|}
since the extremum points from (3.98) and (3.99) are obtained at the ends of the
intervals as k (x, t) is piecewise linear.
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The representation (3.100) may be explicit enough, but it is possible to proceed
further, as in Subsection 3.2.4, by making the transformation

(3.101) x = δb+ (1− δ) a, δ ∈ [0, 1] .

Using (3.58)− (3.62) gives

θ (γ, x) = Θ (γ, δ)(3.102)

= (b− a) max
{∣∣∣∣12 − δ − γ (1− δ)

∣∣∣∣ , ∣∣∣∣12 − γ (1− δ)
∣∣∣∣ ,∣∣∣∣γδ − 1

2

∣∣∣∣ , ∣∣∣∣12 − δ + γ (δ)
∣∣∣∣} .

Now, the expressions in (3.102) can be either positive or negative depending on the
region A, B, ..., E as defined by (3.69) and depicted in Figure 3.1. The well known
result

max {X,Y } =
X + Y

2
+

1
2
|X − Y |

may be applied twice to give

max {X,Y, Z,W}(3.103)

=
1
2

[
X + Y + Z +W

2
+
∣∣∣∣X − Y

2

∣∣∣∣+ ∣∣∣∣Z −W

2

∣∣∣∣]
+

1
2

∣∣∣∣ (X + Y )− (Z +W )
2

+
∣∣∣∣X − Y

2

∣∣∣∣− ∣∣∣∣Z −W

2

∣∣∣∣∣∣∣∣ .
Taking heed of Remark 3.26 then, since we are now dealing with the maximum in
(3.102) , that is, a point, then it is possible to investigate the regions B and EB for
1
2 ≤ γ, δ ≤ 1 where B : δ > 1

2γ and EB : δ < 1
2γ .

In region B, from (3.102),

ΘB (γ, δ)(3.104)

= (b− a) max
{

(1− γ) δ +
(
γ − 1

2

)
, γδ −

(
γ − 1

2

)
, γδ − 1

2
,
1
2
− (1− γ) δ

}
and associating these elements in order with those of (3.103) gives

X + Y = δ, X − Y = (2γ − 1) (1− δ)
Z +W = (2γ − 1) δ, Z −W = − (1− δ) .

Thus, after some simplification,

(3.105)
ΘB

b− a
(γ, δ) =

γ

2
+ (1− γ)

(
δ − 1

2

)
.

Similarly, in region EB

ΘEB (γ, δ)

= (b− a) max
{

(1− γ) δ + γ − 1
2
, γδ −

(
γ − 1

2

)
,
1
2
− γδ,

1
2
− (1− γ) δ

}
and again associating these elements in order with those of (3.103) gives

X + Y = δ, X − Y = (2γ − 1) (1− δ)
Z +W = 1− δ, Z −W = (1− 2γ) δ.



157 P. Cerone and S.S. Dragomir

Therefore, after some simplification, we obtain

(3.106)
ΘEB (γ, δ)
b− a

=
γ − δ

2
+ (1− γ)

∣∣∣∣δ − 1
2

∣∣∣∣ .
Now

(3.107) ΘA (γ, δ) = ΘB (1− γ, δ) , ΘC (γ, δ) = ΘB (γ, 1− δ)

and

ΘD (γ, δ) = ΘB (1− γ, 1− δ) .

Let E = E1 ∪ E2 where E1 represents the region of E for which γ ≤ 1
2 and

E2 represents the region of E for which γ > 1
2 . That is, E1 = EA ∪ ED and

E2 = EB ∪ EC where Ek is the remainder of the square region containing region
k = A,B,C,D.

Hence, using (3.105)− (3.107) in (3.102) gives

(3.108)
Θ (γ, δ)
b− a

=



1−γ
2 + γ

(
δ − 1

2

)
on A,

γ
2 + (1− γ)

(
δ − 1

2

)
on B,

γ
2 + (1− γ)

(
1
2 − δ

)
on C,

1−γ
2 + γ

(
1
2 − δ

)
on D,

1−γ
2 + γ

∣∣δ − 1
2

∣∣ on E1,

γ
2 + (1− γ)

∣∣δ − 1
2

∣∣ on E2.

Remark 3.37. It may be noticed that (3.108) may be simplified to give

(3.109)
Θ (γ, δ)
b− a

=


1−γ

2 + γ
∣∣δ − 1

2

∣∣ , γ ≤ 1
2

γ
2 + (1− γ)

∣∣δ − 1
2

∣∣ , γ ≥ 1
2

and so, using the fact that (b− a)
(
γ − 1

2

)
= x− a+b

2 in (3.109) gives,

(3.110) θ (γ, x) =


b−a
2 · (1− γ) + γ

∣∣x− a+b
2

∣∣ , γ ≤ 1
2

b−a
2 · γ + (1− γ)

∣∣x− a+b
2

∣∣ , γ ≥ 1
2 .

Thus the bound in Theorem 3.33, namely (3.94) , is explicitly given by (3.110) .

Remark 3.38. Taking different values if γ will produce bounds for various inequal-
ities.
For γ = 0 in (3.93) and (3.110) , a perturbed Ostrowski type inequality is obtained
with a uniform bound. Namely,∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
[
f (x)−

(
x− a+ b

2

)
S

]∣∣∣∣∣ ≤ b− a

2
‖σ (f ′)‖1 .
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For γ = 1 in (3.93) and (3.110) a generalized perturbed trapezoidal rule is obtained
with the same uniform bound viz.∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
[(

x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)−

(
x− a+ b

2

)
S

]∣∣∣∣∣
≤ b− a

2
‖σ (f ′)‖1 .

Corollary 3.34. Let the conditions on f be as in Theorem 3.33. Then the fol-
lowing inequality holds for any x ∈ [a, b]∣∣∣∣∣

∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣(3.111)

≤ 1
2

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] ‖σ (f ′)‖1 .

Proof. Letting γ = 1
2 in (3.93) and (3.110) readily produces the result.

Corollary 3.35. Let the conditions on f be as in Theorem 3.33. Then the fol-
lowing inequality holds for any γ ∈ [0, 1]∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.112)

≤ ‖σ (f ′)‖1


b−a
2 (1− γ) , γ ≤ 1

2

b−a
2 γ, γ ≥ 1

2 .
.

Proof. Taking x = a+b
2 in (3.93) and (3.110) gives the result as stated.

Remark 3.39. Taking x = a+b
2 in (3.111) or γ = 1

2 in (3.112) is equivalent to
taking both these in (3.93) and (3.110) . This produces the sharpest bound in this
case, giving ∣∣∣∣∣

∫ b

a

f (t) dt− b− a

2

{
f

(
a+ b

2

)
+

1
2

[f (a) + f (b)]
}∣∣∣∣∣

≤ b− a

4
‖σ (f ′)‖1 .

A Simpson type rule is obtained from (3.112) if γ = 1
3 is taken, giving a bound

consisting of b−a
3 rather than the b−a

4 obtained above.
A perturbed generalized Simpson type rule may be demonstrated directly from
(3.93) and its bound from (3.110) by taking γ = 1

3 to give∣∣∣∣∣
∫ b

a

f (t) dt− b− a

3

{
2f (a) +

(
x− a

b− a

)
f (a)

+
(
b− x

b− a

)
f (b)−

(
x− a+ b

2

)
S

}∣∣∣∣
≤ 1

3

[
b− a+

∣∣∣∣x− a+ b

2

∣∣∣∣] ‖σ (f ′)‖1 .
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Remark 3.40. The numerical implementation of the inequalities obtained in the
current subsection will not be followed up since they follow those of Subsection 3.2.5.
It may be noticed that Corollaries 3.34 and 3.35 are similar to Corollaries 3.27 and
3.29 with ‖σ (f ′)‖1 replacing ‖f ′‖1 . In a similar fashion, the implementation of the
average of the mid-point and trapezoidal rules as developed in Corollary 3.32 may
similarly be developed here with ‖σ (f ′)‖1 replacing ‖f ′‖1 . Each of these norms
may be better for differing functions f.

3.2.7. Inequalities for which the First Derivative Belongs to Lp [a, b] .

Theorem 3.36. Let f : [a, b] → R be a differentiable mapping on (a, b) and f ′ ∈
Lp (a, b) where p > 1 and 1

p + 1
q = 1. Then the following inequality holds for all

x ∈ [a, b] , α (x) ∈ [a, x] and β (x) ∈ [x, b] ,∣∣∣∣∣
∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.113)

≤
[
(α (x)− a)q+1 + (x− α (x))q+1

+ (β (x)− x)q+1 + (b− β (x))q+1
] 1
q

(q + 1)−
1
q ‖f ′‖p

≤

[
(x− a)q+1 + (b− x)q+1

q + 1

] 1
q

‖f ′‖p

≤ (b− a)
(
b− a

q + 1

) 1
q

‖f ′‖p

where ‖f ′‖p :=
(∫ b

a
|f ′ (t)|p dt

) 1
p

.

Proof. Let K (x, t) be as defined by (3.2). Then an integration by parts of∫ b

a
K (x, t) f ′ (t) dt produces the identity as given by (3.3) . Thus, from (3.3) :∣∣∣∣∣

∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.114)

=

∣∣∣∣∣
∫ b

a

K (x, t) f ′ (t) dt

∣∣∣∣∣ .
Now, by Hölder’s inequality we have:

(3.115)

∣∣∣∣∣
∫ b

a

K (x, t) f ′ (t) dt

∣∣∣∣∣ ≤
(∫ b

a

|K (x, t)|q dt

) 1
q

‖f ′‖p .
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Now, from (3.2) , ∫ b

a

|K (x, t)|q dt

=
∫ α(x)

a

|t− α (x)|q dt+
∫ x

α(x)

|t− α (x)|q dt

+
∫ β(x)

x

|t− β (x)|q dt+
∫ b

β(x)

|t− β (x)|q dt

=
∫ α(x)

a

(α (x)− t)q
dt+

∫ x

α(x)

(t− α (x))q
dt

+
∫ β(x)

x

(β (x)− t)q
dt+

∫ b

β(x)

(t− β (x))q
dt.

Therefore,

(q + 1)
∫ b

a

|K (x, t)|q dt(3.116)

= (α (x)− a)q+1 + (x− α (x))q+1 + (β (x)− x)q+1 + (b− β (x))q+1
.

Thus, using (3.114) , (3.115) and (3.116) gives the first inequality in (3.113) .
Now, using the inequality

(3.117) (z − x)n + (y − z)n ≤ (y − x)n

with z ∈ [x, y] and n > 1, in (3.116) twice, taking z = α (x) and then z = β (x) , we
have

(q + 1)
∫ b

a

|K (x, t)|q dt ≤ (x− a)q+1 + (b− x)q+1(3.118)

≤ (b− a)q+1(3.119)

upon using (3.117) once more.
Hence, by utilizing (3.114) , (3.115) with (3.118) and (3.119) we obtain the second
bound and the third inequality in (3.113) .

Corollary 3.37. Let the conditions on f of Theorem 3.36 hold. Then α (x) = a+x
2

and β (x) = b+x
2 give the best bound for any x ∈ [a, b] and so∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

[
f (x) +

(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]∣∣∣∣∣(3.120)

≤ 1
2

[
(x− a)q+1 + (b− x)q+1

q + 1

] 1
q

‖f ′‖p .

Proof. The inequality (3.117) produces an upper bound obtained with z = x
or y. For z ∈ [x, y] and n > 1

(3.121) (z − x)n + (y − z)n ≥ 2
(
y − x

2

)n
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where the lower bound is realized when z = x+y
2 . Thus a tighter bound than the first

inequality in (3.113) is obtained when, from (3.116) and using (3.121) , α (x) = a+x
2

and β (x) = x+b
2 . Hence, (3.120) is obtained and the corollary is proved.

Remark 3.41. The best inequality we may obtain from (3.120) results from utiliz-
ing (3.121) again, giving, with x = a+b

2 ,∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

{
f

(
a+ b

2

)
+

1
2

[f (a) + f (b)]
}∣∣∣∣∣(3.122)

≤ (b− a)
4

(
b− a

q + 1

) 1
q

‖f ′‖p .

Motivated by Theorem 3.36 and Corollary 3.37 we now take α (x) and β (x) to be
convex combinations of the end points so that they are as defined in (3.11) . The
following theorem then holds.

Theorem 3.38. Let f satisfy the conditions as stated in Theorem 3.36. Then the
following inequality holds for any γ ∈ [0, 1] and x ∈ [a, b] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}∣∣∣∣∣(3.123)

≤
[
γq+1 + (1− γ)q+1

] 1
q
[
(x− a)q+1 + (b− x)q+1

] 1
q

(q + 1)−
1
q ‖f ′‖p .

Proof. Using α (x) and β (x) as defined in (3.11) , then

β (x)− α (x) = (1− γ) (b− a) ,

α (x)− a = γ (x− a) ,
b− β (x) = γ (b− x) ,

x− α (x) = (1− γ) (x− a)
and

β (x)− x = (1− γ) (b− x) .
Substituting these results into the first inequality of Theorem 3.36 gives the stated
result.

Remark 3.42. Taking γ = 0 or 1 in (3.123) produces the coarser upper bound as
obtained in the second inequality of Theorem 3.36. In addition, taking x = a or b
in (3.123) gives the even coarser bound as given by the third inequality of Theorem
3.36. Here we are utilizing (3.117) where the upper bound is attained at z = x or
y, the end points.

Corollary 3.39. Let f satisfy the conditions of Theorems 3.36 and 3.38. Then,
the following inequality holds for any γ ∈ [0, 1] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.124)

≤
[
γq+1 + (1− γ)q+1

] 1
q

(
b− a

2

)(
b− a

q + 1

) 1
q

‖f ′‖p .
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Proof. From identity (3.121) the minimum is obtained at the mid-point.
Therefore, from (3.123) ,

inf
x∈[a,b]

[
(x− a)q+1 + (b− x)q+1

]
= 2

(
b− a

2

)q+1

,

when x = a+b
2 . Hence the result (3.124) .

Remark 3.43. Corollary 3.37 is recaptured if (3.123) is evaluated at γ = 1
2 , the

mid-point.

Remark 3.44. Taking γ = 0 in (3.123) produces an Ostrowski type inequality for
which f ′ ∈ Lp [a, b] as obtained by Dragomir and Wang [34]. Furthermore, taking
x = a+b

2 gives a mid-point rule.

Remark 3.45. Taking γ = 1 in (3.123) produces a generalized trapezoidal rule
for which the best bound occurs when x = a+b

2 , giving the standard trapezoidal

rule with a bound of b−a
2

(
b−a
q+1

) 1
q

. This bound is twice as sharp as that obtained
by Dragomir and Wang [34] since they used an Ostrowski type rule and obtained
results at x = a, x = b and utilized the triangle inequality.

Remark 3.46. Taking γ = 1
2 and x = a+b

2 in (3.123) gives the best inequality as
given by (3.122) . Taking γ = 1

3 in (3.124) produces a Simpson type rule with a
bound on the error of(

1
3

)1+ 1
q [

1 + 2q+1
] 1
q

(
b− a

2

)(
b− a

q + 1

) 1
q

‖f ′‖p .

Taking γ = 1
2 in (3.124) gives the optimal rule with a bound on the error of

1
2

(
b− a

2

)(
b− a

q + 1

) 1
q

‖f ′‖p .

Thus, there is a relative difference of∣∣∣∣∣23
(

1 + 2q+1

3

) 1
q

− 1

∣∣∣∣∣
between a Simpson type rule and the optimal. When q = 2 for example, the relative
difference is 2√

3
− 1 ≈ 0.1547. The greatest the relative difference can be is 1

3 .

The following particular instance for Euclidean norms is of interest.

Corollary 3.40. Let f : [a, b] → R be a differentiable mapping on (a, b) and
f ′ ∈ L2 (a, b) . Then the following inequality holds for all x ∈ [a, b] and γ ∈ [0, 1] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}∣∣∣∣∣(3.125)

≤
(
b− a

3

) 1
2
[

1
4

+ 3
(
γ − 1

2

)2
] 1

2

×

[(
b− a

2

)2

+ 3
(
x− a+ b

2

)2
] 1

2

‖f ′‖2 .
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Proof. Applying Theorem 3.38 for p = q = 2 immediately gives the left hand
side of (3.125) with a bound of

(3.126)
[
γ3 + (1− γ)3

] 1
2
[
(x− a)3 + (b− x)3

] 1
2 ‖f ′‖2√

3
.

Now, using identity (3.41) we get:

[
γ3 + (1− γ)3

] 1
2

=

[
1
4

+ 3
(
γ − 1

2

)2
] 1

2

and [
(x− a)3 + (b− x)3

] 1
2

=
√
b− a

[(
b− a

2

)2

+ 3
(
x− a+ b

2

)2
] 1

2

,

which, upon substitution into (3.126) gives (3.125) .

Remark 3.47. The numerical implementation of the inequalities in this subsection
follows along similar lines as treated previously. The only difference is in the ap-
proximation of the bound and knowledge of ‖f ′‖p , which need to be determined
a priori in order that the coarseness of the partition may be calculated, given a
particular error tolerance.

3.2.8. Grüss-type Inequalities for Functions whose First Derivative
Belongs to Lp [a, b] . From (3.91) and (3.92) we have

(3.127) T (f, g) = M (σ (f)σ (g)) ,

where σ (f) represents a shift of the function by its mean, M as given in (3.90) .

Thus, using Hölder’s inequality from (3.127) gives

(3.128) (b− a) |T (f, g)| ≤ ‖σ (f)‖q ‖σ (g)‖p ,

where

‖h‖p :=

(∫ b

a

|h (t)|p dt

) 1
p

and we say h ∈ Lp [a, b] .

Theorem 3.41. Let f : [a, b] → R be a differentiable mapping on (a, b) and f ′ ∈
Lp (a, b) where p > 1 and 1

p + 1
q = 1. The following inequality then, holds for all

x ∈ [a, b] ,∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}
(3.129)

(b− a) (1− 2γ)
(
x− a+ b

2

)
S

∣∣∣∣
≤ ‖σ (K (x, ·))‖q ‖σ (f ′)‖p ,

where σ (·) is as given in (3.90) and K (x, ·), S are as in (3.52) .
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Proof. Identifying K (x, ·) with f (·) and f ′ (·) with g (·) in (3.128) gives

(3.130) (b− a) |T (K (x, ·) , f ′)| ≤ ‖σ (K (x, ·))‖q ‖σ (f ′)‖p .

Further, using identities (3.21) , (3.24) and the fact that S = 1
b−a

∫ b

a
f ′ (t) dt in

(3.130) readily produces (3.129) and hence the theorem is proved.

We now wish to obtain a closed form expression for ‖σ (K (x, ·))‖q .

Notice that

σ (K (x, t)) = K (x, t)− 1
b− a

∫ b

a

K (x, u) du,

where K (x, t) is as given by (3.52) and so using (3.24)

(3.131) Ks (x, t) = σ (K (x, t)) =
{
t− φ (x) , t ∈ [a, x]
t− ψ (x) , t ∈ (x, b] ,

where φ and ψ are as presented in (3.56) .

Thus,

(3.132)
∫ b

a

|Ks (x, t)|q dt =
∫ x

a

|t− φ (x)|q dt+
∫ b

x

|t− ψ (x)|q dt.

Using (3.131) in (3.132) gives

‖σ (K (x, ·))‖q = ‖Ks (x, ·)‖q =

(∫ b

a

|Ks (x, t)|q dt

) 1
q

,

and upon making the respective substitutions (b− a)u = t − φ (x) and (b− a) v
= t− ψ (x) for the integrals on the right hand side,

(3.133)
∫ b

a

|Ks (x, t)|q dt = (b− a)q+1

{∫ x−φ(x)
b−a

a−φ(x)
b−a

|u|q du+
∫ b−φ(x)

b−a

x−φ(x)
b−a

|v|q dv

}
.

Following the procedure of Subsection 3.2.4, we may make the substitution

(3.134) x = δb+ (1− δ) a,

to give, from (3.133) , and using (3.58)− (3.62) ,

(3.135) I(q) (γ, x) = (b− a)q+1
J (q) (γ, δ) = (b− a)q+1

[
J

(q)
1 (γ, δ) + J

(q)
2 (γ, δ)

]
,

where

(3.136) I(q) (γ, x) =
∫ b

a

|Ks (x, t)|q dt,

J
(q)
2 (γ, δ) =

∫ w+1−δ

w

|v|q dv,(3.137)

w = γδ − 1
2

and

(3.138) J
(q)
1 (γ, δ) = J

(q)
2 (1− γ, 1− δ) .
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Now, from (3.136), the limits may be both negative, one negative and one positive,
or both positive. Therefore, with w = γδ − 1

2 ,

(q + 1) J (q)
2 (γ, δ)(3.139)

=



(−w)q+1 − (δ − 1− w)q+1
, 1

2(1−γ) < δ < 1
2γ ;

(−w)q+1 + (w − 1− δ)q+1
, δ < 1

2γ , δ <
1

2(1−γ) ;

(w + 1− δ)q+1 − wq+1, 1
2γ < δ < 1

2(1−γ) .

Further, from (3.136) and (3.137)

(q + 1) J (q)
1 (γ, δ)(3.140)

=



(−w̃)q+1 − (−δ − w̃)q+1
, 1− 1

2(1−γ) < δ < 1− 1
2γ ;

(−w̃)q+1 + (w̃ + δ)q+1
, δ > 1− 1

2γ , δ > 1− 1
2(1−γ) ;

(w̃ + δ)q+1 − w̃q+1, 1− 1
2γ < δ < 1

2(1−γ) ,

where w̃ = (1− γ) (1− δ)− 1
2 .

We are now in a position to combine (3.139) and (3.140) by using the result (3.135)
on each of the regions A, ..., E as given by (3.69) and depicted in Figure 3.1. Thus,

(q + 1) J (q) (γ, δ)(3.141)

=



(−w)q+1 − (δ − 1− w)q+1 + (−w̃)q+1 + (w̃ + δ)q+1 on A;

(w − 1− δ)q+1 − wq+1 + (−w̃)q+1 + (w̃ + δ)q+1 on B;

(−w)q+1 + (w + 1− δ)q+1 + (−w̃)q+1 − (−δ − w̃)q+1 on C;

(−w)q+1 + (w − 1− δ)q+1 + (w̃ + δ)q+1 − (−w̃)q+1 on D;

(−w)q+1 + (w + 1− δ)q+1 + (−w̃)q+1 + (w̃ + δ)q+1 on E.

Hence ‖σ (K (x, ·))‖q is explicitly determined from (3.132) , (3.135) and (3.140) on
using (3.134) and the fact that w = γδ − 1

2 and w̃ = (1− γ) (1− δ)− 1
2 .

Remark 3.48. It is instructive to take different values of γ to obtain various in-
equalities that lead to a variety of quadrature rules.
For γ = 0 then, from Figure 3.1 it may be seen that we are on the left boundary
of regions A and D so that, from (3.141) , a uniform bound independent of δ is
obtained to give

(q + 1) J (q) (0, δ) =
(

1
2

)q

.
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Using (3.135) , (3.132) and (3.129) produces a perturbed Ostrowski inequality∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
[
f (x)−

(
x− a+ b

2

)
S

]∣∣∣∣∣(3.142)

≤ b− a

2

(
b− a

q + 1

) 1
q

‖σ (f ′)‖p .

Evaluation at x = a+b
2 gives the mid-point rule.

In a similar fashion, for γ = 1 the right hand boundary of B and C results to
produce a perturbed generalized trapezoidal inequality∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
[(

x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)−

(
x− a+ b

2

)
S

]∣∣∣∣∣(3.143)

≤ b− a

2

(
b− a

q + 1

) 1
q

‖σ (f ′)‖p .

Taking x = a+b
2 produces the trapezoidal rule for which σ (f ′) ∈ Lp [a, b] .

Corollary 3.42. Let the conditions on f be as in Theorem 3.41. Then the fol-
lowing inequality holds for any x ∈ [a, b] .∣∣∣∣∣

∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣(3.144)

≤ 1
2

[
(x− a)q+1 + (b− x)q+1

q + 1

] 1
q

‖σ (f ′)‖p

≤ b− a

2

(
b− a

q + 1

) 1
q

‖σ (f ′)‖p .

Proof. Placing γ = 1
2 in (3.141) gives, after some simplification,

(q + 1) J (q)

(
1
2
, δ

)
=
(

1
2

)q [
δq+1 + (1− δ)q+1

]
.

Hence, from (3.134) and (3.135) ,

I(q)

(
1
2
, x

)
=
(

1
2

)q
[

(x− a)q+1 + (b− x)q+1

q + 1

]
.

From (3.132) and (3.136) , taking the qth root of the above expression gives (3.144)
from (3.129) on taking γ = 1

2 .
The second inequality is obtained on using (3.117) .
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Corollary 3.43. Let the conditions on f be as in Theorem 3.41. Then the fol-
lowing inequality holds for any γ ∈ [0, 1] .∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.145)

≤ b− a

2

(
b− a

q + 1

) 1
q [
γq+1 + (1− γ)q+1

] 1
q ‖σ (f ′)‖p

≤ b− a

2

(
b− a

q + 1

) 1
q

‖σ (f ′)‖p .

Proof. Taking γ = 1
2 in (3.141) places us in the region E and so

(q + 1) J (q)

(
γ,

1
2

)
=
(

1
2

)q [
γq+1 + (1− γ)q+1

] 1
q

and, from (3.134) and (3.135) ,

I(q)

(
γ,
a+ b

2

)
=

(b− a)q+1

q + 1

(
1
2

)q [
γq+1 + (1− γ)q+1

]
.

From (3.132) and (3.136) , taking the qth root of the above expression produces
(3.145) from (3.129) on taking x = a+b

2 . The second inequality is easily obtained
on using (3.117) .

Remark 3.49. Taking x = a+b
2 in (3.144) or γ = 1

2 in (3.145) is equivalent to
taking both of these in (3.129) and using (3.132) , (3.134)− (3.136) and

(q + 1) J (q)

(
1
2
,
1
2

)
=
(

1
4

)q

from (3.141) . This produces the sharpest inequality (see (3.131)) in the class.
Namely, ∣∣∣∣∣

∫ b

a

f (t) dt− b− a

2

{
f

(
a+ b

2

)
+

1
2

[f (a) + f (b)]
}∣∣∣∣∣(3.146)

≤ b− a

4

(
b− a

q + 1

) 1
q

‖σ (f ′)‖p .

Result (3.146) may be compared with (3.122) and it may be seen that either one
may be better, depending on the behaviour of f.
A Simpson type rule is obtained from (3.145) if γ = 1

3 , giving a bound consisting of

2
3

[
1+2q+1

3

] 1
q

times the above bound for the average of a midpoint and trapezoidal

rule. For the Euclidean norm, q = 2 and so Simpson’s rule has a bound of 2√
3

times that of the average of the midpoint and trapezoidal rule. A generalized
Simpson type rule may be obtained by taking γ = 1

3 in (3.129) and using (3.132) ,
(3.134)− (3.136) and (3.141) in much the same way as Remark 3.39.
Remark 3.50. Corollaries 3.42 and 3.43 may be implemented in a straight for-
ward fashion as carried out in earlier subsections. The bounds involve determining
‖σ (f ′)‖ in advance to decide on the refinement of the grid that is required in order
to achieve a particular accuracy.
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3.2.9. Three Point Inequalities for Mappings of Bounded Variation,
Lipschitzian or Monotonic. The following result involving a Riemann-Stieltjes
integral is well known. It will be proved here for completeness.

Lemma 3.44. Let g, v : [a, b] → R be such that g is continuous on [a, b] and v is of
bounded variation on [a, b] . Then

∫ b

a
g (t) dv (t) exists and is such that

(3.147)

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|g (t)|
b∨
a

(v) ,

where
∨b

a (v) is the total variation of v on [a, b] .

Proof. We only prove the inequality (3.147) . Let ∆n : a < x
(n)
0 < x

(n)
1 <

... < x
(n)
n−1 < x

(n)
n = b be a sequence of partitions of [a, b] such that ν (∆n) → 0

as n → ∞ where ν (∆n) := maxi∈{0,1,...,n−1} h
(n)
i with h

(n)
i = x

(n)
i+1 − x

(n)
i . Let

ξ
(n)
i ∈

[
x

(n)
i , x

(n)
i+1

]
for i− 0, 1, ..., n− 1 then

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ =

∣∣∣∣∣ lim
ν(∆n)→0

n−1∑
i=0

g
(
ξ
(n)
i

) [
v
(
x

(n)
i+1

)
− v

(
x

(n)
i

)]∣∣∣∣∣
≤ lim

ν(∆n)→0

n−1∑
i=0

∣∣∣g (ξ(n)
i

)∣∣∣ ∣∣∣v (x(n)
i+1

)
− v

(
x

(n)
i

)∣∣∣
≤ sup

t∈[a,b]

|g (t)| ·
b∨
a

(v) ,

where

(3.148)
b∨
a

(v) = sup
∆n

n−1∑
i=0

∣∣∣v (x(n)
i+1

)
− v

(
x

(n)
i

)∣∣∣ ,
and ∆n is any partition of [a, b] .

Theorem 3.45. Let f : [a, b] → R be a mapping of bounded variation on [a, b] .
Then the following inequality holds∣∣∣∣∣

∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.149)

≤
∨b

a (f)
2

{
b− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ b

2

∣∣∣∣
+
∣∣∣∣b+ a

2
− x+

∣∣∣∣β (x)− x+ b

2

∣∣∣∣− ∣∣∣∣α (x)− a+ x

2

∣∣∣∣∣∣∣∣} ,
where α (x) ∈ [a, x] and β (x) ∈ [x, b] .
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Proof. Let the Peano kernel be as defined in (3.2) , then consider the Riemann-
Stieltjes integral

∫ b

a
K (x, t) df (t) giving∫ b

a

K (x, t) df (t) =
∫ x

a

(t− α (x)) df (t) +
∫ b

x

(t− β (x)) df (t)

= (t− α (x)) f (t)]xt=a −
∫ x

a

f (t) dt

+ (t− β (x)) f (t)]bt=x −
∫ b

x

f (t) dt.

Simplifying and grouping some of the terms together produces the identity∫ b

a

K (x, t) df (t)(3.150)

= [β (x)− α (x)] f (x) + [α (x)− a] f (a) + [b− β (x)] f (b)−
∫ b

a

f (t) dt.

Now, to obtain the bounds from our identity (3.150) ,∣∣∣∣∣
∫ b

a

K (x, t) df (t)

∣∣∣∣∣ =

∣∣∣∣∣
∫ x

a

(t− α (x)) df (t) +
∫ b

x

(t− β (x)) df (t)

∣∣∣∣∣
≤

∣∣∣∣∫ x

a

(t− α (x)) df (t)
∣∣∣∣+
∣∣∣∣∣
∫ b

x

(t− β (x)) df (t)

∣∣∣∣∣ .
Further, using the result of Lemma 3.44, namely (3.147) on each of the intervals
[a, x] and [x, b] by associating g (t) with t − α (x) and t − β (x) respectively gives,
on taking dv (t) ≡ df (t) ,∣∣∣∣∣

∫ b

a

K (x, t) df (t)

∣∣∣∣∣(3.151)

≤ sup
t∈[a,x]

|t− α (x)|
x∨
a

(f) + sup
t∈[x,b]

|t− β (x)|
b∨
x

(f)

≤ m (x)
b∨
a

(f) .

Let
m1 (x) = sup

t∈[a,x]

|t− α (x)| = max {α (x)− a, x− α (x)}

and so

(3.152) m1 (x) =
x− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣ .
Similarly,

m2 (x) = sup
t∈[x,b]

|t− β (x)| = max {β (x)− b, b− β (x)}

and so

(3.153) m2 (x) =
b− x

2
+
∣∣∣∣β (x)− x+ b

2

∣∣∣∣ .
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Thus, from (3.151)∣∣∣∣∣
∫ b

a

K (x, t) df (t)

∣∣∣∣∣ ≤ m1 (x)
x∨
a

(f) +m2 (x)
b∨
x

(f)(3.154)

≤ m (x)
b∨
a

(f) ,

where
m (x) = max {m1 (x) ,m2 (x)} .

Therefore,

(3.155) m (x) =
m1 (x) +m2 (x)

2
+
∣∣∣∣m1 (x)−m2 (x)

2

∣∣∣∣ .
Substitution of m1 (x) and m2 (x) from (3.152) and (3.153) into (3.154) and using
(3.150) gives inequality (3.149) , and the theorem is proved.

It should be noted that it is now possible to take various α (x) and β (x) to obtain
the previous results. For example, taking α (x) = β (x) = x produces the results
of Dragomir, Cerone and Pearce [25] involving the generalized trapezoidal rule.
Further, evaluation at x = a+b

2 of this result gives the classical trapezoidal type
rule as obtained by Dragomir [20]. Taking α (x) = a and β (x) = b reproduces the
Ostrowski rule for functions of bounded variation [19]. In particular, we shall take
α (x) and β (x) to be convex combinations of the end points to obtain the following
theorem.

Theorem 3.46. Let f satisfy the conditions of Theorem 3.45. Then the following
inequality holds for any γ ∈ [0, 1] and x ∈ [a, b] :∣∣∣∣∣

∫ b

a

f (t) dt(3.156)

− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}∣∣∣∣
≤

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] [b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] b∨
a

(f) .

Proof. Let α (x) , β (x) be as in (3.11) . Then, from Theorem 3.45

β (x)− α (x) = (1− γ) (b− a) ,

α (x)− a = γ (x− a) ,
and

b− β (x) = γ (b− x) .
Further, from (3.152) , (3.153) , and (3.155) ,

m1 (x) =
(

1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣) (x− a)

m2 (x) =
(

1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣) (b− x)
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and

m (x) =
[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] [b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] .
Substitution of m (x) into (3.154) , and using the identity (3.150) gives the result
(3.156) and the theorem is thus proved.

Remark 3.51. We note that coarser uniform bounds may be obtained on using the
fact that

max
X∈[A,B]

∣∣∣∣X − A+B

2

∣∣∣∣ = B −A

2
.

Remark 3.52. A tighter bound is obtained when

min
X∈[A,B]

∣∣∣∣X − A+B

2

∣∣∣∣ .
The minimum of 0 is attained when X = A+B

2 .

Corollary 3.47. Let f satisfy the conditions of Theorems 3.45 and 3.46. Then
the following inequality holds for any γ ∈ [0, 1] :∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣(3.157)

≤ b− a

2

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] b∨
a

(f) .

Proof. From (3.154) and Remark 3.52,

min
x∈[a,b]

∣∣∣∣x− a+ b

2

∣∣∣∣ = 0

when x = a+b
2 . Hence the result (3.155) is obtained.

Corollary 3.48. Let f satisfy the conditions of Theorems 3.45 and 3.46. Then
the following inequality holds for all x ∈ [a, b] ,∣∣∣∣∣

∫ b

a

f (t) dt− 1
2
{(b− a) f (x) + (x− a) f (a) + (b− x) f (b)}

∣∣∣∣∣(3.158)

≤ 1
2

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] b∨
a

(f) .

Proof. From (3.156) and Remark 3.52,

min
γ∈[0,1]

∣∣∣∣γ − 1
2

∣∣∣∣ = 0,

when γ = 1
2 . Thus, placing γ = 1

2 in (3.156) gives the result (3.158) .

Remark 3.53. The sharpest bounds on (3.157) and (3.158) occur when γ = 1
2 and

x = a+b
2 as may be concluded from the result of Remark 3.52. The same result
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can be obtained directly from (3.156) , giving the quadrature rule with the sharpest
bound as

(3.159)

∣∣∣∣∣
∫ b

a

f (t) dt− b− a

2

[
f

(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣ ≤ b− a

4

b∨
a

(f) .

It should be noted, as previously on similar occasions, that taking γ = 1
3 in (3.157)

produces a Simpson-type rule as obtained by Dragomir [18] which is worse than
the optimal 3 point Lobatto rule as given by (3.159) .
Namely,

(3.160)

∣∣∣∣∣
∫ b

a

f (t) dt− b− a

3

[
2f
(
a+ b

2

)
+
f (a) + f (b)

2

]∣∣∣∣∣ ≤ b− a

3

b∨
a

(f) ,

which is worse than (3.159) by an absolute amount of 1
12 .

Computationally speaking, the Simpson type rule (3.160) is just as efficient and
easy to apply as the optimal rule (3.159) which is the average of a trapezoidal and
mid- point rule.

Remark 3.54. Taking various values of γ ∈ [0, 1] and/or x ∈ [a, b] will reproduce
earlier results.
Taking γ = 0 in (3.156) will reproduce the results of Dragomir [19], giving an Os-
trowski integral inequality for mappings of bounded variation. In addition, taking
x = a+b

2 would give a mid-point rule.
If γ = 1 is substituted into (3.157) , then the results of Dragomir, Cerone and Pearce
[25] are recovered, giving a generalized trapezoidal inequality for any x ∈ [a, b] . Fur-
thermore, fixing x at its optimal value of a+b

2 would give the results of Dragomir
[19].
Putting γ = 1

3 in (3.156) , we obtain∣∣∣∣∣
∫ b

a

f (t) dt− 1
3

[2 (b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣
≤ 2

3

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] b∨
a

(f) ,

which is a generalized Simpson type rule. Also, taking x = a+b
2 gives the result

(3.160), which was also produced in Dragomir [18].

Remark 3.55. If f is absolutely continuous on [a, b] and f ′ ∈ L1 [a, b] , then f is
of bounded variation. By applying the theorems of this subsection, the theorems
of Subsection 3.2.5 are hence recovered. Thus, replacing

∨b
a (f) by ‖f ′‖1 in this

subsection reproduces the results of Subsection 3.2.5 and vice versa, provided that
the conditions on f are satisfied.
Further, the perturbed three point quadrature rules obtained in Subsection 3.2.6
through Grüss-type inequalities may be obtained here, where, instead of ‖σ (f ′)‖1
in identity (3.93) , we would have

∨b
a (σ (f)) ≡

∨b
a (f) . Thus the following theorem

would result.
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Theorem 3.49. Let f : [a, b] → R be a mapping of bounded variation on [a, b] .
Then the following inequality holds∣∣∣∣∣

∫ b

a

f (t) dt(3.161)

− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}
+(b− a) (1− 2γ)

(
x− a+ b

2

)
S

∣∣∣∣
≤ θ (γ, x)

b∨
a

(f) ,

where θ (γ, x) is as given by (3.110) and S is the secant slope.

Proof. Identifying σ (K (x, ·)) with g (·) and σ (f (·)) with v (·) in (3.147)
gives, upon noting that

∨b
a (σ (f)) ≡

∨b
a (f) , and dσ (f) = df since the σ oper-

ator merely shifts a function by its mean,

(3.162)

∣∣∣∣∣
∫ b

a

σ (K (x, t)) df (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|σ (K (x, t))|
b∨
a

(f) ,

where

σ (K (x, t)) =
{
t− φ (x) , t ∈ [a, x] ,
t− ψ (x) , t ∈ (x, b]

and φ (x) , ψ (x) are as given in (3.56) .

The Riemann-Stieltjes integral may be integrated by parts to produce an identity
similar to (3.150) with α (x) and β (x) replaced by φ (x) and ψ (x) respectively,
since we are now considering σ (K (x, ·)) rather than K (x, ·) . In other words,∫ b

a

σ (K (x, t)) df (t)(3.163)

= [ψ (x)− φ (x)] f (x) + [φ (x)− a] f (a) + [b− ψ (x)] f (b)−
∫ b

a

f (t) dt,

which becomes, on using (3.56) ,∫ b

a

σ (K (x, t)) df (t)(3.164)

= (b− a) (1− γ) f (x) +
[
γ (b− x) +

(
x− a+ b

2

)]
f (a)

+
[
γ (x− a)−

(
x− a+ b

2

)]
f (b)−

∫ b

a

f (t) dt.

A straightforward reorganization of (3.163) , on noting that S = f(b)−f(a)
b−a and using

(3.162) readily produces (3.161) where θ (γ, x) = supt∈[a,b] |σ (K (x, t))| , and hence
the theorem is proved.
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Remark 3.56. Identity (3.163) (or indeed (3.150)) demonstrates that a three point
quadrature rule may be obtained for arbitrary functions φ (·) and ψ (·) (or α (·) and
β (·)).

Definition 1. The mapping u : [a, b] → R is said to be L−Lipschitzian on [a, b] if

(3.165) |u (x)− u (y)| ≤ L |x− y| for all x, y ∈ [a, b] .

The following lemma holds.

Lemma 3.50. Let g, v : [a, b] → R be such that g is Riemann integrable on [a, b]
and v is L-Lipschitzian on [a, b] . Then

(3.166)

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤ L

∫ b

a

|g (t)| dt.

Proof. Let ∆n : a < x
(n)
0 < x

(n)
1 < ... < x

(n)
n−1 < x

(n)
n = b be a se-

quence of partitions of [a, b] such that ν (∆n) → 0 as n → ∞, where ν (∆n) :=
maxi∈{0,1,...,n−1} h

(n)
i with h(n)

i = x
(n)
i+1 − x

(n)
i . Further, let ξ(n)

i ∈
[
x

(n)
i , x

(n)
i+1

]
such

that∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ =

∣∣∣∣∣ lim
ν(∆n)→0

n−1∑
i=0

g
(
ξ
(n)
i

) [
v
(
x

(n)
i+1

)
− v

(
x

(n)
i

)]∣∣∣∣∣
≤ lim

ν(∆n)→0

n−1∑
i=0

∣∣∣g (ξ(n)
i

)∣∣∣
∣∣∣∣∣∣
v
(
x

(n)
i+1

)
− v

(
x

(n)
i

)
x

(n)
i+1 − x

(n)
i

∣∣∣∣∣∣
(
x

(n)
i+1 − x

(n)
i

)

≤ L lim
ν(∆n)→0

n−1∑
i=0

∣∣∣g (ξ(n)
i

)∣∣∣ (x(n)
i+1 − x

(n)
i

)
= L

∫ b

a

|g (t)| dt.

Hence the lemma is proved.

Theorem 3.51. Let f : [a, b] → R be L-Lipschitzian on [a, b] . Then the following
inequality holds∣∣∣∣∣

∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.167)

≤ L

{
1
2

[(
b− a

2

)2

+
(
x− a+ b

2

)2
]

+
(
α (x)− a+ x

2

)2

+
(
β (x)− x+ b

2

)2
}
,

where α (x) , β (x) are as given by (3.11) .
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Proof. The proof is straightforward from identity (3.148) , giving, after taking
the absolute value ∣∣∣∣∣

∫ b

a

K (x, t) df (t)

∣∣∣∣∣ ≤ L

∫ b

a

|K (x, t)| dt,

since f is L-Lipschitzian, and thus Lemma 3.50 may be used. Now, K (x, t) is
as given by (3.2) and

∫ b

a
|K (x, t)| dt = Q (x) given in (3.6) . Using identity (3.5)

simplifies the expression for Q (x) in (3.6) to give result (3.167) . Hence the theorem
is proved.

Remark 3.57. If f is L-Lipschitzian on [a, b] , then the bound on the Riemann-
Stieltjes integral

(3.168)

∣∣∣∣∣
∫ b

a

K (x, t) df (t)

∣∣∣∣∣ ≤ L

∫ b

a

|K (x, t)| dt.

On the other hand, if f is differentiable on [a, b] and f ′ ∈ L∞ [a, b] , then the
Riemann integral ∣∣∣∣∣

∫ b

a

K (x, t) f ′ (t) dt

∣∣∣∣∣ ≤ ‖f ′‖∞
∫ b

a

|K (x, t)| dt.

Thus, all the theorems and bounds obtained in Subsection 3.2.1 are applicable here
if f is L-Lipschitzian. The ‖f ′‖∞ norm is simply replaced by L.

Theorem 3.52. Let f : [a, b] → R be L−Lipschitzian on [a, b] . Then∣∣∣∣∣
∫ b

a

f (t) dt− [(ψ (x)− φ (x)) f (x) + (φ (x)− a) f (a) + (b− ψ (x)) f (b)]

∣∣∣∣∣(3.169)

≤ L ‖σ (K (x, ·))‖1 ,
where

σ (K (x, t)) =
{
t− φ (x) , t ∈ [a, x] ,
t− ψ (x) , t ∈ (x, b] .

Proof. Consider ∫ b

a

σ (K (x, t)) df (t) ,

giving identity (3.163) and using (3.166) readily produces result (3.169) . Thus, the
theorem is proved.

Remark 3.58. If φ (x) and ψ (x) are taken as in (3.56) , then∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a)(3.170)

+
(
b− x

b− a

)
f (b)

]}
+ (b− a) (1− 2γ)

(
x− a+ b

2

)
S

∣∣∣∣
≤ L · I (γ, x) ,

where

I (γ, x) = ‖σ (K (x, ·))‖1 = J

(
γ,
x− a

b− a

)
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which is given in (3.70) and S = f(b)−f(a)
b−a .

Lemma 3.53. Let g, v ∈ [a, b] → R be such that g is Riemann integrable on [a, b]
and v is monotonic nondecreasing on [a, b] . Then

(3.171)

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤
∫ b

a

|g (t)| dv (t) .

Proof. Let ∆n : a < x
(n)
0 < x

(n)
1 < ... < x

(n)
n−1 < x

(n)
n = b be a se-

quence of partitions of [a, b] such that ν (∆n) → 0 as n → ∞ where ν (∆n) :=
maxi∈{0,1,...,n−1} h

(n)
i with h(n)

i = x
(n)
i+1 − x

(n)
i . Now, let ξ(n)

i ∈
[
x

(n)
i , x

(n)
i+1

]
so that∣∣∣∣∣

∫ b

a

g (t) dv (t)

∣∣∣∣∣ =

∣∣∣∣∣ lim
ν(∆n)→0

n−1∑
i=0

g
(
ξ
(n)
i

) [
v
(
x

(n)
i+1

)
− v

(
x

(n)
i

)]∣∣∣∣∣
≤ lim

ν(∆n)→0

n−1∑
i=0

∣∣∣g (ξ(n)
i

)∣∣∣ ∣∣∣v (x(n)
i+1

)
− v

(
x

(n)
i

)∣∣∣ .
Now, using the fact that v is monotonic nondecreasing, then∣∣∣∣∣

∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤ lim
ν(∆n)→0

n−1∑
i=0

∣∣∣g (ξ(n)
i

)∣∣∣ (v (x(n)
i+1

)
− v

(
x

(n)
i

))
.

Making use of the definition of the integral, the lemma is proved.

Theorem 3.54. Let f : [a, b] → R be a monotonic nondecreasing mapping on [a, b] .
Then the following inequality holds:∣∣∣∣∣

∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)]

∣∣∣∣∣(3.172)

≤ [2x− (α (x) + β (x))] f (x) + (b− β (x)) f (b)− (α (x)− a) f (a)

−
∫ b

a

sgn (K (x, t)) f (t) dt

≤ [2x− (α (x) + β (x))] f (x) + (b− β (x)) f (b)− (α (x)− a) f (a)(3.173)
+ [2α (x)− (a+ x)] f (α (x)) + [2β (x)− (x+ b)] f (β (x)) ,

where K (x, t) is as given by (3.2) and α (x) ∈ [a, x] , β (x) ∈ [x, b] .

Proof. Let the Peano kernel K (x, t) be as given by (3.2) . Then the iden-
tity (3.150) is obtained upon integration by parts of the Riemann-Stieltjes integral∫ b

a
K (x, t) df (t) . Now, since f is monotonic nondecreasing, then, using Lemma 3.53

and identifying f (·) with v (·) and K (x, ·) with g (·) in (3.171) gives:

(3.174)

∣∣∣∣∣
∫ b

a

K (x, t) df (t)

∣∣∣∣∣ ≤
∫ b

a

|K (x, t)| df (t) .
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Now, from (3.2) ,∣∣∣∣∣
∫ b

a

K (x, t) df (t)

∣∣∣∣∣ ≤
∫ x

a

|t− α (x)| df (t) +
∫ b

x

|t− β (x)| df (t)

=
∫ α(x)

a

(α (x)− t) df (t) +
∫ x

α(x)

(t− α (x)) df (t)

+
∫ β(x)

x

(β (x)− t) df (t) +
∫ b

β(x)

(t− β (x)) df (t) .

Integration by parts and some grouping of terms gives∣∣∣∣∣
∫ b

a

K (x, t) df (t)

∣∣∣∣∣(3.175)

≤ [2x− (α (x) + β (x))] f (x) + (b− β (x)) f (b)− (α (x)− a) f (a)

+

{∫ α(x)

a

f (t) dt−
∫ x

α(x)

f (t) dt+
∫ β(x)

x

f (t) dt−
∫ b

β(x)

f (t) dt

}
.

Using the fact that the terms in the braces are equal to −
∫ b

a
sgn (K (x, t)) f (t) dt,

where

sgnx∈[a,b]u (x) =

 1 if u > 0

−1 if u < 0
,

then, from identity (3.150) and equation (3.174) we obtain (3.172) and thus, the
first part of the theorem is proved.
Now for the second part. Since f (·) is monotonic nondecreasing,∫ α(x)

a

f (t) dt ≤ (α (x)− a) f (α (x)) ,

∫ x

α(x)

f (t) dt ≥ (x− α (x)) f (α (x)) ,

∫ β(x)

x

f (t) dt ≤ (β (x)− b) f (β (x)) ,

and ∫ b

β(x)

f (t) dt ≥ (b− β (x)) f (β (x)) .

Thus, from (3.175)∫ b

a

|K (x, t)| df (t)(3.176)

≤ [2x− (α (x) + β (x))] f (x) + (b− β (x)) f (b)− (α (x)− a) f (a)
+ [2α (x)− (a+ x)] f (α (x)) + [2β (x)− (x+ b)] f (β (x)) .

Substituting (3.176) into (3.174) and utilizing (3.150) , we obtain (3.173) . Thus,
the second part of the theorem is proved.
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Remark 3.59. It is now possible to recapture previous results for monotonic non-
decreasing mappings. If α (x) = β (x) = x, then the result obtained by Dragomir,
Cerone and Pearce [25] for the generalized trapezoidal rule is recovered. Moreover,
taking x = a+b

2 gives the trapezoidal-type rule. Taking α (x) = a and β (x) = b
reproduces an Ostrowski inequality for monotonic nondecreasing mappings which
was developed by Dragomir [21]. Taking α (x) = a+x

2 and β (x) = x+b
2 gives from

(3.173) : ∣∣∣∣∣
∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣
≤

(
x− a+ b

2

)
f (x) + (b− x) f (b)− (x− a) f (a) ,

which is the Lobatto type rule obtained by Milovanović and Pečarić [45, p. 470].
However, here it is for monotonic functions.

As discussed earlier, it is much more enlightening to take α (x) and β (x) to be a
linear combination of the end points, and so the following theorem can be shown
to hold.

Theorem 3.55. Let f : [a, b] → R be a monotonic nondecreasing mapping on [a, b] .
Then the following inequality exists∣∣∣∣∣

∫ b

a

f (t) dt(3.177)

− (b− a)
{

(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a) +

(
b− x

b− a

)
f (b)

]}∣∣∣∣
≤ 2 (1− γ)

(
x− a+ b

2

)
f (x) + γ [(b− x) f (b)− (x− a) f (a)]

−
∫ b

a

sgn (K (x, t)) f (t) dt

≤ (x− a) {(1− γ) [f (x)− f (α (x))] + γ [f (α (x))− f (a)]}(3.178)
+ (b− x) {(1− γ) [f (β (x))− f (x)] + γ [f (b)− f (β (x))]}

≤
[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] [b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] (f (b)− f (a)) ,(3.179)

where K (x, t) is as given by (3.2) and α (x) , β (x) by (3.11) .

Proof. Let α (x) , β (x) be as in (3.11) . Then, from Theorem 3.54,

β (x)− α (x) = (1− γ) (b− a) ,
α (x)− a = γ (x− a) and
b− β (x) = γ (b− x) .

In addition,

2x− (α (x) + β (x)) = 2 (1− γ)
(
x− a+ b

2

)
,
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and so using these results in (3.172) , (3.177) is obtained and the first part is proved.
Now for the second part. Note that

2α (x)− (a+ x) = (2γ − 1) (x− a)

and

2β (x)− (x+ b) = (1− 2γ) (b− x) .

Substituting the above expressions into the right hand side of (3.173) gives

2 (1− γ)
(
x− a+ b

2

)
f (x) + γ [(b− x) f (b)− (x− a) f (a)]

+ (2γ − 1) (x− a) f (α (x)) + (1− 2γ) (b− x) f (β (x)) ,

which, upon rearrangement, produces (3.178) .
Now, to prove (3.179) , the well known result for the maximum may be used, namely

max {X,Y } =
X + Y

2
+
∣∣∣∣X − Y

2

∣∣∣∣ .
Thus, from the right hand side of (3.178) , using

max {γ, (1− γ)} =
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣ ,
gives [

1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] {(x− a) (f (x)− f (a)) + (b− x) (f (b)− f (x))} .

Furthermore, using

max {x− a, b− x} =
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣
readily produces (3.179) where f (b) > f (a) , since f is monotonic nondecreasing.
Hence the theorem is completely proved.

Remark 3.60. Taking α (x) and β (x) to be a convex combination of the endpoints
produces, it is argued, a more elegant bound (3.179) than would otherwise be the
case. The right hand side of (3.176) may easily be shown to equal

(α (x)− a) [f (α (x))− f (a)] + (x− α (x)) [f (x)− f (α (x))]
+ (β (x)− x) [f (β (x))− f (x)] + (b− β (x)) [f (b)− f (β (x))]

≤ M (x) [f (b)− f (a)]

where

M (x) = max {α (x)− a, x− α (x) , β (x)− x, b− β (x)}

which is as given in (3.81) .

It is further argued that the product form bound in (3.177)− (3.179) when a con-
vex combination of the end points for α (x) and β (x) is taken, it is much more
enlightening than the bound given by (3.172) and (3.173) .
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Corollary 3.56. Let f satisfy the conditions as stated in Theorem 3.55. Then
the following inequalities hold for any x ∈ [a, b] :∣∣∣∣∣

∫ b

a

f (t) dt− 1
2

[(b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣
≤ (x− a)

2
[f (x)− f (a)] +

(b− x)
2

[f (b)− f (x)](3.180)

≤ 1
2

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] (f (b)− f (a)) .(3.181)

Proof. Placing γ = 1
2 in (3.178) and (3.179) readily produces (3.180) and

(3.181) .

Corollary 3.57. Let f satisfy the conditions of Theorem 3.55. Then the following
inequalities hold for all γ ∈ [0, 1] .∣∣∣∣∣

∫ b

a

f (t) dt− (b− a)
{

(1− γ) f
(
a+ b

2

)
+
γ

2
[f (a) + f (b)]

}∣∣∣∣∣
≤ b− a

2
{γ [f (b)− f (a)](3.182)

+ (1− 2γ)
[
f

(
β

(
a+ b

2

))
− f

(
α

(
a+ b

2

))]}
≤ (b− a)

2

[
1
2

+
∣∣∣∣γ − 1

2

∣∣∣∣] (f (b)− f (a)) .(3.183)

Proof. Taking x = a+b
2 into (3.178) readily produces (3.182) after some minor

simplification. Placing x = a+b
2 into (3.179) gives (3.183) .

Remark 3.61. The monotonicity properties of f (·) may be used to obtain bounds
from (3.178) (or indeed, (3.180) and (3.182)).
Now, since f is monotonic nondecreasing, then

f (a) ≤ f (α (x)) ≤ f (x) ≤ f (β (x)) ≤ f (b) ,

for any x ∈ [a, b] and α (x) ∈ [a, x] , β (x) ∈ [x, b] . Hence, the right hand side of
(3.178) is bounded by

(x− a) [f (x)− f (a)] + (b− x) [f (b)− f (x)] ,

for any γ ∈ [0, 1] (that is a uniform bound). This is further bounded by[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] (f (b)− f (a)) ,

upon using the maximum identity, which is the coarsest bound possible from
(3.179), and is obtained by only controlling the γ parameter.

Remark 3.62. Although (3.177) , (3.178) and its particularizations (3.180) and
(3.182) are of academic interest, their practical applicability in numerical quadra-
ture is computationally restrictive. Hence, the bound (3.179) and its specializations
(3.181) and (3.183) are emphasized.
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Remark 3.63. In the foregoing work we have assumed that f is monotonic nonde-
creasing. If f is assumed to be simply monotonic, then the modulus sign is required
for function differences. Thus, for example, in (3.179) , |f (b)− f (a)| would be re-
quired rather than simply f (b) − f (a) . Alternatively, if f (·) were monotonically
nondecreasing, then −f (·) would be monotonically nonincreasing.

Remark 3.64. Taking various values of γ ∈ [0, 1] and/or x ∈ [a, b] will produce
some specific special cases.
Placing γ = 0 in (3.179) gives a generalized trapezoidal rule for monotonic mappings
and the results of Dragomir, Cerone and Pearce [25] are recovered. If x = a+b

2 ,
then the trapezoidal rule results.

Remark 3.65. The optimum result from inequality (3.179) is obtained when both
γ and x are taken to be at the midpoints of their respective intervals. Thus, the
best quadrature rule is:

∣∣∣∣∣
∫ b

a

f (t) dt− 1
2

[
(b− a) f

(
a+ b

2

)
+

1
2

[f (a) + f (b)]
]∣∣∣∣∣(3.184)

≤ b− a

4
(f (b)− f (a)) .

This result could equivalently be obtained by taking γ = 1
2 in (3.183) or x = a+b

2
in (3.181) .
Taking γ = 1

3 in (3.179) gives a generalized Simpson-type rule in which the interior
point is unspecified. Namely,

∣∣∣∣∣
∫ b

a

f (t) dt− 1
3

[2 (b− a) f (x) + (x− a) f (a) + (b− x) f (b)]

∣∣∣∣∣
≤ 2

3

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] (f (b)− f (a)) .

If x is taken at the midpoint, then the Simpson-type rule is obtained viz.,

∣∣∣∣∣
∫ b

a

f (t) dt− (b− a)
3

[
2f
(
a+ b

2

)
+

1
2

(f (a) + f (b))
]∣∣∣∣∣(3.185)

≤ b− a

3
(f (b)− f (a)) ,

which is a worse bound than (3.184) . Computationally, there is no difference in
implementing (3.184) or (3.185) , and yet (3.185) is worse by an absolute amount
of 1

12 .
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Theorem 3.58. Let f : [a, b] → R be a monotonic non-decreasing mapping on
[a, b] . Then the following inequality holds.

∣∣∣∣∣
∫ b

a

f (t) dt − (b− a)

{
(1− γ) f (x) + γ

[(
x− a

b− a

)
f (a)

+
(
b− x

b− a

)
f (b)

]}
+(b− a) (1− 2γ)

(
x− a+ b

2

)
S

∣∣∣∣
≤ 2γ

(
x− a+ b

2

)
f (x) +

[
γ (x− a)−

(
x− a+ b

2

)]
f (b)(3.186)

−
[
γ (b− x) +

(
x− a+ b

2

)]
f (a)

−
∫ b

a

sgn (σ (K (x, t))) f (t) dt

≤ 2γ
(
x− a+ b

2

)
f (x) +

[
γ (x− a)−

(
x− a+ b

2

)]
f (b)(3.187)

−
[
γ (b− x) +

(
x− a+ b

2

)]
f (a) + (2γ − 1) (b− x) f (φ (x))

+ (1− 2γ) (x− a) f (ψ (x))

≤
[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] {γ (f (b)− f (a)) + (1− 2γ) (f (ψ)− f (φ))} .(3.188)

Proof. From (3.154) , and identifying f (·) with v (·) and σ (K (x, ·)) with g (·)
gives

(3.189)

∣∣∣∣∣
∫ b

a

σ (K (x, t)) df (t)

∣∣∣∣∣ ≤
∫ b

a

|σ (K (x, t))| df (t) ,

which is equivalent to (3.174) with σ (K (x, t)) replacing K (x, t) . The results of
Theorem 3.54 are obtained, namely, by (3.158) and (3.173) with φ (·) , ψ (·) and
σ (K (x, ·)) replacing α (·) , β (·) and K (x, ·) respectively. Taking φ (x) and ψ (x)
as given by (3.56) then gives

ψ (x)− φ (x) = (1− γ) (b− a) ,

φ (x)− a = γ (b− x) +
(
x− a+ b

2

)
,

b− ψ (x) = γ (x− a)−
(
x− a+ b

2

)
,

2x− (φ (x) + ψ (x)) = 2γ
(
x− a+ b

2

)
.
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Thus, from (3.172) , with the appropriate changes to φ, ψ and σ (K) , we have

(1− γ) (b− a) f (x) +
[
γ (b− x) +

(
x− a+ b

2

)]
f (a)(3.190)

+
[
γ (x− a)−

(
x− a+ b

2

)]
f (b)

= (1− γ) (b− a) f (x) + γ [(x− a) f (a) + (b− x) f (b)]

− (b− a) (1− 2γ)
(
x− a+ b

2

)
S

and

[2x− (φ (x) + ψ (x))] f (x) + (b− ψ (x)) f (b)− (φ (x)− a) f (a)(3.191)

= 2γ
(
x− a+ b

2

)
f (x) +

[
γ (x− a)−

(
x− a+ b

2

)]
f (b)

−
[
γ (b− x) +

(
x− a+ b

2

)]
f (a) .

Hence, combining (3.190) and (3.191) readily gives the first inequality.

Now, for the second inequality, we have from (3.56) ,

2φ (x)− (a+ x) = (2γ − 1) (b− x)
and 2ψ (x)− (x+ b) = (1− 2γ) (x− a) .

Thus, from (3.173) and identifying α with φ and β with ψ readily gives the second
inequality of the theorem.

The third inequality (3.188) is obtained by grouping the terms in (3.187) as the
coefficients of x− a and b− x, and then using the fact that

max {x− a, b− x} =
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣ .
Thus, the theorem is now completely proved.

Remark 3.66. From (3.189) , we have that∣∣∣∣∣
∫ b

a

σ (K (x, t)) df (t)

∣∣∣∣∣ ≤
∫ b

a

|σ (K (x, t))| df (t)

≤ sup
t∈[a,b]

|σ (K (x, t))|
∫ b

a

df (t)

= θ (γ, x) (f (b)− f (a)) ,

where θ (γ, x) is as given by (3.110) . Thus, result (3.161) is obtained because, for
monotonic nondecreasing functions,

∨b
a (f) = f (b)− f (a) .

Remark 3.67. Applications in probability theory are worthy of a mention.
For X a random variable taking on values in the finite interval [a, b] , the cumulative
distribution function F (x) is defined by F (x) = Pr (X ≤ x) =

∫ x

a
f (t) dt. Thus,

from (3.156) , (3.169) with (3.11) , we obtain rules for evaluating the cumulative
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distribution function in terms of function evaluation of the density. Namely, for
any y ∈ [a, x]

|F (x)− {(1− γ) (x− a) f (y) + γ [(y − a) f (a) + (x− y) f (x)]}|

≤


[
1
2 +

∣∣γ − 1
2

∣∣] [x−a
2 +

∣∣y − a+x
2

∣∣]∨x
a (f)

2L
[

1
4 +

(
γ − 1

2

)2] [(x−a
2

)2 +
(
y − a+x

2

)2]
.

The above results could be used to approximate Pr (c ≤ X ≤ d) where [c, d] ⊆ [a, b] .

If γ = 0, then the results of Barnett and Dragomir [2] are recaptured.

If f (t) ≡ F (t) , then
∫ b

a
F (t) dt = b − E [X] and so F (t) is monotonic non-

decreasing. In addition, F (a) = 0, F (b) = 1 give, from Theorem 3.58,

|β (x)− E [X]− (1− γ) (b− a)F (x)|

≤ 2 (1− γ)
(
x− a+ b

2

)
F (x) + γ (b− x)−

∫ b

a

sgn (K (x, t)) f (t) dt

≤ (x− a) [(1− γ)F (x) + (2γ − 1)F (α (x))]
+ (b− x) [(γ − 1)F (x) + (1− 2γ)F (β (x)) + γ]

≤
[
1
2
−
∣∣∣∣γ − 1

2

∣∣∣∣] [b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣] ,
where α (x) and β (x) are as given in (3.11) and K (x, t) by (3.2) . Noting that
R (x) = Pr {X ≥ x} = 1− F (x) , then bounds for

|α (x)− E [X] + (1− γ) (b− a)R (x)|
could be obtained from the above development. This is more suitable for work in
reliability where f (x) is a failure density. Taking various values of γ ∈ [0, 1] and
x ∈ [a, b] gives a variety of results, some of which (γ = 0) have been obtained in
Barnett and Dragomir [2].

3.2.10. Conclusion and Discussion. The work of this section has investi-
gated three-point quadrature rules in which, at most, the first derivative is involved.
The major thrust of the work aims at providing a priori error bounds so that a
suitable partition may be determined that will provide an approximation which is
within a particular specified tolerance. The work contains, as special cases, both
open and closed Newton-Cotes formulae such as the mid-point, trapezoidal and
Simpson rules. The results mainly involve Ostrowski-type rules which contain an
arbitrary point x ∈ [a, b] . These rules may be utilised when data is only known at
discrete points, which may be non- uniform, without first interpolating.

The approach taken has been through the use of appropriate Peano kernels, result-
ing in an identity. The identity is then exploited through the Theory of Inequalities
to obtain bounds on the error, subject to a variety of norms. The results developed
in the current work provide both Riemann and Riemann-Stieltjes quadrature rules.

Grüss-type results are obtained, giving perturbed quadrature rules. A premature
Grüss approach has produced rules that have tighter bounds. A new identity intro-
duced recently by Dragomir and McAndrew [30] is exploited in Subsections 3.2.4,
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3.2.6, 3.2.8 and within Subsection 3.2.9 to produce Ostrowski-Grüss type results
that seem like a perturbation of the original three-point quadrature rule. A sim-
ple reorganisation of the rule to incorporate the perturbation produces a different
three- point rule. In effect, the following identity holds,

(3.192) T (f, g) = T (σ (f) , g) = T (f, σ (g)) = T (σ (f) , σ (g)) ,

where

T (f, g) = M (fg)−M (f) M (g) ,
σ (f) = f −M (f)

and

M (f) =
1

b− a

∫ b

a

f (u) du.

That is,

(3.193) M (fg)−M (f) M (g) = M (σ (f) g) = M (fσ (g)) = M (σ (f)σ (g)) ,

since M (σ (f)) = M (σ (g)) = 0.

Relation (3.192) (or indeed (3.193)) does not seem to have been fully realised in
the literature. Dragomir and McAndrew [30] used only the equality of the outside
two terms in (3.192) (or equivalently (3.193)) to obtain results for a trapezoidal
rule. As a matter of fact, there are only two rules that have been used in the
current article in which f (·) ≡ K (x, ·) and g (·) ≡ f ′ (·) . For K (x, t) as given by
(3.2) , identity (3.3) is obtained. A similar identity to (3.3) would be obtained if
σ (K (x, ·)) were to be considered with α (x) and β (x) being replaced by φ (x) and
ψ (x) respectively, where

(3.194) σ (K (x, t)) =
{
t− φ (x) , t ∈ [a, x]
t− ψ (x) , t ∈ (x, b] .

Hence, from (3.2) ,

σ (K (x, t)) = K (x, t)−M (K (x, ·)) ,

where

M (K (x, ·))

=
1

b− a

∫ b

a

K (x, u) du

=
1

b− a

[∫ x

a

(u− α (x)) du+
1

b− a

∫ b

x

(u− β (x)) du

]

=
(
a+ x

2
− α (x)

)(
x− a

b− a

)
+
(
x+ b

2
− β (x)

)(
b− x

b− a

)
=

a+ b

2
− α (x)

(
x− a

b− a

)
− β (x)

(
b− x

b− a

)
.

Therefore,

(3.195) φ (x) = α (x) + M (K (x, ·)) =
a+ b

2
+ (α (x)− β (x))

(
b− x

b− a

)
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with

(3.196) ψ (x) = β (x) + M (K (x, ·)) =
a+ b

2
+ (β (x)− α (x))

(
x− a

b− a

)
.

Thus, from (3.3) and (3.194) we have, on using (3.195) and (3.196) and identifying
φ (·) with α (·) and ψ (·) with β (·) ,∫ b

a

σ (K (x, t)) f ′ (t) dt

= (ψ (x)− φ (x)) f (x) + (φ (x)− a) f (a) + (b− ψ (x)) f (b)−
∫ b

a

f (t) dt

= (β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)

+M (K (x, ·)) [f (b)− f (a)]−
∫ b

a

f (t) dt.

Therefore, using T (K (x, ·) , f ′), giving rise to what seems to be a perturbed quad-
rature rule, is equivalent to considering a Peano kernel shifted by its mean. Namely,

T (σ (K (x, ·)) , f ′) = M (σ (K (x, ·)) , f ′) .

Bounds on the above quadrature rule may be obtained using a variety of norms as
shown in the section. Using the above identity, bounds involving the first derivative
result. If in (3.192) or (3.193) , σ (f ′) is used rather than f ′, then bounds involving
the norms of σ (f ′) would result. Either choice may be superior depending on the
particular function f (·) . For the Riemann-Stieltjes integral df ≡ dσ (f) and so the
two cases are equivalent.

The work of this section has provided a means for estimating the partition required
in order to be guaranteed a certain accuracy for Newton- Cotes quadrature rules.
The efficiency, mainly in terms of the number of function evaluations to achieve a
particular accuracy, is a very important practical consideration.

3.3. Bounds for n−Time Differentiable Functions

3.3.1. Introduction. Recently, Cerone and Dragomir [5] (see also Section
3.1, (3.150)) obtained the following three point identity for f : [a, b] → [a, b] and
α : [a, b] → [a, b], β : [a, b] → [a, b], α (x) ≤ x, β (x) ≥ x, then∫ b

a

f (t) dt− [(β (x)− α (x)) f (x) + (α (x)− a) f (a) + (b− β (x)) f (b)](3.197)

= −
∫ b

a

K (x, t) df (t) ,

where

(3.198) K (x, t) =

 t− α (x) , t ∈ [a, x]

t− β (x) , t ∈ (x, b].

They obtained a variety of inequalities for f satisfying different conditions such as
bounded variation, Lipschitzian or monotonic. For f absolutely continuous then
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the above Riemann-Stieltjes integral would be equivalent to a Riemann integral and
again a variety of bounds were obtained for f ∈ Lp [a, b], p ≥ 1.

Inequalities of Grüss type and a number of premature variants were examined fully
in Section 3.2 covering the situation in which f exhibits at most a first derivative.
Applications to numerical quadrature were investigated covering rules of Newton-
Cotes type containing the evaluation of the function at three possible points: the
interior and extremities. The development included the midpoint, trapezoidal and
Simpson type rules. However, unlike the classical rules, the results were not as
restrictive in that the bounds are derived in terms of the behaviour of at most the
first derivative and the Peano kernel (3.198).

It is the aim of the current section to obtain inequalities for f (n) ∈ Lp [a, b], p ≥ 1
where f (n) are again evaluated at most at an interior point x and the end points.
Results that involve the evaluation only at an interior point are termed Ostrowski
type and those that involve only the boundary points will be referred to as trape-
zoidal type. In the numerical analysis literature these are also termed as Open and
Closed Newton-Cotes rules (Atkinson [1]) respectively.

In 1938, Ostrowski (see for example [44, p. 468]) proved the following integral
inequality:

Let f : I ⊆ R → R be a differentiable mapping on I̊ (̊I is the interior of I), and
let a, b ∈̊I with a < b. If f ′ : (a, b) → R is bounded on (a, b), i.e., ‖f ′‖∞ :=
sup

t∈(a,b)

|f ′ (t)| <∞, then we have the inequality:

(3.199)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)2
(b− a)2

]
(b− a) ‖f ′‖∞

for all x ∈ [a, b].

The constant 1
4 is sharp in the sense that it cannot be replaced by a smaller one.

For applications of Ostrowski’s inequality to some special means and some numeri-
cal quadrature rules, we refer the reader to the recent paper [36] by S.S. Dragomir
and S. Wang who used integration by parts from

∫ b

a
p (x, t) f ′ (t) dt to prove Os-

trowski’s inequality (3.199) where p (x, t) is a peano kernel given by

(3.200) p (x, t) =

 t− a, t ∈ [a, x]

t− b, t ∈ (x, b].

Fink [38] used the integral remainder from a Taylor series expansion to show that
for f (n−1) absolutely continuous on [a, b], then the identity

(3.201)
∫ b

a

f (t) dt− 1
n

(
(b− a) f (x) +

n−1∑
k=1

Fk (x)

)
=
∫ b

a

KF (x, t) f (n) (t) dt

is shown to hold where

(3.202) KF (x, t) =
(x− t)n−1

(n− 1)!
· p (x, t)

n
with p (x, t) being given by (3.200)
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and

Fk (x) =
n− k

k!

[
(x− a)k

f (k−1) (a) + (−1)k−1 (b− x)k
f (k−1) (b)

]
.

Fink then proceeds to obtain a variety of bounds from (3.201), (3.202) for f (n) ∈
Lp [a, b]. Milovanović and Pečarić [43] earlier obtained a result for f (n) ∈ L∞ [a, b]
although they did not use the integral form of the remainder. It may be noticed
that (3.201) is again an identity that involves function evaluations at three points
to approximate the integral from the resulting inequalities. See Mitrinović, Pečarić
and Fink [6, Chapter XV] for further related results and papers [28], [31] and [32].

A number of other authors have obtained results in the literature that may be recap-
tured under the general formulation of the current work. These will be highlighted
throughout the section.

The section is structured as follows.

A variety of identities are obtained in Subsection 3.3.2 for f (n−1) absolutely contin-
uous for a generalisation of the kernel (3.198). Specific forms are highlighted and a
generalised Taylor-like expansion is obtained. Inequalities are developed in Subsec-
tion 3.3.3 and perturbed results through Grüss inequalities and premature variants
are discussed in Subsection 3.3.4. Subsection 3.3.5 demonstrates the applicability
of the inequalities to numerical integration. Concluding remarks for the section are
given in Subsection 3.3.7.

3.3.2. Some Integral Identities. In this subsection, identities are obtained
involving n-time differentiable functions with evaluation at an interior point and at
the end points.

Theorem 3.59. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b]. Further, let α : [a, b] → [a, b] and β : [a, b] → [a, b], α (x) ≤ x,
β (x) ≥ x. Then, for all x ∈ [a, b] the following identity holds,

(−1)n
∫ b

a

Kn (x, t) f (n) (t) dt(3.203)

=
∫ b

a

f (t) dt−
n∑

k=1

1
k!

[
Rk (x) f (k−1) (x) + Sk (x)

]
,

where the kernel Kn : [a, b]2 → R is given by

(3.204) Kn (x, t) :=


(t−α(x))n

n! , t ∈ [a, x]

(t−β(x))n

n! , t ∈ (x, b],

(3.205){
Rk (x) = (β (x)− x)k + (−1)k−1 (x− α (x))k

and Sk (x) = (α (x)− a)k
f (k−1) (a) + (−1)k−1 (b− β (x))k

f (k−1) (b)
.
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Proof. Let

(3.206) In (x) = (−1)n
∫ b

a

Kn (x, t) f (n) (t) dt = (−1)n
Jn (a, x, b)

then from (3.205)

Jn (a, x, x) =
∫ x

a

(t− α (x))n

n!
f (n) (t) dt

giving, upon using integration by parts

Jn (a, x, x) =
(x− α (x))n

n!
f (n−1) (x)(3.207)

+ (−1)n−1 (α (x)− a)n
f (n−1) (a)

n!
− Jn−1 (a, x, x) .

Similarly,

Jn (x, x, b) = (−1)n−1 (β (x)− x)n

n!
f (n−1) (x)

+
(b− β (x))n

n!
f (n−1) (b)− Jn−1 (x, x, b)

and so upon adding to (3.207) gives from (3.206) the recurrence relation

(3.208) In (x)− In−1 (x) = −ωn (x) ,

where

(3.209) n!ωn (x) =
[
Rn (x) f (n−1) (x) + Sn (x)

]
with Rn (x) and Sn (x) being given by (3.205).

It may easily be shown that

(3.210) In (x) = −
n∑

k=1

ωk (x) + I0 (x)

is a solution of (3.208) and so the theorem is proven since (3.210) is equivalent to
(3.203) and In (x) is as given by (3.206).

Remark 3.68. If we take n = 1 then an identity obtained by Cerone and Dragomir
[5] results. In the same paper Riemann-Stieltjes integrals were also considered.

Remark 3.69. If α (x) = a and β (x) = b then Sk (x) ≡ 0 and the Ostrowski
type results for n-time differentiable functions of Cerone et al. [11] are recaptured.
Merkle [42] also obtains Ostrowski type results. For α (x) = β (x) = x then R (x) ≡
0 and the generalized trapezoidal type rules for n-time differentiable functions of
Cerone et al. [12] are obtained. Qi [48] used a Taylor series whose remainder was
not expressed in integral form so that only the supremum norm was possible. If
the integral form of the remainder were used, then similar to Fink [38], the other
Lp (a, b) norms for p ≥ 1 would be possible. However, this will not be pursued
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further here. For α (x) and β (x) at their respective midpoints, then the identity

(−1)n
∫ b

a

Kn (x, t) f (n) (t) dt(3.211)

=
∫ b

a

f (t) dt−
n∑

k=1

2−k

k!

{[
(b− x)k + (−1)k−1 (x− a)k

]
f (k−1) (x)

+
[
(x− a)k

f (k−1) (a) + (−1)k−1 (b− x)k
f (k−1) (b)

]}
results, where

(3.212) Kn (x, t) =


(t− a+x

2 )n
n! , t ∈ [a, x]

(t− x+b
2 )n

n! , t ∈ (x, b].

As demonstrated in the above remarks, different choices of α (x) and β (x) give a
variety of identities. The following corollary allows for α (x) and β (x) to be in the
same relative position within their respective intervals.
Corollary 3.60. Let f satisfy the conditions as stated in Theorem 3.59. Then
the following identity holds for any γ ∈ [0, 1] and x ∈ [a, b]. Namely,

(−1)n
∫ b

a

Cn (x, t) f (n) (t) dt(3.213)

=
∫ b

a

f (t) dt−
n∑

k=1

1
k!

{
(1− γ)k

[
(b− x)k + (−1)k−1 (x− a)k

]
f (k−1) (x)

+γk
[
(x− a)k

f (k−1) (a) + (−1)k−1 (b− x)k
f (k−1) (b)

]}
,

where

(3.214) Cn (x, t) =


[t−(γx+(1−γ)a)]n

n! , t ∈ [a, x]

[t−(γx+(1−γ)b)]n

n! , t ∈ (x, b].

Proof. Let

(3.215) α (x) = γx+ (1− γ) a and β (x) = γx+ (1− γ) b,

then

(3.216)
{

x− α (x) = (1− γ) (x− a) , α (x)− a = γ (x− a)
and β (x)− x = (1− γ) (b− x) , b− β (x) = γ (b− x)

so that from (3.205)

Rk (x) = (1− γ)k
[
(b− x)k + (−1)k−1 (x− a)k

]
and

Sk (x) = γk
[
(x− a)k

f (k−1) (a) + (−1)k−1 (b− x)k
f (k−1) (b)

]
.

In addition, Cn (x, t) is the same as Kn (x, t) in (3.204) with α (x) and β (x) as
given by (3.215) and hence the corollary is proven.

The following Taylor-like formula with integral remainder also holds.
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Corollary 3.61. Let g : [a, y] → R be a mapping such that g(n) is absolutely
continuous on [a, y]. Then for all x ∈ [a, y] we have the identity

g (y)(3.217)

= g (a) +
n∑

k=1

1
k!

{[
(β (x)− x)k + (−1)k−1 (x− α (x))k

]
g(k) (x)

+
[
(α (x)− a)k

g(k) (a) + (−1)k−1 (y − β (x))k
g(k) (y)

]}
+(−1)n

∫ y

a

τn (x, t) g(n+1) (t) dt

where

(3.218) τn (x, t) =


(t−α(x))n

n! , t ∈ [a, x]

(t−β(x))n

n! , t ∈ (x, y].

Proof. The proof is straight forward from Theorem 3.59 on taking f ≡ g′ and
b = y so that β (x) ∈ (x, y] and τn (x, t) ≡ Kn (x, t) for t ∈ [a, y].

Remark 3.70. If α (x) = β (x) = x then we recapture the results of Cerone et al.
[12], a trapezoidal type series expansion. That is, an expansion involving the end
points. For α (x) = a, β (x) = b then a Taylor-like expansion of Cerone et al. [11]
is reproduced as are the results of Merkle [42].

3.3.3. Integral Inequalities. In this subsection we develop some inequalities
from using the identities obtained in Subsection 3.3.2.

Theorem 3.62. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b] and, let α : [a, b] → [a, b] and β : [a, b] → [a, b], α (x) ≤ x,
β (x) ≥ x. Then the following inequalities hold for all x ∈ [a, b]

|Pn (x)| : =

∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

k=1

1
k!

[
Rk (x) f (k−1) (x) + Sk (x)

]∣∣∣∣∣(3.219)

≤



‖f(n)‖∞
n! Qn (1, x) if f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n! [Qn (q, x)]
1
q if f (n) ∈ Lp [a, b]

with p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n! Mn (x) , if f (n) ∈ L1 [a, b] ,

where

Qn (q, x) =
1

nq + 1

[
(α (x)− a)nq+1 + (x− α (x))nq+1(3.220)

+ (β (x)− x)nq+1 + (b− β (x))nq+1
]
,
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M (x) =
1
2

{
b− a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ b

2

∣∣∣∣(3.221)

+
∣∣∣∣x− a+ b

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ b

2

∣∣∣∣∣∣∣∣}
= max {α (x)− a, x− α (x) , x− β (x) , b− β (x)} ,

Rk (x), Sk (x) are given by (3.205), and

∥∥∥f (n)
∥∥∥
∞

:= ess sup
t∈[a,b]

∣∣∣f (n) (t)
∣∣∣ <∞ and

∥∥∥f (n)
∥∥∥

p
:=

(∫ b

a

∣∣∣f (n) (t)
∣∣∣p) 1

p

, p ≥ 1.

Proof. Taking the modulus of (3.203) then

(3.222) |Pn (x)| = |In (x)| ,

where Pn (x) is as defined by the left hand side of (3.219) and

(3.223) |In (x)| =

∣∣∣∣∣
∫ b

a

Kn (x, t) f (n) (t) dt

∣∣∣∣∣ ,
with Kn (x, t) given by (3.204).

Now, observe that

|In (x)| ≤
∥∥∥f (n)

∥∥∥
∞
‖Kn (x, ·)‖1(3.224)

=
∥∥∥f (n)

∥∥∥
∞

∫ b

a

|Kn (x, t)| dt,

where, from (3.204),∫ b

a

|Kn (x, t)| dt =
1
n!

{∫ α(x)

a

|t− α (x)|n dt+
∫ x

α(x)

|t− α (x)|n dt(3.225)

+
∫ β(x)

x

|t− β (x)|n dt+
∫ b

β(x)

|t− β (x)|n dt

}

=
1

(n+ 1)!

[
(α (x)− a)n+1 + (x− α (x))n+1

+ (β (x)− x)n+1 + (b− β (x))n+1
]
.

Thus, on combining (3.222), (3.224) and (3.225), the first inequality in (3.219) is
obtained.

Further, using Hölder’s integral inequality we have the result

|In (x)| ≤
∥∥∥f (n)

∥∥∥
p
‖Kn (x, ·)‖q where

1
p

+
1
q

= 1, with p > 1(3.226)

=
∥∥∥f (n)

∥∥∥
p

(∫ b

a

|Kn (x, t)|q dt

) 1
q

.
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Now,∫ b

a

|Kn (x, t)|q dt =
1
n!

{∫ α(x)

a

|t− α (x)|nq
dt+

∫ x

α(x)

|t− α (x)|nq
dt(3.227)

+
∫ β(x)

x

|t− β (x)|nq
dt+

∫ b

β(x)

|t− β (x)|nq
dt

}

=
1
n!
Qn (q, x) ,

where Qn (q, x) is as given by (3.220).

Combing (3.227) with (3.226) gives the second inequality in (3.219).

Finally, let us observe that from (3.222)

|In (x)|(3.228)

≤ ‖Kn (x, ·)‖∞
∥∥∥f (n)

∥∥∥
1

=
∥∥∥f (n)

∥∥∥
1

sup
t∈[a,b]

|Kn (x, t)|

=

∥∥f (n)
∥∥

1

n!
max {|a− α (x)|n , |x− α (x)|n , |b− β (x)|n , |x− β (x)|n}

=

∥∥f (n)
∥∥

1

n!
Mn (x) ,

where

(3.229) M (x) = max {M1 (x) ,M2 (x)}

with
M1 (x) = max {α (x)− a, x− α (x)}

and
M2 (x) = max {β (x)− x, b− β (x)} .

The well known identity

(3.230) max {X,Y } =
X + Y

2
+
∣∣∣∣X − Y

2

∣∣∣∣
may be used to give

(3.231)
M1 (x) = x−a

2 +
∣∣α (x)− a+x

2

∣∣ ,
and M2 (x) = b−x

2 +
∣∣β (x)− x+b

2

∣∣ .
Using the identity (3.230) again gives, from (3.229),

M (x) =
M1 (x) +M2 (x)

2
+
∣∣∣∣M1 (x)−M2 (x)

2

∣∣∣∣
which on substituting (3.231) gives (3.221) and so from (3.228) and (3.222) readily
results in the third inequality in (3.219) and the theorem is completely proved.

Remark 3.71. Various choices of α (·) and β (·) allow us to reproduce many of the
earlier inequalities involving function and derivative evaluations at an interior point
and/or boundary points. For other related results see Chapter XV of [44].
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If α (x) = a and β (x) = b then Sk (x) ≡ 0 and Ostrowski type results for n-
time differentiable functions of Cerone et al. [11] are reproduced (see also [49]).
Further, taking n = 1 recaptures the results of Dragomir and Wang [35]-[34] and
n = 2 gives the results of Cerone, Dragomir and Roumeliotis [8]-[10]. The n = 2
case is of importance since with x = a+b

2 the classic midpoint rule is obtained.
However, here the bound is obtained for f ′′ ∈ Lp [a, b] for p ≥ 1 rather than the
traditional f ′′ ∈ L∞ [a, b], see for example [24] and [26].

If α (x) = β (x) = x then R (x) ≡ 0 and inequalities are obtained for a generalised
trapezoidal type rule in which functions are assumed to be n-time differentiable,
recapturing the results in Cerone et al. [12]. Taking n = 2 the classic trapezoidal
rule in which the bound involves the behaviour of the second derivative is recaptured
as presented in Dragomir et al. [27].

Taking α (·) and β (·) to be other than at the extremities results in three point
inequalities for n−time differentiable functions. Cerone and Dragomir [5] presented
results for functions that at most admit a first derivative.
Remark 3.72. It should be noted that the bounds in (3.219) may themselves be
bounded since α (·), β (·) and x have not been explicitly specified.

To demonstrate, consider the mappings, for t ∈ [A,B],

(3.232)

 h1 (t) = (t−A)θ + (B − t)θ , θ > 1

and h2 (t) = B−A
2 +

∣∣t− A+B
2

∣∣ .
Now, both these functions attain their maximum values at the ends of the interval
and their minimums at the midpoints. That is, they are symmetric and convex.
Thus,

(3.233)



sup
t∈[A,B]

h1 (t) = h1 (A) = h1 (B) = (B −A)θ
,

sup
t∈[A,B]

h2 (t) = h2 (A) = h2 (B) = B −A,

inf
t∈[A,B]

h1 (t) = h1

(
A+B

2

)
= 2

(
B−A

2

)θ
,

and inf
t∈[A,B]

h2 (t) = h2

(
A+B

2

)
= B−A

2 .

Using (3.232) and (3.233) then from (3.220) and (3.221), on taking α (·) and β (·)
at either of their extremities gives

Qn (q, x) ≤ QU
n (q, x) =

1
nq + 1

[
(x− a)nq+1 + (b− x)nq+1

]
≤ (b− a)nq+1

nq + 1
and

M (x) ≤MU (x) =
1
2

[b− a+ |x− a|] ≤ b− a,

where the coarsest bounds are obtained from taking x at its extremities.

The following corollary holds.
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Corollary 3.63. Let the conditions of Theorem 3.62 hold. Then the following
result is valid for any x ∈ [a, b]. Namely,∣∣∣∣∣

∫ b

a

f (t) dt−
n∑

k=1

2−k

k!

{[
(b− x)k + (−1)k−1 (x− a)k

]
f (k−1) (x)(3.234)

+
[
(x− a)k

f (k−1) (a) + (−1)k−1 (b− x)k
f (k−1) (b)

]}∣∣∣∣

≤



‖f(n)‖∞
n! 2−n

[
(x− a)n+1 + (b− x)n+1

]
, f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!
2−n

(nq+1)
1
q

[
(x− a)nq+1 + (b− x)nq+1

] 1
q

f (n) ∈ Lp [a, b]

with p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n! 2−n
[

b−a
2 +

∣∣x− a+b
2

∣∣]n , f (n) ∈ L1 [a, b] .

Proof. Taking α (·) and β (·) at their respective midpoints, namely α (x) =
a+x

2 and β (x) = x+b
2 in (3.219)-(3.221) and using (3.205) readily gives (3.234)

Remark 3.73. Corollary 3.63 could have equivalently been proven using (3.211)
and (3.212) following essentially the same proof of Theorem 3.62 from using identity
(3.211). The more general setting however, allows greater flexibility and, it is
argued, is no more difficult to prove.

Corollary 3.64. Let the conditions on f of Theorem 3.62 hold. Then the following
result for any x ∈ [a, b], is valid. Namely, for any γ ∈ [0, 1]∣∣∣∣∣

∫ b

a

f (t) dt−
n∑

k=1

(−1)k

k!

[
(1− γ)k

rk (x) f (k−1) (x) + γksk (x)
]∣∣∣∣∣(3.235)

≤



‖f(n)‖∞
(n+1)! H1 (γ)G1 (x) , f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!(nq+1)
1
q
H

1
q
q (γ)G

1
q
q (x) , f (n) ∈ Lp [a, b]

p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n! νn (x) , f (n) ∈ L1 [a, b] ,

where

(3.236)



Hq (γ) = γnq+1 + (1− γ)nq+1
,

Gq (x) = (x− a)nq+1 + (b− x)nq+1
,

ν (x) =
[
1
2 +

∣∣γ − 1
2

∣∣] [ b−a
2 +

∣∣x− a+b
2

∣∣] ,
rk (x) = (b− x)k + (−1)k−1 (x− a)k

,

and sk (x) = (x− a)k
f (k−1) (a) + (−1)k−1 (b− x)k

f (k−1) (b) .
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Proof. Take α (·) and β (·) to be a convex combination of their respective
boundary points as given by (3.215) then from (3.219)-(3.221) and using (3.216)
and (3.205) readily produces the stated result. We omit any further details.

Remark 3.74. It is instructive to note that the relative location of α (·) and β (·)
is the same in Corollary 3.64 and is determined through the parameter γ as defined
in (3.215). Theorem 3.62 is much more general. From (3.215) it may be seen
that α (x) = β (x) = x is equivalent to γ = 1, giving trapezoidal type rules while
α (x) = a, β (x) = b corresponds to γ = 0 which produces interior point rules.
Taking γ = 0 and γ = 1 reproduces the results of Cerone et al. [11] and [12]
respectively.

Taking γ = 1
2 in (3.235) produces the optimal rule while keeping x general and thus

reproducing the result of Corollary 3.63. Following the discussion in Remark 3.72
and as may be ascertained from (3.236) the optimal rules, in the sense of providing
the tightest bounds, are obtained by taking γ and x at their respective midpoints.

The following two corollaries may thus be stated.

Corollary 3.65. Let the conditions on f of Theorem 3.62 be valid. Then for any
γ ∈ [0, 1], the following inequalities hold∣∣∣∣∣

∫ b

a

f (t) dt(3.237)

−
n∑

k=1

(−1)k

k!

[
(1− γ)k

rk

(
a+ b

2

)
f (k−1)

(
a+ b

2

)
+ γksk

(
a+ b

2

)]∣∣∣∣∣

(3.238) ≤



‖f(n)‖∞
(n+1)! H1 (γ)G1

(
a+b
2

)
, f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!(nq+1)
1
q
H

1
q
q (γ)G

1
q
q

(
a+b
2

)
, f (n) ∈ Lp [a, b]

p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n! νn
(

a+b
2

)
, f (n) ∈ L1 [a, b] ,

where

(3.239)



Hq (γ) is as given by (3.236),

Gq

(
a+b
2

)
= 2

(
b−a
2

)nq+1
,

ν
(

a+b
2

)
=
(

b−a
2

) (
1
2 +

∣∣γ − 1
2

∣∣) ,
rk
(

a+b
2

)
=
(

b−a
2

)k [
1 + (−1)k−1

]
and sk

(
a+b
2

)
=
(

b−a
2

)k [
f (k−1) (a) + (−1)k−1

f (k−1) (b)
]
.

Proof. The proof is trivial. Taking x = a+b
2 in (3.235)-(3.236) readily pro-

duces the result.
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Remark 3.75. It is of interest to note from (3.239) that

(3.240) rk

(
a+ b

2

)
=

 2
(

b−a
2

)k
, k odd

0, k even

so that only the evaluation of even order derivatives are involved in (3.237). Further,
for f (k−1) (a) = f (k−1) (b) then

(3.241) sk

(
a+ b

2

)
= f (k−1) (a) rk

(
a+ b

2

)
= f (k−1) (b) rk

(
a+ b

2

)

so that only evaluation of even order derivatives at the end points are present.

Corollary 3.66. Let the conditions on f of Theorem 3.62 hold. Then the following
inequalities are valid

∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

k=1

(−1)k

k!
2−k

[
rk

(
a+ b

2

)
f (k−1)

(
a+ b

2

)
+ sk

(
a+ b

2

)]∣∣∣∣∣(3.242)

≤



‖f(n)‖∞
(n+1)! · 2−(n−1)

(
b−a
2

)n+1
, f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!(nq+1)
1
q
· 2−n

(
b−a

nq+1

) 1
q ( b−a

2

)n
, f (n) ∈ Lp [a, b]

with p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n!

(
b−a
4

)n
, f (n) ∈ L1 [a, b] ,

where rk
(

a+b
2

)
and sk

(
a+b
2

)
are as given by (3.239).

Proof. Taking γ = 1
2 in Corollary 3.65 will produce inequalities with the

tightest bounds as given in (3.242). Alternatively, taking γ = 1
2 and x = a+b

2 in
Corollary 3.64 will produce the results (3.242).

The results (3.240) and (3.241) together with the discussion in Remark 3.75 are
also valid for Corollary 3.66.

The following are Taylor-like inequalities which are of interest (see [14] and [16]
for related results).
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Corollary 3.67. Let g : [a, y] → R be a mapping such that g(n) is absolutely
continuous on [a, y]. Then for all x ∈ [a, y]

∣∣∣∣∣g (y)− g (a)−
n∑

k=1

1
k!

{[
(β (x)− x)k + (−1)k−1 (x− α (x))k

]
g(k) (x)(3.243)

+
[
(α (x)− a)k

g(k) (a) + (−1)k−1 (y − β (x))k
g(k) (y)

]}∣∣∣∣

≤



‖g(n+1)‖∞
n! Q̃n (1, x) , g(n+1) ∈ L∞ [a, b] ,

‖g(n+1)‖
p

n!

[
Q̃n (q, x)

] 1
q

, g(n+1) ∈ Lp [a, b]
with p > 1, 1

p + 1
q = 1,

‖g(n+1)‖1
n! M̃n (x) , g(n+1) ∈ L1 [a, b] ,

where

Q̃n (q, x) =
1

nq + 1

[
(α (x)− a)nq+1 + (x− α (x))nq+1

+(β (x)− a)nq+1 + (y − β (x))nq+1
]
,

M̃ (x) =
1
2

{
y − a

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ y

2

∣∣∣∣
+
∣∣∣∣x− a+ y

2
+
∣∣∣∣α (x)− a+ x

2

∣∣∣∣+ ∣∣∣∣β (x)− x+ y

2

∣∣∣∣∣∣∣∣} .

Proof. The proof follows from Theorem 3.62 on taking f (·) ≡ g′ (·) and b = y
so that β (x) ∈ (x, y]. Alternatively, starting from (3.217) and (3.218) and, following
the proof of Theorem 3.62 with b replaced by y and f (·) replaced by g′ (·) readily
produces the results shown and the corollary is thus proven.

Remark 3.76. Similar corollaries to 3.63, 3.64, 3.74 and 3.75 could be determined
from the Taylor-like inequalities given in Corollary 3.66. This would simply be done
by taking specific forms of α (·), β (·) or values of x as appropriate.

Remark 3.77. If in particular we take α (x) = a and β (x) = y in (3.243) then for
any x ∈ [a, y]

∣∣∣∣∣g (y)− g (a)−
n∑

k=1

1
k!

[
(y − x)k + (−1)k−1 (x− a)k

]
g(k) (x)

∣∣∣∣∣(3.244)

≤ en (x, y)
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(3.245)

:=



‖g(n+1)‖∞
(n+1)!

[
(x− a)n+1 + (y − x)n+1

]
, g(n+1) ∈ L∞ [a, y] ,

‖g(n+1)‖
p

n!(nq+1)
1
q

[
(x− a)nq+1 + (y − x)nq+1

] 1
q

, g(n+1) ∈ Lp [a, y]

with p > 1, 1
p + 1

q = 1,
‖g(n+1)‖1

n!

[
y−a

2 +
∣∣x− a+y

2

∣∣]n , g(n+1) ∈ L1 [a, y] .

Merkle [42] effectively obtains the first bound in (3.244).

It is well known (see for example, Dragomir [16]) that the classical Taylor expansion
around a point satisfies the inequality∣∣∣∣∣g (y)−

n∑
k=1

(y − a)k

k!
g(k) (a)

∣∣∣∣∣(3.246)

≤
∣∣∣∣ 1
n!

∫ y

a

(y − u)n
g(n+1) (u) du

∣∣∣∣ := En (y) ,

where

(3.247) En (y) ≤



(y−a)n+1

(n+1)!

∥∥g(n+1)
∥∥
∞ , g(n+1) ∈ L∞ [a, y] ,

(y−a)
n+ 1

q

n!(nq+1)
1
q

∥∥g(n+1)
∥∥

p
, g(n+1) ∈ Lp [a, y]

with p > 1, 1
p + 1

q = 1,
(y−a)n

n!

∥∥g(n+1)
∥∥

1
, g(n+1) ∈ L1 [a, y] ,

for y ≥ a and y ∈ I ⊂ R.

Now, it may readily be noticed that if x = a in (3.244), then the classical result as
given by (3.246) is regained. As discussed in Remark 3.72 the bounds are convex
so that a coarse bound is obtained at the end points and the best at the midpoint.
Thus, taking x = a+y

2 gives∣∣∣∣∣∣g (y)− g (a)−
n∑

k=1

[
1 + (−1)k−1

]
k!

2−k (y − a)k
g(k)

(
a+ y

2

)∣∣∣∣∣∣(3.248)

≤ en

(
a+ y

2
, y

)

=



‖g(n+1)‖∞
(n+1)! 2−n (y − a)n+1

, g(n+1) ∈ L∞ [a, y] ,

‖g(n+1)‖
p

n!(nq+1)
1
q
2−n (y − a)n+ 1

q , g(n+1) ∈ Lp [a, y]

with p > 1, 1
p + 1

q = 1,
‖g(n+1)‖1

n! 2−n (y − a)n
, g(n+1) ∈ L1 [a, y] .
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The above inequalities (3.248) show that for g ∈ C∞ [a, b] the series

g (a) +
∞∑

k=1

[
1 + (−1)k−1

]
k!2k

(y − a)k
g(k)

(
a+ y

2

)
converges more rapidly to g (y) than the usual one

∞∑
k=0

(y − a)k

k!
g(k) (a) ,

which comes from Taylor’s expansion (3.246). It should further be noted that
(3.247) only involves the odd derivatives of g (·) evaluated at the midpoint of the
interval under consideration.

Remark 3.78. If α (x) = β (x) = x in (3.243), then for any x ∈ [a, y]∣∣∣∣∣g (y)− g (a)−
n∑

k=1

1
k!

[
(x− a)k

g(k) (a) + (−1)k−1 (y − x)k
g(k) (y)

]∣∣∣∣∣(3.249)

≤ en (x, y) ,

where en (x, y) is as defined by (3.244). See Cerone et al. [12] for related results.

3.3.4. Perturbed Rules Through Grüss Type Inequalities. In 1935, G.
Grüss (see for example [44]), proved the following integral inequality which gives
an approximation for the integral of a product in terms of the product of integrals.

Theorem 3.68. Let h, g : [a, b] → R be two integrable mappings so that φ ≤ h (x) ≤
Φ (x) and γ ≤ g (x) ≤ Γ for all x ∈ [a, b], where φ,Φ, γ,Γ are real numbers. Then
we have

(3.250) |T (h, g)| ≤ 1
4

(Φ− φ) (Γ− γ) ,

where

(3.251) T (h, g) =
1

b− a

∫ b

a

h (x) g (x) dx− 1
b− a

∫ b

a

h (x) dx · 1
b− a

∫ b

a

g (x) dx

and the inequality is sharp, in the sense that the constant 1
4 cannot be replaced by

a smaller one.

For a simple proof of this fact as well as for extensions, generalisations, discrete
variants and other associated material, see [44], and the papers [7], [13], [15], [22]
and [35] where further references are given.

A premature Grüss inequality is embodied in the following theorem which was
proved in the paper [41]. It provides a sharper bound than the above Grüss in-
equality. The term premature is used to denote the fact that the result is obtained
from not completing the proof of the Grüss inequality if one of the functions is
known explicitly. See also [5] for further details.

Theorem 3.69. Let h, g be integrable functions defined on [a, b] and let d ≤ g (t) ≤
D. Then

(3.252) |T (h, g)| ≤ D − d

2
[T (h, h)]

1
2 ,
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where T (h, g) is as defined in (3.251).

The above Theorem 3.69 will now be used to provide a perturbed generalised three
point rule.

3.3.5. Perturbed Rules From Premature Inequalities. We start with
the following result.

Theorem 3.70. Let f : [a, b] → R be such that the derivative f (n−1), n ≥ 1 is
absolutely continuous on [a, b]. Assume that there exist constants γ,Γ ∈ R such
that γ ≤ f (n) (t) ≤ Γ a.e. on [a, b]. Then the following inequality holds

|ρn (x)| : =

∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

k=1

1
k!

[
Rk (x) f (k−1) (x) + Sk (x)

]
(3.253)

− (−1)n θn (x)
n+ 1

· f
(n−1) (b)− f (n−1) (a)

b− a

∣∣∣∣
≤ Γ− γ

2
· 1
n!
I (x, n)

≤ Γ− γ√
2
· n

(n+ 1)!
· (b− a)n+1

√
2n+ 1

,

where

I (x, n) =
1

(n+ 1)
√

2n+ 1

{
n2 (b− a) Q̂n (2, x)(3.254)

+ (2n+ 1)
4∑

i=1
j>i

zizj [zn
i − (−zj)

n]2
}

Z = {α (x)− a, x− α (x) , β (x)− x, b− β (x)} , zi ∈ Z, i = 1, ..., 4,

Q̂n (·, x) = (2n+ 1)Qn (·, x) with Qn (·, x) being as defined in (3.220),

θn (x) = (−1)n
zn+1
1 + zn+1

2 + (−1)n
zn+1
3 + zn+1

4 ,

and Rk (x), Sk (x) are as given by (3.205).

Proof. Applying the premature Grüss result (3.252) by associating f (n) (t)
with g (t) and h (t) with Kn (x, t), from (3.204) gives∣∣∣∣∣(−1)n

∫ b

a

Kn (x, t) f (n) (t) dt(3.255)

−

(
(−1)n

∫ b

a

Kn (x, t) dt

)
f (n−1) (b)− f (n−1) (a)

b− a

∣∣∣∣∣
≤ (b− a)

Γ− γ

2
[T (Kn,Kn)]

1
2 ,

where from (3.251)

T (Kn,Kn) =
1

b− a

∫ b

a

K2
n (x, t) dt−

(
1

b− a

∫ b

a

Kn (x, t) dt

)2

.
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Now, from (3.204),

1
b− a

∫ b

a

Kn (x, t) dt(3.256)

=
1

b− a

[∫ x

a

(t− α (x))n

n!
dt+

∫ b

x

(t− β (x))n

n!
dt

]

=
1

(b− a) (n+ 1)!

[
(x− α (x))n+1 + (−1)n (α (x)− a)n+1

(b− β (x))n+1 + (−1)n (β (x)− x)n+1

]
: =

1
(b− a) (n+ 1)!

θn (x)

and

1
b− a

∫ b

a

K2
n (x, t) dt(3.257)

=
1

(b− a) (n!)2

[∫ x

a

(t− α (x))2n
dt+

∫ b

x

(t− β (x))2n
dt

]

=
1

(b− a) (n!)2 (2n+ 1)

[
(x− α (x))2n+1 + (α (x)− a)2n+1

(b− β (x))2n+1 + (β (x)− x)2n+1

]
=

1
(b− a) (n!)2 (2n+ 1)

Q̂n (2, x)

on using (3.220).

Hence, substitution of (3.256) and (3.257) into (3.255) gives∣∣∣∣∣
∫ b

a

Kn (x, t) f (n) (t) dt− (−1)n θn (x)
(n+ 1)!

· f
(n−1) (b)− f (n−1) (a)

b− a

∣∣∣∣∣(3.258)

≤ Γ− γ

2
· 1
n!
J (x, n) ,

where

(2n+ 1) (n+ 1)2 J2 (x, n)(3.259)

= (n+ 1)2 (b− a) Q̂n (2, x)− (2n+ 1) θ2n (x) .

Now, let

(3.260) A = α (x)− a, X = x− α (x) , Y = β (x)− x and B = b− β (x) ,

then (3.256) and (3.257) imply that

Q̂n (2, x) = A2n+1 +X2n+1 + Y 2n+1 +B2n+1

and
θn (x) = (−1)n

An+1 +Xn+1 + (−1)n
Y n+1 +Bn+1.
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Hence, from (3.259) and using the fact that b− a = A+X + Y +B,

(n+ 1)2 (b− a) Q̂n (2, x)− (2n+ 1) θ2n (x)(3.261)

= n2Q̂n (2, x) + (2n+ 1)
[
(A+X + Y +B)Qn (2, x)− θ2n (x)

]
= n2Q̂n (2, x) + (2n+ 1)

4∑
i=1
j>i

zizj [zn
i − (−zj)

n]2

after some straight forward algebra, where Z = {A,X, Y,B} , zi ∈ Z, i = 1, ..., 4.

Substitution of (3.261) into (3.259) gives I (x, n) = J(x,n)

(n+1)
√

2n+1
as presented by

(3.254). Utilising identity (3.203) in (3.255) gives (3.253) and the first part of the
theorem is proved.

The upper bound is obtained by taking α (·), β (·), x at their end points since
I (x, n) is convex and symmetric. The second term for I (x, n) is then zero and
Q̂n (2, x) < 2 (b− a)2n+1 and hence after some simplification, the theorem is com-
pletely proven.

Corollary 3.71. Let the conditions of Theorem 3.68 hold. Then the following
result is valid,∣∣∣∣∣

∫ b

a

f (t) dt−
n∑

k=1

2−k

k!

[
rk (x) f (k−1) (x) + sk (x)

]
(3.262)

−2−n [1 + (−1)n] (An +Bn) · f
(n−1) (b)− f (n−1) (a)

b− a

∣∣∣∣
≤ Γ− γ

2
· 2−2(n+1)

n!

{[
4n2 +

(
1 + (−1)n−1

)
(2n+ 1)

] [
A2(n+1) +B2(n+1)

]
+
[
4n2 + 2 (2n+ 1)

]
AB

(
A2n +B2n

)
+ 4 (2n+ 1) (−1)n−1 (A−B)n+1

}
,

where rm (x) and sm (x) are as given by (3.236) and A = x− a, B = b− x.

Proof. Let α (x) = a+x
2 and β (x) = x+b

2 in (3.253), readily giving the left
hand side of (3.262). Now, for the right hand side. Taking A = x − a, B = b − x,
we have

Q̂n (2, x) = 2−2n
[
A2n+1 +B2n+1

]
and

4∑
i=1
j>i

zizj [zn
i − (−zj)

n]2 = 2−2(n+1)
[
A2(n+1) +B2(n+1)

] (
1 + (−1)n−1

)

+2AB
(
An + (−1)n−1

Bn
)2
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so that from (3.254) and using the fact that b− a = A+B,

(n+ 1)
√

2n+ 1I (x, n)(3.263)

= 2−2(n+1)

{
4n2 (A+B)

[
A2n+1 +B2n+1

]
+(2n+ 1)

[(
A2(n+1) +B2(n+1)

)(
1 + (−1)n−1

)
+2AB

(
An + (−1)n−1

Bn
)2
]}

= 2−2(n+1)
{[

4n2 +
(
1 + (−1)n−1

)
(2n+ 1)

] [
A2(n+1) +B2(n+1)

]
+
[
4n2 + 2 (2n+ 1)

]
AB

(
A2n +B2n

)
+ 4 (2n+ 1) (−1)n−1 (AB)n+1

}
.

A simple substitution in (3.253) of (3.263) completes the proof.

Corollary 3.72. Let the conditions of Theorem 3.68 and Corollary 3.71 hold.
Then the following inequality results,∣∣∣∣∣

∫ b

a

f (t) dt−
n∑

k=1

2−k

k!

[
rk

(
a+ b

2

)
f (k−1)

(
a+ b

2

)
+ sk

(
a+ b

2

)]
(3.264)

−2 · 4−n (1 + (−1)n)
[
f (n−1) (b)− f (n−1) (a)

] ∣∣∣∣
≤ Γ− γ

n!

(
b− a

4

)2(n+1) [
8n2 + 3 (2n+ 1)

(
1 + (−1)n−1

)]
,

where rm
(

a+b
2

)
and sm

(
a+b
2

)
are as given in (3.239).

Proof. The proof follows directly from (3.262) with x = a+b
2 so that A = B =

b−a
2 , giving for the braces on the right hand side

2
(
b− a

4

)2(n+1) [
8n2 + 3 (2n+ 1)

(
1 + (−1)n−1

)]
.

Some straight forward simplification produces the result (3.264).

Remark 3.79. It may be noticed (See also Remark 3.75) that only even order
degrees are involved, in (3.264), at the midpoint while this is only the case at the
endpoints if the further restriction f (k−1) (a) = f (k−1) (b) is imposed. Further, if n
is odd, then there is no perturbation arising from the Grüss type result (3.264).

Theorem 3.73. Let the conditions of Theorem 3.68 be satisfied. Further, suppose
that f (n) is absolutely continuous and is such that∥∥∥f (n+1)

∥∥∥
∞

:= ess sup
t∈[a,b]

∣∣∣f (n+1) (t)
∣∣∣ <∞.

Then

(3.265) |ρn (x)| ≤ b− a√
12

∥∥∥f (n+1)
∥∥∥
∞
· 1
n!
I (x, n) ,

where ρn (x) is the perturbed interior point rule given by the left hand side of (3.253)
and I (x, n) is as given by (3.254).
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Proof. Let h, g : [a, b] → R be absolutely continuous and h′, g′ be bounded.
Then Chebychev’s inequality holds (see [47, p. 207])

|T (h, g)| ≤ (b− a)2√
12

sup
t∈[a,b]

|h′ (t)| · sup
t∈[a,b]

|g′ (t)| .

Matić, Pečarić and Ujević [41] using a premature Grüss type argument proved that

(3.266) |T (h, g)| ≤ (b− a)√
12

sup
t∈[a,b]

|g′ (t)|
√
T (h, h).

Thus, associating f (n) (·) with g (·) and K (x, ·) , from (3.204), with h (·) in (3.266)
produces (3.265) where I (x, n) is as given by (3.254).

Theorem 3.74. Let the conditions of Theorem 3.68 be satisfied. Further, suppose
that f (n) is locally absolutely continuous on (a, b) and let f (n+1) ∈ L2 (a, b). Then

(3.267) |ρn (x)| ≤ b− a

π

∥∥∥f (n+1)
∥∥∥

2
· 1
n!
I (x, n) ,

where ρn (x) is the perturbed generalised interior point rule given by the left hand
side of (3.253) and I (x, n) is as given in (3.254).

Proof. The following result was obtained by Lupaş (see [47, p. 210]). For
h, g : (a, b) → R locally absolutely continuous on (a, b) and h′, g′ ∈ L2 (a, b), then

|T (h, g)| ≤ (b− a)2

π2
‖h′‖2 ‖g

′‖2 ,

where

‖k‖2 :=

(
1

b− a

∫ b

a

|k (t)|2
) 1

2

for k ∈ L2 (a, b) .

Matić, Pečarić and Ujević [41] further show that

(3.268) |T (h, g)| ≤ b− a

π
‖g′‖2

√
T (h, h).

Now, associating f (n) (·) with g (·) and K (x, ·), from (3.204) with h (·) in (3.268)
gives (3.267) where I (x, n) is as found in (3.254).

Remark 3.80. Results (3.265) and (3.267) are not readily comparable to that
obtained in Theorem 3.68 since the bound now involves the behaviour of f (n+1) (·)
rather than f (n) (·).

Remark 3.81. Premature results presented in this subsection may also be obtained,
producing bounds for generalized Taylor-like series expansion by taking f ≡ g′ and
b = y. See also Matić et al. [41] for related results.
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3.3.6. Applications in Numerical Integration. Any of the inequalities in
Subsections 3.3.3 and 3.3.4 may be utilised for numerical implementation. Here we
illustrate the procedure by giving details for the implementation of Corollary 3.64.

Consider the partition Im : a = x0 < x1 < ... < xm−1 < xm = b of the interval
[a, b] and let the intermediate points ξ =

(
ξ0, ..., ξm−1

)
where ξj ∈ [xj , xj+1] for

j = 0, 1, ...,m− 1. Define the formula for γ ∈ [0, 1],

Am,n (f, Im, ξ) =
m−1∑
j=0

n∑
k=1

(−1)k

k!

{
(1− γ)k

rk
(
ξj

)
f (k−1)

(
ξj

)
(3.269)

+γk
[
Ak

j f
(k−1) (xj) + (−1)k−1

Bk
j f

(k−1) (xj+1)
]}

,

where

(3.270)


rk
(
ξj

)
= Bk

j + (−1)k−1
Ak

j

Aj = ξj − xj , Bj = xj+1 − ξj ,

and hj = Aj +Bj = xj+1 − xj for j = 0, 1, ...,m− 1.

The following theorem holds involving (3.269).

Theorem 3.75. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b] and Im be a partition of [a, b] as described above. Then the
following quadrature rule holds. Namely,

(3.271)
∫ b

a

f (x) dx = Am,n (f, Im, ξ) +Rm,n (f, Im, ξ) ,

where Am,n is as defined by (3.269)-(3.270) and the remainder Rm,n (f, Im, ξ) sat-
isfies the estimation

|Rm,n (f, Im, ξ)|(3.272)

≤



‖f(n)‖∞
(n+1)! H1 (γ)

m−1∑
j=0

(
An+1

j +Bn+1
j

)
, for f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!
Hq(γ)

(nq+1)
1
q

[
m−1∑
j=0

(
Anq+1

j +Bnq+1
j

)] 1
q

, for f (n) ∈ Lp [a, b] ,

p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n!

(
1
2 +

∣∣γ − 1
2

∣∣)n×[
ν(h)

2 + max
j=0,...,m−1

∣∣∣ξj −
xj+xj+1

2

∣∣∣]n

, for f (n) ∈ L1 [a, b] ,

where Hq (γ) is given by (3.236), ν (h) = max {hj |j = 0, ...,m− 1} , and the rest
of the terms are as given in (3.270).
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Proof. Apply Corollary 3.64 on the interval [xj , xj+1] to give∣∣∣∣∣
∫ xj+1

xj

f (t) dt−
n∑

k=1

(−1)k

k!

{
(1− γ)k

rk
(
ξj

)
f (k−1)

(
ξj

)
(3.273)

+γk
[
Ak

j f
(k−1) (xj) + (−1)k−1

Bk
j f

(k−1) (xj+1)
]}∣∣∣∣

≤



H1(γ)
(n+1)! sup

t∈[xj ,xj+1]

∣∣f (n) (t)
∣∣ (An+1

j +Bn+1
j

)
,

Hq(γ)
n!

[∫ xj+1

xj

∣∣f (n) (u)
∣∣p du] 1

p

(
Anq+1
j +Bnq+1

j

nq+1

) 1
q

,

( 1
2+|γ− 1

2 |)n
n!

[∫ xj+1

xj

∣∣f (n) (u)
∣∣ du] (hj

2 +
∣∣∣ξj −

xj+xj+1
2

∣∣∣)n

,

where the parameters are as defined in (3.270) and Hq (γ) is as given in (3.236).
Summing over j from 0 to m− 1 and using the generalised triangle inequality gives

|Rm,n (f, Im, ξ)|(3.274)

≤



H1(γ)
(n+1)!

m−1∑
j=0

sup
t∈[xj ,xj+1]

∣∣f (n) (t)
∣∣ (An+1

j +Bn+1
j

)
,

Hq(γ)
n!

m−1∑
j=0

(∫ xj+1

xj

∣∣f (n) (u)
∣∣p du) 1

p

(
Anq+1
j +Bnq+1

j

nq+1

) 1
q

,

( 1
2+|γ− 1

2 |)n
n!

m−1∑
j=0

(∫ xj+1

xj

∣∣f (n) (u)
∣∣ du)(hj

2 +
∣∣∣ξj −

xj+xj+1
2

∣∣∣)n

.

Now, since sup
t∈[xj ,xj+1]

∣∣f (n) (t)
∣∣ ≤ ∥∥f (n)

∥∥
∞, the first inequality in (3.272) readily

follows.

Further, using the discrete Hölder inequality, we have

m−1∑
j=0

(∫ xj+1

xj

∣∣∣f (n) (u)
∣∣∣p du) 1

p
(
Anq+1

j +Bnq+1
j

nq + 1

) 1
q

≤
(

1
nq + 1

) 1
q

m−1∑
j=0

(∫ xj+1

xj

∣∣∣f (n) (u)
∣∣∣p du) 1

p

p
1
p

×

m−1∑
j=0

[(
Anq+1

j +Bnq+1
j

) 1
q

]q
 1
q

=

∥∥f (n)
∥∥

p

(nq + 1)
1
q

m−1∑
j=0

(
Anq+1

j +Bnq+1
j

) 1
q
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and thus the second inequality in (3.272) is proven.

Finally, let us observe from (3.273) that

m−1∑
j=0

(∫ xj+1

xj

∣∣∣f (n) (u)
∣∣∣ du)(hj

2
+
∣∣∣∣ξj −

xj + xj+1

2

∣∣∣∣)n

≤ max
j=0,...,m−1

(
hj

2
+
∣∣∣∣ξj −

xj + xj+1

2

∣∣∣∣)n m−1∑
j=0

∫ xj+1

xj

∣∣∣f (n) (u)
∣∣∣ du

≤
(
ν (h)

2
+ max

j=0,...,m−1

∣∣∣∣ξj −
xj + xj+1

2

∣∣∣∣)n ∥∥∥f (n)
∥∥∥

1
.

Hence, the theorem is completely proved.

Remark 3.82. Following the discussion in Remark 3.72, coarser upper bounds to
those in (3.272) are obtained by taking ξj at either extremity of its interval, giving

∥∥f (n)
∥∥
∞

(n+ 1)!
H1 (γ)

m−1∑
j=0

hn+1
j ,

∥∥f (n)
∥∥

p

n!
Hq (γ)

(nq + 1)
1
q

m−1∑
j=0

hnq+1
j

 1
q

,

∥∥f (n)
∥∥

1

n!
νn (h)

for f (n) belonging to the obvious Lp [a, b], 1 ≤ p ≤ ∞. These are uniform bounds
relative to the intermediate points ξ.

Corollary 3.76. Let the conditions of Theorem 3.75 hold. Then we have

∫ b

a

f (x) dx = Am,n (f, Im) +Rm,n (f, Im) ,

where

Am,n (f, Im) =
m−1∑
j=0

n∑
k=1

(−1)k

k!

{
(1− γ)k

rk (δj) f (k−1) (δj)

+γkhk
j

[
f (k−1) (xj) + (−1)k−1

f (k−1) (xj+1)
]}

,

with

δj =
xj + xj+1

2
and rk (δj) =

hk
j

2

(
1 + (−1)k−1

)
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and the remainder Rm,n (f, Im) satisfies the inequality

|Rm,n (f, Im)|

≤



‖f(n)‖∞
(n+1)! 2

m−1∑
j=0

(
hj
2

)k

, for f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!
Hq(γ)

(nq+1)
1
q

[
m−1∑
j=0

2
(

hj
2

)nq+1
] 1
q

, for f (n) ∈ Lp [a, b]

p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n!

(
1
2 +

∣∣γ − 1
2

∣∣)n (ν(h)
2

)n

, for f (n) ∈ L1 [a, b] .

Proof. The proof is trivial from Theorem 3.75. Taking ξj = xj+xj+1
2 gives

Aj = Bj = hj
2 and the results stated follow.

3.3.7. Concluding Remarks. Taking γ = 0 in Corollary 3.60 gives a gen-
eralised Ostrowski type identity which has bounds given by Corollary 3.64 with
γ = 0, reproducing the results of Cerone and Dragomir [3]. This gives a coarse
upper bound as discussed in Remark 3.72 since the bound is convex and symmetric
in both γ and x. Let the identity be denoted by Mn (x) which is produced from
taking a Peano kernel of

(3.275) kM (x, t) =


(t−a)n

n! , t ∈ [a, x]

(t−b)n

n! , t ∈ (x, b].

Further, taking γ = 1 in Corollary 3.60 gives a generalised Trapezoidal type identity
with bounds given by Corollary 3.64 with γ = 1 reproducing the results of Cerone
and Dragomir [6]. This choice of γ again gives the coarsest bound as discussed in
Remark 3.72. Let the resulting identity be denoted by Tn (x), which results from
taking a Peano kernel of

(3.276) kT (x, t) =
(x− t)n

n!
.

It was shown in Cerone and Dragomir [3] that ‖kM (x, t)‖q = ‖kT (x, t)‖q. Let

IL (x) = λMn (x) + (1− λ)Tn (x)

which is obtained from the kernel

k (x, t) = λkM (x, t) + (1− λ) kT (x, t)

where kM (x, t) and kT (x, t) are given by (3.275) and (3.276) respectively. The best
one can do for q > 1, q 6= 2 with such a kernel when determining bounds is to use
the triangle inequality and so

‖k (x, t)‖q ≤ λ ‖kM (x, t)‖q + (1− λ) ‖kT (x, t)‖q(3.277)

= ‖kM (x, t)‖q = ‖kT (x, t)‖q .
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The results thus obtained would be given by, for f (n) ∈ Lp [a, b], p ≥ 1,∣∣∣∣∣
∫ b

a

f (t) dt− λ
n∑

k=1

(−1)k
rk (x) f (k−1) (x)− (1− λ)

n∑
k=1

(−1)k
sk (x)

∣∣∣∣∣

≤



‖f(n)‖∞
(n+1)! G1 (x) , for f (n) ∈ L∞ [a, b] ,

‖f(n)‖
p

n!(nq+1)
1
q
Gq (x) , for f (n) ∈ Lp [a, b] ,

p > 1, 1
p + 1

q = 1,
‖f(n)‖1

n!

[
b−a
2 +

∣∣x− a+b
2

∣∣] , for f (n) ∈ L1 [a, b] ,

where rk (x), sk (x), Gq (x) are given by (3.236) and it should be noted that the
bound is independent of λ. This result would be no more difficult to implement
than (3.235) in Corollary 3.64, with the best bounds resulting from γ = 1

2 . For
q = 1, 2 or infinity, ‖k (x, t)‖q may be evaluated explicitly without using the triangle
inequality at which stage comparison with the results of Corollary 3.64 would be
less conclusive. This will not be discussed further here.

In the application of the current work to quadrature, if we wished to approximate
the integral

∫ b

a
f (x) dx using a rule Q (f, Im) with bound E (m), where Im is a

uniform partition for example, with an accuracy of ε > 0, then we require mε ∈ N
where

mε ≥
[
E−1 (ε)

]
+ 1,

with [w] denoting the integer part of w ∈ R.

The approach thus described enables the user to predetermine the partition re-
quired to assure the result to be within a certain error tolerance. This approach
is somewhat different from that commonly used of systematic mesh refinement fol-
lowed by a comparison of successive approximations which forms the basis of a
stopping rule. See [1], [37] and [39] for a comprehensive treatment of traditional
methods.

Acknowledgement 1. The authors would like to thank John Roumeliotis for his
comments and his help in the drawing of Figure 3.1 and Josip Pečarić for an idea
that led to the premature Grüss result of Subsection 3.2.3.
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CHAPTER 4

Product Branches of Peano Kernels and
Numerical Integration

by

P. CERONE

Abstract Product branches of Peano kernels are used to obtain results suitable
for numerical integration. In particular, identities and inequalities are obtained
involving evaluations at an interior and at the end points. It is shown how previous
work and rules in numerical integration are recaptured as particular instances
of the current development. Explicit a priori bounds are provided allowing the
determination of the partition required for achieving a prescribed error tolerance.
In the main, Ostrowski-Grüss type inequalities are used to obtain bounds on the
rules in terms of a variety of norms.

4.1. Introduction

Recently, Cerone and Dragomir [7] obtained the following identity involving n−time
differentiable functions with evaluation at an interior point and at the end points.

For f : [a, b] → R a mapping such that f (n−1) is absolutely continuous on [a, b] with
α : [a, b] → R, β : [a, b] → R, α (x) ≤ x and β (x) ≥ x, then for all x ∈ [a, b] the
following identity holds

(−1)n
∫ b

a

K̃n (x, t) f (n) (t) dt(4.1)

=
∫ b

a

f (t) dt−
n∑

k=1

1
k!

[
Rk (x) f (k−1) (x) + Sk (x)

]
,

where the kernel K̃n : [a, b]2 → R is given by

(4.2) K̃n (x, t) :=


(t−α(x))n

n! , t ∈ [a, x]

(t−β(x))n

n! , t ∈ (x, b],

215
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(4.3)

 Rk (x) = (β (x)− x)k + (−1)k−1 (x− α (x))k

and
Sk (x) = (α (x)− a)k

f (k−1) (a) + (−1)k−1 (b− β (x))k
f (k−1) (b)

.

They obtained inequalities for f (n) ∈ Lp [a, b], p ≥ 1. In an earlier paper [6]
the same authors treated the case n = 1 but also examined the results eminating
from the Riemann-Stieltjes integral

∫ b

a
K1 (x, t) df (t) and obtained bounds for f

being of bounded variation, Lipschitzian or monotonic. Applications to numerical
quadrature were investigated covering rules of Newton-Cotes type containing the
evaluation of the function at three possible points: the interior and extremities. The
development included the midpoint, trapezoidal and Simpson type rules. However,
unlike the classical rules, the results were not as restrictive in that the bounds were
derived in terms of the behaviour of at most the first derivative and the Peano
kernel K1 (x, t). Perturbed rules were also obtained using Grüss type inequalities.

In 1938, Ostrowski (see for example [16, p. 468]) proved the following integral
inequality:

Let f : I ⊆ R → R be a differentiable mapping on I̊ (̊I is the interior of I), and
let a, b ∈̊I with a < b. If f ′ : (a, b) → R is bounded on (a, b), i.e., ‖f ′‖∞ :=
sup

t∈(a,b)

|f ′ (t)| <∞, then we have the inequality:

(4.4)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)2
(b− a)2

]
(b− a) ‖f ′‖∞

for all x ∈ [a, b].

The constant 1
4 is sharp in the sense that it cannot be replaced by a smaller one.

For applications of Ostrowski’s inequality and its companions to some special means
and some numerical quadrature rules, we refer the reader to the recent paper [13]
by S.S. Dragomir and S. Wang.

Fink [14] used the integral remainder from a Taylor series expansion to show that
for f (n−1) absolutely continuous on [a, b], then the identity

(4.5)
∫ b

a

f (t) dt =
1
n

(
(b− a) f (x) +

n−1∑
k=1

Fk (x)

)
+
∫ b

a

KF (x, t) f (n) (t) dt

is shown to hold where

(4.6) KF (x, t) =
(x− t)n−1

(n− 1)!
· p (x, t)

n

with p (x, t) being given by

p (x, t) =

 t− a, t ∈ [a, x]

t− b, t ∈ (x, b].
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and

Fk (x) =
n− k

k!

[
(x− a)k

f (k−1) (a) + (−1)k−1 (b− x)k
f (k−1) (b)

]
.

Fink then proceeds to obtain a variety of bounds from (4.5), (4.6) for f (n) ∈ Lp [a, b].
It may be noticed that (4.5) is again an identity that involves function evaluations
at three points to approximate the integral from the resulting inequalities. See
Mitrinović, Pečarić and Fink [16, Chapter XV] for further related results.

In the current article a split Peano kernel is utilised in which the branches are
products of two Appell-like polynomials, unlike Pearce et al. [17] who assumed
that each of the branches themselves were Appell-like polynomials. We shall focus,
in this chapter, on the Peano kernel with only two branches giving rise to rules
involving evaluation at three points. Thus, the branches of the Peano kernel are
of product form. The general result then allows for great flexibility in deriving
integration rules which involve evaluation at an interior point and two end points.
Bounds are obtained in terms of the Lp [a, b] norms and thus allowing, in advance,
for the determination of a partition required to achieve a given error tolerance.
Simpson type formulae are obtained in Section 4.3 and perturbed rules using Grüss
type inequalities involving the Chebychev functional are investigated in Section 4.4.

More perturbed results are obtained in Section 4.5 where the idea of bounds in
terms of ∆−seminorms is utilised. These can in turn be bounded in terms of
Lebesgue norms by assuming stronger conditions on the function and/or the Peano
kernel. It should be noted that Pearce et al. [17] call the Appell-like polynomials
by the term harmonic polynomials.

4.2. Fundamental Results

The following lemma is paramount to the development of the subsequent work (see
also Cerone [3]).

Lemma 4.1. Let rk, sk, uk, vk ∈ H for k ∈ N be sequences of polynomials which
are such that wk ∈ H if

(4.7) w′k (t) = wk−1 (t) , w0 (t) = 1, t ∈ R.

Further, define Kn (x, t), pn (t) and qn (t) by

(4.8) Kn (x, t) =

 pn (t) = rn−m (t) sm (t) , t ∈ [a, x]

qn (t) = un−m (t) vm (t) , t ∈ (x, b].

Then for f : [a, b] → R and f (n−1) absolutely continuous on [a, b], the identity

(−1)n
∫ b

a

Kn (x, t) f (n) (t) dt(4.9)

=
( n
m

)∫ b

a

f (t) dt+
n−1∑
k=0

(−1)k
{[
p(k)

n (x)− q(k)
n (x)

]
f (n−1−k) (x)

+q(k)
n (b) f (n−1−k) (b)− p(k)

n (a) f (n−1−k) (a)
}
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holds, where

(4.10)


p
(k)
n (·) =

U∑
j=L

(
k
j

)
rn−m−j (·) sm−k+j (·) ,

q
(k)
n (·) =

U∑
j=L

(
k
j

)
un−m−j (·) vm−k+j (·)

with

(4.11) U = min {k, n−m} , L = max {0, k −m} .

Proof. Let

(4.12) Jn (a, x, b) =
∫ b

a

Kn (x, t) f (n) (t) dt.

Then integration by parts from utilising (4.8) gives

(4.13) Jn (a, x, x) =
n−1∑
k=0

(−1)n+k
p(k)

n (t) f (n−1−k) (t)
∣∣∣∣x
a

+(−1)n
∫ x

a

p(n)
n (t) f (t) dt.

Now, using the Leibniz rule for differentiation of a product gives from (4.8)

p(k)
n (t) =

k∑
j=0

(
k

j

)
djrn−m (t)

dtj
dk−jsm (t)
dtk−j

.

It should be noted from (4.7) that

(4.14) w
(j)
k (t) =

 wk−j (t) , j ≤ k

0, j > k

and so from (4.13), since rn−m (t) and sm (t) are polynomials satisfying (4.7) and
using (4.14) gives

(4.15) p(k)
n (t) =

min{k,n−m}∑
j=max{0,k−m}

(
k

j

)
rn−m−j (t) sm−k+j (t) .

Similarly, from (4.12)

Jn (x, x, b) =
n−1∑
k=0

(−1)n+k
q(k)
n (t) f (n−1−k) (t)

∣∣∣∣b
x

(4.16)

+ (−1)n
∫ b

x

q(n)
n (t) f (t) dt,

where

(4.17) q(k)
n (t) =

min{k,n−m}∑
j=max{0,k−m}

(
k

j

)
un−m−j (t) vm−k+j (t) .

Further, from (4.15) and (4.17) we deduce that j = n−m since the subscripts of u
and v are nonnegative and thus

(4.18) p(n)
n (t) = q(n)

n (t) =
(

n

n−m

)
=
( n
m

)
.
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Combining (4.12), (4.13) and (4.16) on using (4.18) readily produces the identity
(4.9) where (4.10) is obtained from (4.15) and (4.17).

Remark 4.1. If we allow wk ∈ P provided

(4.19) w′k (t) = ξkwk−1 (t) , w0 (t) = 1, t ∈ R,

then an appropriately modified Lemma 4.1 would still hold.
When ξk = k, then such functions satisfying (4.19) were defined by Appell in
1880, [1] and are now known as Appell polynomials (see, for example, [10] for an
extensive treatment of related results). For ξk ≡ 1, that is satisfying (4.7), Pearce
et al. [17] call them harmonic polynomials. Polynomials satisfying (4.19) will be
termed Appell-like polynomials.

Theorem 4.2. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b]. The following inequalities hold for f (n) ∈ Lp [a, b], p ≥ 1 and
for all x ∈ [a, b],

|τn (x)| :=

∣∣∣∣∣( nm)
∫ b

a

f (t) dt−
n−1∑
k=0

(−1)k+1
{[
p(k)

n (x)(4.20)

− q(k)
n (x)

]
f (n−1−k) (x) + q(k)

n (b) f (n−1−k) (b)− p(k)
n (a) f (n−1−k) (a)

}∣∣∣
≤



∥∥f (n)
∥∥
∞Bn (1, x) for f (n) ∈ L∞ [a, b] ;∥∥f (n)
∥∥

p
[Bn (q, x)]

1
q for f (n) ∈ Lp [a, b] ,

with p > 1, 1
p + 1

q = 1;∥∥f (n)
∥∥

1
θn (x) for f (n) ∈ L1 [a, b] ,

where

Bn (q, x) =
∫ x

a

|pn (t)|q dt+
∫ b

x

|qn (t)|q dt(4.21)

θn (x) =
Mn (a, x) +Mn (x, b)

2
+
|Mn (x, b)−Mn (a, x)|

2
,(4.22)

with Mn (a, x) = sup
t∈[a,x]

|pn (t)| , Mn (x, b) = sup
t∈(x,b]

|qn (t)| ,

pn (t) , qn (t) are defined by (4.8),

p
(k)
n (t) , q(k)

n (t) are as given by (4.10),
and the Lebesgue norms are defined by∥∥∥f (n)

∥∥∥
∞

: = ess sup
t∈[a,b]

∣∣∣f (n) (t)
∣∣∣ <∞,

∥∥∥f (n)
∥∥∥

p
: =

(∫ b

a

∣∣∣f (n) (t)
∣∣∣p dt) 1

p

, p ≥ 1.

Proof. Taking the modulus of (4.9) gives

(4.23) |τn (x)| = |Jn (a, x, b)| ,

where |τn (x)| is as defined by the left hand side of (4.20) and Jn (a, x, b) by (4.12).



4. PRODUCT BRANCHES OF PEANO KERNELS AND NUMERICAL INTEGRATION 220

Now, observe that, from (4.12),

(4.24) |Jn (a, x, b)| ≤
∥∥∥f (n)

∥∥∥
∞

∫ b

a

|Kn (x, t)| dt,

where from (4.8)

(4.25)
∫ b

a

|Kn (x, t)| dt =
∫ x

a

|pn (t)| dt+
∫ b

x

|qn (t)| dt.

Thus, combining (4.23), (4.24) and (4.25) gives the first inequality in (4.20).

Further, using Hölder’s integral inequality, we have the result, from (4.12),

|Jn (a, x, b)| ≤
∥∥∥f (n)

∥∥∥
p

(∫ b

a

|Kn (x, t)|q dt

) 1
q

,
1
p

+
1
q

= 1, p > 1,

which, upon using (4.8) produces the second inequality in (4.20) from (4.23).

Finally, observe that

|Jn (a, x, b)| ≤
∥∥∥f (n)

∥∥∥
1

sup
t∈[a,b]

|Kn (x, t)| ,

where, from (4.12)

sup
t∈[a,b]

|Kn (x, t)| = max

{
sup

t∈[a,x]

|pn (t)| , sup
t∈(x,b]

|qn (t)|

}

and so using the well known identity

(4.26) max {X,Y } =
X + Y

2
+
|Y −X|

2

produces, from (4.23), the third identity and the theorem is completely proved.

Remark 4.2. Lemma 4.1 recaptures an identity obtained by Pearce et al. [18]
if both pn (t) and qn (t) satisfy (4.7). However, here pn (t) and qn (t) do not in
themselves satisfy (4.7) but are the product of two polynomials that do.

Although in some sense the following result is a specialisation of Theorem 4.2, it is
deemed to be of such importance, recapturing a number of past works as particular
cases, that it is itself referred to as a Theorem in its own right.

Theorem 4.3. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b]. The following inequalities hold for f (n) ∈ Lp [a, b], p ≥ 1 and
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for α, x, β ∈ [a, b] with a ≤ α, x, β ≤ b,

∣∣τC
n (x)

∣∣ :=

∣∣∣∣∣
∫ b

a

f (t) dt− 1(
n
m

) n−1∑
k=0

(−1)k+1
{[
p(k)

n (x)(4.27)

−q(k)
n (x)

]
f (n−1−k) (x) + q(k)

n (b) f (n−1−k) (b)− p(k)
n (a) f (n−1−k) (a)

}∣∣∣

≤



‖f(n)‖∞
n! B̃C

n (1, x) for f (n) ∈ L∞ [a, b] ;

‖f(n)‖
p

n!

[
B̃C

n (q, x)
] 1
q

for f (n) ∈ Lp [a, b] ,
with p > 1, 1

p + 1
q = 1;

‖f(n)‖1
n! θ̃

C

n (x) for f (n) ∈ L1 [a, b] ,

where
(4.28)

B̃C
n (q, x) =



(α− a)nq+1
B ((n−m) q + 1,mq + 1)

+ (x− α)nq+1 Ψ
(
mq, (n−m) q; α−a

x−α

)
+(β − x)nq+1 Ψ

(
mq, (n−m) q; b−β

β−x

)
+(b− β)nq+1

B (mq + 1, (n−m) q + 1) , a ≤ α < x < β ≤ b

(x− a)nq+1
χ
(
(n−m) q,mq, α−a

x−a

)
+(b− x)nq+1

χ
(
(n−m) q,mq, b−β

β−x

)
, a ≤ β < x < α ≤ b

θ̃
C

n (x)(4.29)

=


max

{
An−m

[
A
2 +

∣∣C − A
2

∣∣]m , Bn−m
[

B
2 +

∣∣D − B
2

∣∣]m} ,
a ≤ α < x < β ≤ b

max {An−m (A− C)m
, Bn−m (B −D)m} , a ≤ β ≤ x ≤ α ≤ b

(4.30)


p
(k)
n (t) =

U∑
j=L

(
k
j

)
(t−a)n−m−j

(n−m−j)! · (t−α)m−k+j

(m−k+j)!

and q
(k)
n (t) =

U∑
j=L

(
k
j

)
(t−b)n−m−j

(n−m−j)! ·
(t−β)m−k+j

(m−k+j)!

with U and L as given by (4.11),

(4.31)


Ψ(j, k;X) =

∫ 1

0
uj (X + u)k

du,

χ (j, k;X) =
∫ 1

0
uj (X − u)k

du,

B (j, k) = χ (j − 1, k − 1; 1) is the Euler beta function,

and

(4.32) A = x− a, C = x− α, B = b− x, D = β − x.
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Proof. Let, for n,m ∈ N and m ≤ n

(4.33)
rC
n−m (t) = (t−a)n−m

(n−m)! , sC
m (t) = (t−α)m

m!

and uC
n−m (t) = (t−b)n−m

(n−m)! , vC
m (t) = (t−β)m

m! ,

where a ≤ α, x, β ≤ b and then, from (4.8), and using the superscript C to identify
the above polynomials, which satisfy (4.7), giving

(4.34) pC
n (t) =

(t− a)n−m

(n−m)!
· (t− α)m

m!
and qC

n (t) =
(t− b)n−m

(n−m)!
· (t− β)m

m!
.

Now, from (4.21) and (4.34)

BC
n (q, x)(

n
m

) =
1

(n!)q

{∫ x

a

(t− a)(n−m)q |t− α|mq
dt(4.35)

+ (b− t)(n−m)q |t− β|mq
dt
}

: =
B̃C

n (q, x)
(n!)q .

Now, for α ∈ [a, x) and β ∈ (x, b], then from (4.35)

B̃C
n (q, x) =

∫ α

a

(t− a)(n−m)q (α− t)mq
dt+

∫ x

α

(t− a)(n−m)q (t− α)mq
dt

+
∫ β

x

(b− t)(n−m)q (β − t)mq
dt+

∫ b

β

(b− t)(n−m)q (t− β)mq
dt

which upon substitution u = t−a
α−a ,

t−a
x−α ,

b−t
β−x and t−β

b−β respectively, produces the
first part of (4.28) in terms of (4.31).

Similarly, for α ∈ [x, b] and β ∈ [a, x] then

B̃C
n (q, x) =

∫ x

a

(t− a)(n−m)q (α− t)mq
dt+

∫ b

x

(b− t)(n−m)q (t− β)mq
dt

which on substituting u = t−a
x−a and b−t

b−x respectively gives the second result in
(4.28).

Further, from (4.22) and (4.31)

θC
n (x)(

n
m

)(4.36)

=
1
n!

max

{
sup

t∈[a,x]

(t− a)n−m |t− α|m , sup
t∈[x,b]

(b− t)n−m |t− β|m
}

:=
θ̃

C

n (x)
n!

:=
1
n!

max
{
M̃C

n (a, x) , M̃C
n (x, b)

}
.
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Now, from (4.36)

M̃C
n (a, x) = (x− a)n−m sup

t∈[a,x]

|t− α|m

= (x− a)n−m

 [max {α− a, x− α}]m , α ∈ [a, x] ,

(α− a)m
, α ∈ [x, b]

and

M̃C
n (x, b) = (b− x)n−m sup

t∈[x,b]

|t− β|m

= (b− x)n−m

 [max {β − x, b− β}]m , β ∈ [x, b] ,

(b− β)m
, β ∈ [a, x]

which upon using (4.26) produces (4.29), where A,B,C,D are as defined in (4.32)
and the theorem is proved.

Remark 4.3. The results of Theorem 4.3 are quite general, giving previously re-
ported results as special cases. It is perhaps best to examine the Peano kernel (4.8)
where pn (t) and qn (t) are as given by (4.34), where the superscript C is used to
denote that the kernel involves coupled kernels resulting in function evaluation of
at most three points. For m = 0 the results of Cerone et al. [8] involving n−time
differentiable Ostrowski results are obtained. Taking m = n reproduces the results
of Cerone and Dragomir [7] involving three point results for n−time differentiable
functions consisting of evaluations at the end points and an interior point. If m = n
and α = β = x, then the generalised trapezoidal results for the n−time differen-
tiable results of Cerone et al. [9] are recovered. If we take m = n−1 and α = β = x,
then the results of Fink [14] are obtained within this quite general framework.

The following corollary gives a more elegant representation of the results through
a parametrisation of the intervals under consideration through a representation of
α and β as a convex combination of the end points.

Corollary 4.4. Let the conditions of Theorem 4.3 hold. Then∣∣∣τC∗

n (x)
∣∣∣ :=

∣∣∣∣∣
∫ b

a

f (t) dt−
n−1∑
k=0

(−1)k+1
d(k)

n (x) f (n−1−k) (x)−(4.37)

n−1∑
k=n−m

(−1)k+1
[
Q(k)

n (b) f (n−1−k) (b)− P (k)
n (a) f (n−1−k) (a)

]∣∣∣∣∣

≤



BC
∗

n (1,x)
n!

∥∥f (n)
∥∥
∞ , for f (n) ∈ L∞ [a, b] ;

[
BC

∗
n (q,x)

] 1
q

n!

∥∥f (n)
∥∥

p
, for f (n) ∈ Lp [a, b] ,

with p > 1, 1
p + 1

q = 1;
θC

∗
n (x)

n!

∥∥f (n)
∥∥

1
, for f (n) ∈ L1 [a, b] ,
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where

BC∗

n (q, x)(4.38)

=
[
Anq+1 +Bnq+1

]


λnq+1B ((n−m) q + 1,mq + 1)+
(1− λ)nq+1 Ψ

(
mq, (n−m) q, λ

1−λ

)
, 0 ≤ λ < 1;

χ ((n−m) q,mq, λ) , λ ≥ 1,

θC∗

n (x)(4.39)

=
[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣]n

[
1
2 +

∣∣λ− 1
2

∣∣]m , 0 ≤ λ < 1;

λm, λ ≥ 1,

with Ψ (j, k;X) , χ (j, k;X) and B (j, k) as given by (4.31) and A = x−a, B = b−x.
Further,

(4.40)

d
(k)
n (x) =

[
An−k − (−B)n−k

]
1( n
m

) U∑
j=L

k
j

(1−λ)m−k+j

(n−m−j)!(m−k+j)! ,

P
(k)
n (a) = An−k (−λ)n−k

 k

n−m


( n
m

) , k ≥ n−m

and Q
(k)
n (b) = Bn−kλn−k

 k

n−m


( n
m

) , k ≥ n−m

with, from (4.12), U = min {k, n−m} and L = max {0, k −m}.

Proof. Taking α = λx+(1− λ) a and β = λx+(1− λ) b in Theorem 4.3 gives
the above results after some simplification.

Remark 4.4. Taking λ = 0 in Corollary 4.4 implies that α = a and β = b, produc-
ing an Ostrowski type result similar to those obtained in Cerone et al. [8]. Taking
λ = 1 gives generalized trapezoidal results for n−time differentiable functions of
Cerone et al. [9].

4.3. Simpson Type Formulae

The inequality

(4.41)

∣∣∣∣∣
∫ b

a

f (t) dt− b− a

6

[
f (a) + 4f

(
a+ b

2

)
+ f (b)

]∣∣∣∣∣ ≤ (b− a)5

2880

∥∥∥f (4)
∥∥∥
∞

is well known as the Simpson inequality where the mapping f : [a, b] → R is
assumed to have f (4) bounded on (a, b). A review article by Dragomir et al. [12]
presents bounds in terms of at most a first derivative while Pečarić and Varošanec
[18] obtain bounds in terms of f (k) ∈ Lp [a, b], p ≥ 1 and k ≤ 4. The current work
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looks at recapturing the above results as special cases of the development presented
in the previous section.

Let m = 1 in (4.34), let α and β be shown to depend on x and subscripted to
denote their dependence on n. Further, a superscript of S is used to depict the
relationship with Simpson’s rule. Then

(4.42) pS
n (t) =

(t− a)n−1

(n− 1)!
(t− αn (x)) , qS

n (t) =
(t− b)n−1

(n− 1)!
(t− βn (x)) ,

with

(4.43) αn (x) = λnx+ (1− λn) a, βn (x) = λnx+ (1− λn) b, λn =
n

3
.

Corollary 4.5. Let the conditions of Corollary 4.4 hold, then

∣∣τS
n (x)

∣∣ : =

∣∣∣∣∣
∫ b

a

f (t) dt−
n−1∑
k=0

(−1)k+1
d(k)

n (x) f (n−1−k) (x)−(4.44)

(−1)n
λn

n
[B · f (b) +A · f (a)]

∣∣∣∣

≤



BSn (1,x)
n!

∥∥f (n)
∥∥
∞ , for f (n) ∈ L∞ [a, b] ;

[BSn (q,x)]
1
q

n!

∥∥f (n)
∥∥

p
, for f (n) ∈ Lp [a, b] ,

with p > 1, 1
p + 1

q = 1;
θSn(x)

n!

∥∥f (n)
∥∥

1
, for f (n) ∈ L1 [a, b] ,

where

BS
n (q, x)(4.45)

=
[
Anq+1 +Bnq+1

]


λnq+1
n B ((n− 1) q + 1, q + 1)+

(1− λn)nq+1 Ψ
(
q, (n− 1) q, λn

1−λn

)
, 0 ≤ λn < 1;

χ ((n− 1) q, q, λn) , λn ≥ 1,

(4.46) θS
n (x) =

[
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣]n


1
2 +

∣∣λn − 1
2

∣∣ , 0 ≤ λn < 1;

λn, λn ≥ 1,

(4.47) d(k)
n (x) =

[
An−k − (−B)n−k

] 1
n

min{k,n−1}∑
j=max{0,k−1}

(
k

j

)
(1− λn)

(n− 1− j)! (1− k + j)!
,

with Ψ (j, k;X), χ (j, k;X) and B (j, k) as given by (4.31) and A = x−a, B = b−x,
λn = x

3 .

Proof. Taking pS
n (t), qS

n (t), αn (x), βn (x) and λn = n
3 produces the above

results after some simplification.
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If n = 1, 2, 3 and 4, then we obtain the Simpson type results of Dragomir et al. [12]
and Pečarić and Varošanec [18], provided that x is taken at the midpoint, that is,
at x = a+b

2 . It may be seen that d(k)
n (x) = 0 from (4.40) and (4.47) when n− k is

even so that only even derivatives are present when x = a+b
2 . Further, from (4.47),

d
(1)
4 = 0 and so there is no f ′′ (x) term in the quadrature rule. Taking, for example,
n = 4, q = 1 and λ4 = 4

3 in (4.42) – (4.47) reproduces (4.41).

4.4. Perturbed Results

Perturbed versions of the results of the previous sections may be obtained by using
Grüss type results involving the Chebychev functional

(4.48) T (f, g) = M (fg)−M (f) M (g)

with

(4.49) M (f) =
1

b− a

∫ b

a

f (t) dt.

For f, g : [a, b] → R and integrable on [a, b], as is their product, then

(4.50)

|T (f, g)| ≤ [T (f, f)]
1
2 [T (g, g)]

1
2 , Dragomir [11]

for f, g ∈ L2 [a, b] ;
= Γ−γ

2 [T (f, f)]
1
2 , Matić et al. [15]

for γ ≤ g (t) ≤ Γ, t ∈ [a, b] ;
= (Γ−γ)(Φ−φ)

4 Grüss (see [16, pp. 295-310])
φ ≤ f ≤ Φ, t ∈ [a, b] .

Dragomir [11] obtains numerous results if either f or g or both are known, although
the first inequality in (4.50) has a long history (see for example [16], pp. 295-310).
The inequalities in (4.50) when proceeding from top to bottom are in the order
of increasing coarseness. See also Cerone [2] for the perturbed results and their
implementation as composite rules.

Theorem 4.6. Let the mapping f : [a, b] → R be such that f (n−1) is absolutely
continuous. Then the following inequality holds. Namely,

|τn (x)− (−1)n
Un (x)Sn−1 (f ; a, b)|(4.51)

≤ (b− a)κn (x)
[

1
b− a

∥∥f (n)
∥∥2

2
− S2

n−1 (f ; a, b)
] 1

2

, f (n) ∈ L2 [a, b] ,

≤ (b− a)κn (x)
(

Γn − γn

2

)
, γn ≤ f (n) (t) ≤ Γn, t ∈ [a, b] ,

≤ (b− a)
(Φn (x)− φn (x))

4
(Γn − γn) ,

φn (x) ≤ Kn (x, t) ≤ Φn (x) , t ∈ [a, b] ,

where τn (x) is as defined in (4.20),

(4.52) Un (x) =
m∑

k=0

(−1)m−k [Pn,m,k (x)− Pn,m,k (a) +Qn,m,k (b)−Qn,m,k (x)] ,
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(4.53) Pn,m,k (t) = rn−(m−k) (t) sk (t) , Qn,m,k (t) = un−(m−k) (t) vk (t)

with r· (·), s· (·), u· (·), v· (·) satisfying (4.7),

(4.54) Sn (f ; a, b) =
f (n) (b)− f (n) (a)

b− a
,

and

(4.55) κn (x) =

[
1

b− a

∫ b

a

K2
n (x, t) dt−

(
Un (x)
b− a

)2
] 1

2

,

with Kn (x, t) being as defined by (4.8).

Proof. Associating f (t) with (−1)n
Kn (x, t) and g (t) with f (n) (t), then from

(4.9), (4.48) and (4.49), we obtain

T
(
(−1)n

Kn (x, ·) , f (n) (·)
)

= M
(
(−1)n

Kn (x, ·) , f (n) (·)
)
−M ((−1)n

Kn (x, ·))M
(
f (n) (·)

)
and thus

(b− a)T
(
(−1)n

Kn (x, ·) , f (n) (·)
)

(4.56)

= τn (x)− (−1)n
Un (x)

(
f (n−1) (b)− f (n−1) (a)

b− a

)
,

where τn (x) is the left hand side of (4.20) and

(4.57) Un (x) =
∫ x

a

pn (t) dt+
∫ b

x

qn (t) dt.

Now, using (4.8) ∫ x

a

pn (t) dt =
∫ x

a

rn−m (t) sm (t) dt

from which repeated integration by parts and using the fact that r· (·) and s· (·)
satisfy (4.7) gives on using (4.53)

(4.58)
∫ x

a

pn (t) dt =
m∑

k=0

(−1)m−k [Pn,m,k (t)]xa .

A similar argument gives on using (4.56)

(4.59)
∫ b

a

qn (t) dt =
m∑

k=0

(−1)m−k [Qn,m,k (t)]bx

and so combining (4.58) and (4.59) in (4.56) gives (4.52).

Now for the bounds in (4.51).
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From (4.48) we have, for Kn (x, t) as defined by (4.8),

T ((−1)n
Kn (x, ·) , (−1)n

Kn (x, ·))(4.60)

=
[
M
(
K2

n (x, ·)
)
−M2 (Kn (x, ·))

] 1
2

=

 1
b− a

∫ b

a

K2
n (x, t) dt−

(
1

b− a

∫ b

a

Kn (x, t) dt

)2
 1

2

= κn (x) ,

as defined in (4.55) since Un (x) =
∫ b

a
Kn (x, t) dt.

Further, using (4.48), (4.51) and (4.54) gives

T
(
f (n) (t) , f (n) (t)

)
=

[
M

([
f (n) (t)

]2)
−M2

(
f (n) (t)

)] 1
2

=

 1
b− a

∫ b

a

[
f (n) (t)

]2
dt−

[∫ b

a
f (n) (t) dt
b− a

]2


1
2

=
{

1
b− a

∥∥∥f (n)
∥∥∥2

2
− S2

n−1 (f ; a, b)
} 1

2

and so combining the above result with (4.60) produces the first inequality.

For f (n) ∈ L∞ [a, b] (⊂ L2 [a, b] with strict inclusion) then

0 ≤ T
(
f (n) (t) , f (n) (t)

)
(4.61)

=
1

b− a

∫ b

a

∣∣∣f (n) (t)
∣∣∣2 dt− [∫ b

a
f (n) (t) dt
b− a

]2

≤
(

Γn − γn

2

)2

, where γn ≤ f (n) (t) ≤ Γn, t ∈ [a, b] ,

and the third inequality in (4.52), is due to Grüss.

Hence the second inequality in (4.51) is obtained which is coarser than the first.

Further, from (4.60)

0 ≤ κ2
n ≤

(
Φn (x)− φn (x)

2

)2

, where φn (x) ≤ Kn (x, t) ≤ Φn (x) , t ∈ [a, b] ,

which, when combined with (4.61), produces the third bound in (4.51) which is the
coarsest bound of all. The proof of the theorem is thus complete.

Remark 4.5. The second result in (4.51) is a generalisation of a result by Pearce
et al. [17] in which each of the branches of the Peano kernel (4.8) satisfy (4.7).
That is,

(4.62) K∗
n (x, t) =

 Pn (t) , t ∈ [a, x] ;

Qn (t) , t ∈ (x, b],
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where Pn (t) and Qn (t) satisfy (4.8). With the Peano kernel (4.62), they obtained
the result

Theorem 4.7. Assume that f : [a, b] → R is such that f (n) is integrable and
γn ≤ f (n) ≤ Γn for all t ∈ [a, b]. Put

(4.63) Un (x) :=
1

b− a
[Qn+1 (b)−Qn+1 (x) + Pn+1 (x)− Pn+1 (a)] .

Then for all x ∈ [a, b], we have the inequality

(4.64)

∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

k=1

(−1)k+1
[
Qk (b) f (k−1) (b) + (Pk (x)−Qk (x)) f (k−1) (x)

−Pk (a) f (k−1) (a)
]
− (−1)n

Un (x)
[
f (n−1) (b)− f (n−1) (a)

] ∣∣∣∣
≤ 1

2
K (x) (Γn − γn) (b− a) ,

where

(4.65) K (x) :=

{
1

b− a

∫ x

a

P 2
n (t) dt+

∫ b

x

Q2
n (t) dt− [Un (x)]2

} 1
2

.

In the recent paper [11], Dragomir proved the following refinement of (4.64).

Theorem 4.8. Assume that the mapping f : [a, b] → R is such that f (n−1) is
absolutely continuous on [a, b] and f (n) ∈ L2 [a, b] (n ≥ 1). If we denote[

f (n−1); a, b
]

:=
f (n−1) (b)− f (n−1) (a)

b− a
,

then we have the inequality

(4.66)

∣∣∣∣∣
∫ b

a

f (t) dt−
n∑

k=1

(−1)k+1
[
Qk (b) f (k−1) (b) + (Pk (x)−Qk (x)) f (k−1) (x)

−Pk (a) f (k−1) (a)
]
− (−1)n [Qn+1 (b)−Qn+1 (x)

+ Pn+1 (x)− Pn+1 (a)]
[
f (n−1); a, b

] ∣∣∣∣
≤ K (x) (b− a)

[
1

b− a

∥∥∥f (n)
∥∥∥2

2
−
([
f (n); a, b

])2
] 1

2

(
≤ 1

2
K (x) (b− a) (Γn − γn) if f (n) ∈ L∞ (a, b)

)
,

for all x ∈ [a, b] and K (x) as is given in (4.65).

The results of Theorem 4.6 are generalisations of these which allow each of the
branches themselves to be made up of products of functions satisfying (4.7).
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Corollary 4.9. Let the conditions on f of Theorem 4.6 hold and let α, x, β ∈ [a, b]
with a ≤ α, x < β ≤ b then,∣∣∣( n

m

)
τC

n (x)− (−1)n
UC

n (x)Sn−1 (f ; a, b)
∣∣∣(4.67)

≤ (b− a)κC
n (x)

[
1

b− a

∥∥f (n)
∥∥2

2
− S2

n−1 (f ; a, b)
] 1

2

, f (n) ∈ L2 [a, b] ,

≤ (b− a)κC
n (x)

(
Γn − γn

2

)
, γn ≤ f (n) (t) ≤ Γn, t ∈ [a, b] ,

≤ (b− a)

(
ΦC

n (x)− φC
n (x)

)
(Γn − γn)

4
,

φC
n (x) ≤ κC

n (x, t) ≤ ΦC
n (x) , t ∈ [a, b] ,

where τC
n (x) and Sn (f ; a, b) are as defined by (4.27) and (4.54) respectively,

(4.68) KC
n (x, t) =


pC

n (t) =
(t− a)n−m

(n−m)!
· (t− α)m

m!
, t ∈ [a, x]

qC
n (t) =

(t− b)n−m

(n−m)!
· (t− β)m

m!
, t ∈ (x, b],

(4.69) UC
n (x) =

1
(n−m)!m!

[
B̃a (n,m) + B̃b (n,m)

]
,

with

B̃a (n,m) =


(x− a)n+1

n+ 1
, α = a

(−1)m (α− a)n+1
B

(
n−m+ 1,m+ 1,

x− a

α− a

)
, α 6= a

B̃b (n,m) =


(−1)n (b− x)n+1

n+ 1
, β = b

(−1)n−m (b− β)n+1
B
(
n−m+ 1,m+ 1, b−x

b−β

)
, β 6= b

and

B (j, k,X) =
∫ X

0

uj−1 (1− u)k−1
du, the incomplete beta function,

κC
n (x)(4.70)

=

{
1

(n−m)!m! (b− a)

[
B̃a (2n, 2m) + B̃b (2n, 2m)

]
−
(
UC

n (x)
b− a

)2
} 1

2

and

(4.71) φC
n (x) = min

{
φa

n (x) , φb
n (x)

}
, ΦC

n (x) = max
{
Φa

n (x) ,Φb
n (x)

}
,
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with

φa
n (x) = inf

t∈[a,x]
pC

n (t) , φb
n (x) = inf

t∈(x,b]
qC
n (t) ,

Φa
n (x) = sup

t∈[a,x]

pC
n (t) , Φb

n (x) = sup
t∈(x,b]

qC
n (t) .

Proof. Let rC
· (·), sC

· (·), uC
· (·) and vC

· (·) be as defined in (4.33) giving from
(4.34) and (4.8) KC

n (x, t) as shown in (4.68).

Now,

(4.72) UC
n (x) =

∫ b

a

KC
n (x, t) dt =

∫ x

a

pC
n (t) dt+

∫ b

x

qC
n (t) dt

and so using (4.68) consider

(n−m)!m!
∫ x

a

pC
n (t) dt =

∫ x

a

(t− a)n−m (t− α)m
dt(4.73)

=
(x− a)n+1

n+ 1
, α = a.

If α 6= a, let (α− a)u = t− a, then∫ x

a

(t− a)n−m (t− α)m
dt = (−1)n (α− a)n+1

∫ x−a
α−a

0

un−m (1− u)m
du.

Similarly,

(n−m)!m!
∫ b

x

qC
n (t) dt =

∫ b

x

(t− b)n−m (t− β)m
dt(4.74)

=
(−1)n (b− x)n+1

n+ 1
, β = b.

If β 6= b, let (b− β) v = b− t to give∫ b

x

(t− b)n−m (t− β)m
dt = (−1)n−m (b− β)n+1

∫ b−x
b−β

0

vn−m (1− v)m
dv.

Substitution of the above results into (4.72) gives (4.69).

Further, from (4.68),∫ b

a

[
KC

n (x, t)
]2
dt =

1
(n−m)!m!

{∫ x

a

(t− a)2(n−m) (t− α)2m
dt

+
∫ b

x

(t− b)2(n−m) (t− β)2m
dt

}
,

which, on following a similar procedure to the above gives

(4.75)
∫ b

a

[
KC

n (x, t)
]2
dt =

1
(n−m)!m!

[
B̃a (2n, 2m) + B̃b (2n, 2m)

]
.

Hence, since

(4.76) κC
n (x) =

[
1

b− a

∫ b

a

[
KC

n (x, t)
]2
dt−

(
UC

n (x)
b− a

)2
] 1

2

,
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then from (4.75) and (4.69) we obtain (4.70).

For the first inequality we observe that, from (4.68),

ΦC
n (x) = sup

t∈[a,b]

KC
n (x, t) = max

{
sup

t∈[a,x]

pC
n (t) , sup

t∈(x,b]

qC
n (t)

}
and

φC
n (x) = inf

t∈[a,b]
KC

n (x, t) = min
{

inf
t∈[a,x]

pC
n (t) , inf

t∈(x,b]
qC
n (t)

}
.

The corollary is thus completely proven where the inequalities are in increasing
coarseness as discussed in Theorem 4.6.

Remark 4.6. If α = a and β = b, then a perturbed generalised Ostrowski type
result is obtained. If α = β = x, perturbed trapezoidal type results are obtained
for n-time differentiable functions.

Corollary 4.10. Let the conditions of Theorem 4.6 hold and let α, x, β ∈ [a, b]
with a ≤ α, x, β ≤ b, then∣∣∣( n

m

)
τC∗

n (x)− (−1)n
UC∗

n (x)Sn−1 (f ; a, b)
∣∣∣(4.77)

≤ (b− a)κC∗

n (x)
[

1
b− a

∥∥f (n)
∥∥2

2
− S2

n−1 (f ; a, b)
] 1

2

, f (n) ∈ L2 [a, b] ,

≤ (b− a)κC∗

n (x)
(

Γn − γn

2

)
, γn ≤ f (n) (t) ≤ Γn, t ∈ [a, b] ,

≤ (b− a)

(
ΦC∗

n (x)− φC∗

n (x)
)

(Γn − γn)

4
,

φC∗

n (x) ≤ KC∗

n (x, t) ≤ ΦC∗

n (x) , t ∈ [a, b] ,

where τC∗

n (x) and Sn (f ; a, b) are as defined by (4.37) and (4.54) respectively,
(4.78)

KC∗

n (x, t) =


pC∗

n (t) =
(t− a)n−m

(n−m)!
· (t− (xλ+ (1− λ) a))m

m!
, t ∈ [a, x]

qC∗

n (t) =
(t− b)n−m

(n−m)!
· (t− (xλ+ (1− λ) b))m

m!
, t ∈ (x, b],

(4.79) UC∗

n (x) =
B̃∗ (n,m)

(n−m)!m!

[
(x− a)n+1 + (−1)n (b− x)n+1

]
,

with

B̃∗ (n,m) =


1

n+ 1
, λ = 0,

(−1)m
λn+1B

(
n−m+ 1,m+ 1, 1

λ

)
, λ 6= 0,

and

B (j, k,X) =
∫ X

0

uj−1 (1− u)k−1
du, the incomplete beta function,
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κC∗

n (x) =

{
λ2n+1B̃∗ (n,m)

(n−m)!m! (b− a)

[
(x− a)2n+1(4.80)

+ (b− x)2n+1
]
−
(
UC∗

n (x)
b− a

)2
} 1

2

and

φC∗

n (x) = min
{

inf
t∈[a,x]

pC∗

n (t) , inf
t∈(x,b]

qC∗

n (t)
}
,

ΦC∗

n (x) = max

{
sup

t∈[a,x]

pC∗

n (t) , sup
t∈(x,b]

qC∗

n (t)

}
.

Proof. Taking α = λx + (1− λ) a and β = λx + (1− λ) b in Corollary 4.9
produces the above results after some simplification.

Remark 4.7. Taking λ = 0 in Corollary 4.10 implying that α = a and β = b
produces a perturbed Ostrowski type results. If λ = 1, then perturbed trapezoidal
type results are obtained for n−time differentiable functions.

Corollary 4.11. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b]. Then, for α, x, β ∈ [a, b] with a ≤ α, x, β ≤ b, the perturbed
Simpson rule∣∣∣∣τS

n (x)− (−1)n

n
US

n (x)Sn−1 (f ; a, b)
∣∣∣∣(4.81)

≤ (b− a)
n

κS
n (x)

[
1

b− a

∥∥f (n)
∥∥2

2
− S2

n−1 (f ; a, b)
] 1

2

, f (n) ∈ L2 [a, b] ,

≤ (b− a)
n

κS
n (x)

(
Γn − γn

2

)
, γn ≤ f (n) (t) ≤ Γn, t ∈ [a, b] ,

≤ (b− a)
n

·

(
ΦS

n (x)− φS
n (x)

)
(Γn − γn)

4
,

φS
n (x) ≤ KS

n (x, t) ≤ ΦS
n (x) , t ∈ [a, b] ,

where τS
n (x) and Sn (f ; a, b) are as defined by (4.45) and (4.54) respectively,

(4.82) KS
n (x, t) =


pS

n (t) =
(t− a)n−1

(n− 1)!
(t− αn (x)) ,

qS
n (t) =

(t− b)n−1

(n− 1)!
(t− βn (x)) ,

with

(4.83) αn (x) = λnx+ (1− λn) a, βn (x) = λnx+ (1− λn) b, λn =
n

3
,

(4.84) US
n (x) =

n (1− λn)− λn

(n+ 1)!

[
(x− a)n+1 + (−1)n (b− x)n+1

]
,
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(4.85)

κS
n (x) =

{
λ2n+1B

(
2n− 1, 3, 1

λ

)
(n− 1)! (b− a)

[
(x− a)2n+1 + (b− x)2n+1

]
−
(
US

n (x)
b− a

)2
} 1

2

and

φS
n (x) =

1
(n− 1)!

min
{

inf
U∈[0,x−a]

X (U) , inf
V ∈(0,b−x]

Y (V )
}
,(4.86)

ΦS
n (x) =

1
(n− 1)!

min

{
sup

U∈[0,x−a]

X (U) , sup
V ∈(0,b−x]

Y (V )

}
,

with

X (U) = Un−1 (U − λn (x− a)) , Y (V ) = (−1)n
V n−1 (V − λn (b− x)) .

Proof. Taking m = 1 in Corollary 4.10 and (4.69) and (4.83) in place of (4.78)
gives

(4.87) US
n (x) =

∫ x

a

pS
n (t) dt+

∫ b

x

qS
n (t) dt.

Taking m = 1 and λ ≡ λS
n in (4.79) gives US

n (x). Alternatively, direct calculation
gives, ∫ x

a

pS
n (t) dt =

∫ x

a

(t− a)n−1

(n− 1)!
(t− αn (x)) dt

=
(t− a)n

(n+ 1)!
[(n+ 1) (t− αn (x))− (t− a)]

]x

t=a

=
(x− a)n

(n+ 1)!
[(n+ 1) (x− αn (x))− (x− a)]

=
(x− a)n

(n+ 1)!
[(n+ 1) (1− λn)− 1]

=
(x− a)n

(n+ 1)!
[n (1− λn)− λn] .

Similarly, ∫ b

x

qS
n (t) dt =

∫ b

x

(t− b)n−1

(n− 1)!
(t− βn (x)) dt

= (−1)n (b− x)n

(n+ 1)!
[(n) (1− λn)− λn] .

Combining the above results into (4.37) produces (4.84).

Now, to determine κS
n (x) from (4.76) we have, using (4.82)

1
b− a

∫ b

a

[
KS

n (x, t)
]2
dt =

1
b− a

[∫ x

a

(
pS

n (t)
)2
dt+

∫ b

x

(
qS
n (t)

)2
dt

]
.
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For direct calculation we require integration by parts twice. Alternatively, utilising
(4.70) with m = 1 and αn (x), βn (x) being as given by (4.83) produces the stated
result (4.85).

Now,

ΦS
n (x) = max

{
sup

t∈[a,x]

pS
n (t) , sup

t∈(x,b]

qS
n (t)

}
,

and on using (4.83),

sup
t∈[a,x]

pS
n (t) =

1
(n− 1)!

sup
U∈[0,x−a]

Un−1 (U − λn (x− a)) ,

sup
t∈(x,b]

qS
n (t) =

1
(n− 1)!

sup
V ∈[0,b−x)

(−1)n
V n−1 (V − λn (b− x)) .

In a similar fashion

φS
n (x) = min

{
inf

t∈[a,x]
pS

n (t) , inf
t∈(x,b]

qS
n (t)

}
,

and using the above expressions with sup replaced by inf gives the results as stated
in (4.86).

The proof is now complete.

Remark 4.8. The perturbed results obtained above through the use of the Cheby-
chev functional (4.48) and the resulting bounds given by (4.50) may be advanta-
geous when compared to the first bounds in (4.20), (4.27), (4.36) and (4.44). For
functions g, h : [a, b] → R and γ ≤ g (t) ≤ Γ, then Γ−γ

2 ≤ ‖g‖∞. It is however,
difficult to compare ‖h‖1 ‖g‖∞ obtained for the unperturbed results of previous
sections, with the perturbed bounds of the form

(b− a) ‖h‖∞ σ
1
2 (g) < (b− a) ‖h‖∞

Γ− γ

2
< (b− a)

(Φ− φ) (Γ− γ)
2

,

where

σ (g) =
1

b− a
‖g‖22 − S2 (g; a, b) , S (g; a, b) =

g (a)− g (b)
b− a

and φ ≤ h (t) ≤ Φ.

This is so since a comparison between ‖h‖1 and ‖h‖∞ cannot readily be made.

4.5. More Perturbed Results Using ∆−Seminorms

In a recent article Cerone and Dragomir [5] obtained the following results of Grüss
type for the Chebychev functional T (f, g). They utilised the notion of a ∆−seminorm
introduced by Cerone and Dragomir [4] where

(4.88)


‖f‖∆p :=

(∫ b

a

∫ b

a
|f (s)− f (t)|p dsdt

) 1
p

, for f ∈ Lp [a, b] , p ∈ [1,∞),
and
‖f‖∆∞ := ess sup

(s,t)∈[a,b]2
|f (s)− f (t)| , for f ∈ L∞ [a, b] .
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If we consider f∆ : [a, b]2 → R, where f∆ (s, t) = f (s)− f (t), then

(4.89) ‖f‖∆p ≡ ‖f∆‖p , p ∈ [1,∞]

with ‖·‖p being the usual Lebesgue p−norms on [a, b]2.

Using the properties of the Lebesque p−norms, we may deduce the following semi-
norm properties for ‖·‖∆p :

(i) ‖f‖∆p ≥ 0 for f ∈ Lp [a, b] and ‖f‖∆p = 0 implies that f = c (c is a
constant) a.e. in [a, b] ;

(ii) ‖f + g‖∆p ≤ ‖f‖∆p + ‖g‖∆p if f, g ∈ Lp [a, b] ;
(iii) ‖λf‖∆p = |λ| ‖f‖∆p .

We note that if p = 2, then,

‖f‖∆2 =

(∫ b

a

∫ b

a

(f (t)− f (s))2 dtds

) 1
2

=
√

2

(b− a) ‖f‖22 −

(∫ b

a

f (t) dt

)2
 1

2

.

The following theorem giving bounds for the Chebychev functional in terms of
∆−seminorms (4.88) holds (see also Cerone and Dragomir [5]).

Theorem 4.12. Let f, g : [a, b] → R be measurable on [a, b]. Then the inequality

(4.90) |T (f, g)| ≤ 1
2 (b− a)2

‖f‖∆p ‖g‖∆q

holds provided the integrals exist, where T (f, g) is the Chebychev functional given
by (4.48) – (4.49), p = 1, q = ∞ or q = 1, p = ∞ or p > 1, 1

p + 1
q = 1, and ‖f‖∆·

is defined by (4.88).

Proof. Using Korkine’s identity, we have

T (f, g) =
1

2 (b− a)2

∫ b

a

∫ b

a

(f (x)− f (y)) (g (x)− g (y)) dxdy,

where T (f, g) is the Chebychev functional defined by (4.48).

Now, if f ∈ L∞ [a, b], then

|T (f, g)| ≤ 1
2 (b− a)2

∫ b

a

∫ b

a

|f (x)− f (y)| |g (x)− g (y)| dxdy

≤ 1
2 (b− a)2

ess sup
(x,y)∈[a,b]2

(f (x)− f (y))
∫ b

a

∫ b

a

|g (x)− g (y)| dxdy

=
1

2 (b− a)2
‖f‖∆∞ ‖g‖∆1 ,

and the inequality is proved for p = ∞, q = 1.
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A similar argument applies for p = 1, q = ∞.

If p > 1, 1
p + 1

q = 1, then applying Holder’s integral inequality for double integrals,
we deduce that

|T (f, g)| ≤ 1
2 (b− a)2

∫ b

a

∫ b

a

|f (x)− f (y)| |g (x)− g (y)| dxdy

≤ 1
2 (b− a)2

(∫ b

a

∫ b

a

|f (x)− f (y)|p dxdy

) 1
p
(∫ b

a

∫ b

a

|g (x)− g (y)|q dxdy

) 1
q

≤ 1
2 (b− a)2

‖f‖∆p ‖g‖∆q

and the theorem is proved.

Using the fact that if f : [a, b] → R is absolutely continuous then

f (s)− f (t) =
∫ s

t

f ′ (u) du,

the following result was obtained by Cerone and Dragomir [4] and the proof is
presented here for the sake of completeness.

Theorem 4.13. For f : [a, b] → R absolutely continuous on [a, b] the following
inequalities hold.

(i) If p ∈ [1,∞), then

(4.91) ‖f‖∆p ≤



2
1
p (b− a)1+

2
p

[(p+ 1) (p+ 2)]
1
p

‖f ′‖∞ , f ′ ∈ L∞ [a, b] ,

(
2δ2
) 1
p (b− a)

1
δ+ 2

p

[(p+ δ) (p+ 2δ)]
1
p

‖f ′‖γ , f ′ ∈ Lγ [a, b] ,

γ > 1, 1
γ + 1

δ = 1

(b− a)
2
p ‖f ′‖1 ,

(ii)

(4.92) ‖f‖∆∞ ≤


(b− a) ‖f ′‖∞ , f ′ ∈ L∞ [a, b] ;

(b− a)
1
δ ‖f ′‖γ , f ′ ∈ Lγ [a, b] ,

γ > 1, 1
γ + 1

δ = 1;
‖f ′‖1 .
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Proof. As f : [a, b] → R is absolutely continuous, then f (s) − f (t) =∫ s

t
f ′ (u) du for all s, t ∈ [a, b], and then

|f (s)− f (t)|(4.93)

=
∣∣∣∣∫ s

t

f ′ (u) du
∣∣∣∣ ≤


|s− t| ‖f ′‖∞ if f ′ ∈ L∞ [a, b] ;

|s− t|
1
δ ‖f ′‖γ if f ′ ∈ Lγ [a, b] , γ > 1, 1

γ + 1
δ = 1;

‖f ′‖1 if f ′ ∈ L1 [a, b]

and so for p ∈ [1,∞), we may write

|f (s)− f (t)|p

≤


|s− t|p ‖f ′‖p

∞ if f ′ ∈ L∞ [a, b] ;

|s− t|
p
δ ‖f ′‖p

γ if f ′ ∈ Lγ [a, b] , γ > 1, 1
γ + 1

δ = 1;

‖f ′‖p
1 if f ′ ∈ L1 [a, b] ,

and then from (4.89)

(4.94) ‖f‖∆p ≤



‖f ′‖∞
(∫ b

a

∫ b

a
|s− t|p dsdt

) 1
p

if f ′ ∈ L∞ [a, b] ;

‖f ′‖γ

(∫ b

a

∫ b

a
|s− t|

p
δ dsdt

) 1
p

if f ′ ∈ Lα [a, b] ,
γ > 1, 1

γ + 1
δ = 1;

‖f ′‖1
(∫ b

a

∫ b

a
dsdt

) 1
p

if f ′ ∈ L1 [a, b] .

Further, since(∫ b

a

∫ b

a

|s− t|p dsdt

) 1
p

=

[∫ b

a

(∫ s

a

(s− t)p
dt+

∫ b

s

(t− s)p
dt

)
ds

] 1
p

=

(∫ b

a

[
(s− a)p+1 + (b− s)p+1

p+ 1

]
ds

) 1
p

=
2

1
p (b− a)1+

2
p

[(p+ 1) (p+ 2)]
1
p

,

giving (∫ b

a

∫ b

a

|s− t|
p
β dsdt

) 1
p

=

(
2δ2
) 1
p (b− a)

1
δ+ 2

p

[(p+ δ) (p+ 2δ)]
1
p

,

and (∫ b

a

∫ b

a

dsdt

) 1
p

= (b− a)
2
p ,

we obtain, from (4.94), the stated result (4.91).
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Using (4.93) we have (for p = ∞) that

‖f‖∆∞ ≤



‖f ′‖∞ ess sup
(s,t)∈[a,b]2

|s− t|

‖f ′‖γ ess sup
(s,t)∈[a,b]

|s− t|
1
δ

‖f ′‖1

=


(b− a) ‖f ′‖∞

(b− a)
1
δ ‖f ′‖γ

‖f ′‖1

and the inequality (4.92) is also proved.

Remark 4.9. If p = q = 2 is taken in Theorem 4.12 then the first result in (4.50)
is obtained.

Theorem 4.14. Let the mapping f : [a, b] → R be such that f (n−1) is absolutely
continuous, then the following inequality holds, provided the integrals exist. Namely,

|τn (x)− (−1)n
Un (x)Sn−1 (f ; a, b)|(4.95)

≤ 1
2 (b− a)

‖Kn (x, ·)‖∆q
∥∥∥f (n) (·)

∥∥∥∆

p
, p > 1,

1
p

+
1
q

= 1,

where Kn (x, t) is a Peano kernel defined by (4.8), Un (x) =
∫ b

a
Kn (x, t) dt and

Sn−1 (f ; a, b) is as defined in (4.54).

Proof. Following the proof of Theorem 4.6 and associating f (t) with (−1)n
Kn (x, t)

and g (t) with f (n) (t), then from (4.9), (4.48), (4.49) we obtain the result (4.54)
giving (b− a)T

(
(−1)n

Kn (x, ·) , f (n) (·)
)
, the left hand side of (4.95). Now for the

bound we have from (4.90) the inequality as given.

Bounds may be obtained that are more easily calculated than those in (4.95) by
placing stronger conditions on Kn (x, ·) and/or f (n) (·). The following corollary
assumes that f (n) is absolutely continuous.

Corollary 4.15. Let the mapping f : [a, b] → R be such that f (n) is absolutely
continuous, then

(4.96) |τn (x)− (−1)n
Un (x)Sn−1 (f ; a, b)|



4. PRODUCT BRANCHES OF PEANO KERNELS AND NUMERICAL INTEGRATION 240

≤



1
2
‖Kn (x, ·)‖∆1

∥∥f (n+1)
∥∥
∞ , f (n+1) ∈ L∞ [a, b] ;

1
2

(b− a)
1
δ−1 ‖Kn (x, ·)‖∆1

∥∥f (n+1)
∥∥

γ
, f (n+1) ∈ Lγ [a, b] , γ > 1, 1

γ + 1
δ = 1;

1
2 (b− a)

‖Kn (x, ·)‖∆1
∥∥f (n+1)

∥∥
1
;

2
1
p−1 (b− a)

2
p

[(p+ 1) (p+ 2)]
1
p

‖Kn (x, ·)‖∆q
∥∥f (n+1)

∥∥
∞ , f (n+1) ∈ L∞ [a, b] , p > 1, 1

p + 1
q = 1;

2
1
p
−1(δ2)

1
p (b−a)

1
δ
+ 2
p
−1

[(p+δ)(p+2δ)]
1
p

‖Kn (x, ·)‖∆q
∥∥f (n+1)

∥∥
γ
,

f (n+1) ∈ Lγ [a, b] , γ > 1, 1
γ + 1

δ = 1, p > 1, 1
p + 1

q = 1;

1
2

(b− a)
2
p−1 ‖Kn (x, ·)‖∆q

∥∥f (n+1)
∥∥

1
, f (n+1) ∈ L1 [a, b] , p > 1, 1

p + 1
q = 1,

(b− a)2

6
‖Kn (x, ·)‖∆∞

∥∥f (n+1)
∥∥
∞ , f (n+1) ∈ L∞ [a, b] ;

δ2 (b− a)
1
δ+1

(δ + 1) (2δ + 1)
‖Kn (x, ·)‖∆∞

∥∥f (n+1)
∥∥

γ
, f (n+1) ∈ Lγ [a, b] , γ > 1, 1

γ + 1
δ = 1;

1
2

(b− a) ‖Kn (x, ·)‖∆∞
∥∥f (n+1)

∥∥
1
.

Proof. Using result (4.95) of Theorem 4.14, we have that f (n) (·) is absolutely
continuous from the assumptions of the current theorem and so the conditions of
Theorem 4.13 hold for f (n) (·).

Remark 4.10. If we choose Kn (x, t) from (4.8) such that Kn (x, t) is absolutely
continuous, then the results of Theorem 4.13 would hold and ‖Kn (x, ·)‖∆ could be
determined in terms of ∂Kn(x,t)

∂t ∈ L· [a, b], where the differentiation is taken over
each subinterval. This would result in bounds from (4.96) involving 27 branches.
Thus, with the assumption of absolute continuity of Kn (x, ·) then, using Theorem
4.13 we would have from (4.91) and (4.92), where it is understood that K ′

n (x, ·)
represents differentiation over each subinterval [a, x] and (x, b],

(i) for q ∈ [1,∞),

‖Kn (x, ·)‖∆q ≤



2
1
q (b− a)1+

2
q ‖K ′

n (x, ·)‖∞ , K ′
n (x, ·) ∈ L∞ [a, b] ;

(
2η2
) 1
p (b− a)

1
η+ 2

q ‖K ′
n (x, ·)‖ν , K ′

n (x, ·) ∈ Lν [a, b] ,
ν > 1, 1

ν + 1
η = 1;

(b− a)
2
q ‖K ′

n (x, ·)‖1 ,

and
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(ii)

‖Kn (x, ·)‖∆∞ ≤


(b− a) ‖K ′

n (x, ·)‖∞ , K ′
n (x, ·) ∈ L∞ [a, b] ;

(b− a)
1
η ‖K ′

n (x, ·)‖ν , K ′
n (x, ·) ∈ Lν [a, b] ,

ν > 1, 1
ν + 1

η = 1;
‖K ′

n (x, ·)‖1 .
Remark 4.11. For Kn (x, t) to be absolutely continuous, it is sufficient to have
that, from (4.8), |pn (x)| = |qn (x)|.
As an example, consider the Simpson type kernel as given by (4.82), then using
(4.83) gives

pS
n (x) =

(x− a)n

(n− 1)!
(1− λn) and qS

n (x) = (−1)n (b− x)n

(n− 1)!
(1− λn) .

Thus, the above condition is satisfied for x = a+b
2 .

Now,

∂KS
n

∂t
(x, t) =


(t− a)n−2

(n− 1)!
[n (t− αn (x)) + λn (x− a)] , t ∈ [a, x]

(t− b)n−2

(n− 1)!
[n (t− βn (x)) + λn (b− x)] , t ∈ (x, b]

and so

∂KS
n

∂t

(
a+ b

2
, t

)
=


(t− a)n−2

(n− 1)!

[
n (t− a)− (n− 1)λn

(
b− a

2

)]
, t ∈

[
a,
a+ b

2

]
(t− b)n−2

(n− 1)!

[
n (t− b)− (n− 1)λn

(
b− a

2

)]
, t ∈

(
a+ b

2
, b

]
.

from which
∥∥∥∥∂KS

n

∂t

(
a+ b

2
, t

)∥∥∥∥
ν

, ν ∈ [1,∞] may be obtained explicitly. We omit

the details.

4.6. Concluding Remarks

Quadrature rules eminating from Peano kernels involving branches of products of
Appell-like polynomials satisfying (4.7) have been investigated in this chapter. The
rules involve function evaluations at the boundary points and an interior point.
Explicit a priori bounds are obtained in terms of a variety of norms so as to allow
the possibility of determining the partition required to achieve a prescribed error
tolerance.

Perturbed rules are examined and bounds are obtained through detailed study of
the Chebychev functional. The work sets the foundation for further investigation
of this new class of quadrature rules which includes a great deal of work involving
three point rules as special cases.
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CHAPTER 5

Ostrowski Type Inequalities for Multiple Integrals

by

N.S. BARNETT, P. CERONE and S.S. DRAGOMIR

5.1. Introduction

In 1938, A. Ostrowski proved the following integral inequality [9, p. 468]

Theorem 5.1. Let f : [a, b] → R be a differentiable mapping on (a, b) whose deriv-
ative f ′ : (a, b) → R is bounded on (a, b), i.e., ‖f ′‖∞ := sup

t∈(a,b)

|f ′ (t)| <∞, then we

have the inequality

(5.1)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
4

+

(
x− a+b

2

)
(b− a)2

]
(b− a) ‖f ′‖∞

for all x ∈ [a, b] .
The constant 1

4 is the best possible.

For some generalizations of this result see [9, p. 468-484] by Mitrinović, Pec̆arić and
Fink. Recent results on Ostrowski’s inequality may be found online at: http://rgmia.vu.edu.au/IneqNumAnaly.html.

In 1975, G.N. Milovanović generalized Theorem 5.1 to the case where f is a function
of several variables.

Following [8], let D = {(x1, . . . , xm) |ai < xi < bi (i = 1, . . . ,m)} and let D̄ be the
closure of D.

We now propose and prove the following generalisation of Theorem 5.1.
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Theorem 5.2. Let f : Rm → R be a differentiable function defined on D̄ and let∣∣∣ ∂f
∂x1

∣∣∣ ≤Mi (Mi > 0; i = 1, . . . ,m) in D. Then, for every X = (x1, . . . , xm) ∈ D̄,∣∣∣∣∣∣∣∣f (X)− 1
m∏

i=1

(bi − ai)

∫ b1

a1

· · ·
∫ bm

am

f (y1, . . . , ym) dy1 · · · dym

∣∣∣∣∣∣∣∣(5.2)

≤
m∑

i=1

[
1
4

+

(
xi − ai+bi

2

)2
(bi − ai)

2

]
(bi − ai)Mi.

Proof. Let X = (x1, . . . , xm) and Y = (y1, . . . , ym)
(
X ∈ D̄, Y ∈ D

)
. Ac-

cording to Taylor’s formula, we have

(5.3) f (X)− f (Y ) =
m∑

i=1

∂f (C)
∂xi

(xi − yi) ,

where C = (y1 + θ (x1 − y1) , . . . , ym + θ (xm − ym)) (0 < θ < 1).

Integrating (5.3), we obtain

(5.4) f (X) mesD −
∫

D

· · ·
∫
f (Y ) dY =

m∑
i=1

∫
D

· · ·
∫
∂f (C)
∂xi

(xi − yi) dY,

where dY = dy1 . . . dym and mes D =
∏m

i=1 (bi − ai) .

From (5.4), it follows that,∣∣∣∣f (X) mesD −
∫

D

· · ·
∫
f (Y ) dY

∣∣∣∣ ≤

∣∣∣∣∣
m∑

i=1

∫
D

· · ·
∫
∂f (C)
∂xi

(xi − yi) dY

∣∣∣∣∣
≤

m∑
i=1

∫
D

· · ·
∫ ∣∣∣∣∂f (C)

∂xi

∣∣∣∣ · |xi − yi| dY,

and

(5.5)
∣∣∣∣f (X) mesD −

∫
D

· · ·
∫
f (Y ) dY

∣∣∣∣ ≤ m∑
i=1

Mi

∫
D

· · ·
∫
|xi − yi| dY,

respectively, owing to the assumption
∣∣∣ ∂f
∂xi

∣∣∣ ≤Mi (Mi > 0; i = 1, . . . ,m).

Since ∫ bi

ai

|xi − yi| dyi =
1
4

(bi − ai)
2 +

(
xi −

ai + bi
2

)2

,

we have ∫
D

· · ·
∫
|xi − yi| dyi =

mesD
bi − ai

∫ bi

ai

|xi − yi| dyi

= (mesD) (bi − ai)

[
1
4

+

(
xi − ai+bi

2

)2
(bi − ai)

2

]
.
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Since mes D > 0, inequality (5.5) becomes∣∣∣∣∣∣∣∣f (x1, . . . , xm)− 1
m∏

i=1

(bi − ai)

∫
D

· · ·
∫
f (Y ) dY

∣∣∣∣∣∣∣∣
≤

m∑
i=1

[
1
4

+

(
xi − ai+bi

2

)2
(bi − ai)

2

]
(bi − ai)Mi,

and the result is proved.

Theorem 5.2 can be generalised as follows (see [8]).

Theorem 5.3. Let f : Rm → R be a differentiable function defined on D̄ and∣∣∣ ∂f
∂xi

∣∣∣ ≤ Mi (Mi > 0; i = 1, . . . ,m) in D. Furthermore, let function X 7−→ p (X)

be defined, integrable and p (X) > 0 for every X ∈ D̄. Then, for every X ∈ D̄,

∣∣∣∣f (X)−
∫

D
· · ·
∫
p (Y ) f (Y ) dY∫

D
· · ·
∫
p (Y ) dY

∣∣∣∣ ≤
m∑

i=1

Mi

∫
D
· · ·
∫
p (Y ) |xi − yi| dY∫

D
· · ·
∫
p (Y ) dY

.

This theorem can be proved similarly to Theorem 5.2.

For Theorem 5.4, we use the following notation:

m,ni ∈ N (i = 1, . . . ,m) ;

0 = ai0 < ai1 < · · · < aini = 1 (i = 1, . . . ,m) ;

aiki−1 ≤ xiki ≤ aiki , λiki = aiki − aiki−1 (ki = 1, . . . , ni; i = 1, . . . ,m)

k = (k1, . . . , km) , X = (x1, . . . , xm) , Xk = (x1k1 , . . . , xmkm) ;

D = {X|0 < xi < 1; i = 1, . . . ,m} ;

D (k) =
{
Xk|aiki−1 < xiki < aiki (ki = 1, . . . , ni; i = 1, . . . ,m)

}
;

dX = dx1 · · · dxm;

E (f ; k) = f (Xk)− 1
m∏

i=1

λiki

∫
D(k)

· · ·
∫
f (X) dX.

Theorem 5.4. Let f : Rm → R be a differentiable function defined on D̄ and∣∣∣ ∂f
∂x1

∣∣∣ ≤Mi (Mi > 0; i = 1, . . . ,m) in D.
Then ∣∣∣∣∣

∫
D

· · ·
∫
f (X) dX −

ni∑
k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkmf (Xk)

∣∣∣∣∣(5.6)

≤ 1
2

m∑
i=1

Mi

(
ni∑

k1=1

H (xiki ; ki)

)
,

where
H (t; ki) =

(
t− aiki−1

)2 + (aiki − t)2 .
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Proof. According to Theorem 5.2, we have

(5.7) |E (f ; k)| ≤ 1
2

m∑
i=1

Mi

λiki

H (xiki ; ki) .

Since
n1⋃

k1=1

· · ·
nm⋃

km=1

D̄ (k) = D̄, we have∣∣∣∣∣
∫

D

· · ·
∫
f (X) dX −

ni∑
k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkmf (Xk)

∣∣∣∣∣
=

∣∣∣∣∣
ni∑

k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkmE (f ; k)

∣∣∣∣∣ ≤
ni∑

k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkm |E (f ; k)| .

Using (5.7), the last inequality becomes∣∣∣∣∣
∫

D

· · ·
∫
f (X) dX −

ni∑
k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkmf (Xk)

∣∣∣∣∣
≤ 1

2

ni∑
k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkm

(
m∑

i=1

Mi

λiki

H (xiki ; ki)

)

=
1
2

m∑
i=1

Mi

(
ni∑

k1=1

H (xiki ; ki)

)
.

The proof is thus completed.

Corollary 5.5. If xiki = aiki or xiki = aiki−1, from (5.4) it follows that∣∣∣∣∣
∫

D

· · ·
∫
f (X) dX −

ni∑
k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkmf (Xk)

∣∣∣∣∣ ≤ 1
2

m∑
i=1

Mi

(
ni∑

k1=1

λ2
iki

)
.

Furthermore, if λiki = 1
ni

holds, then∣∣∣∣∣
∫

D

· · ·
∫
f (X) dX − 1

n1 · · ·nm

ni∑
k1=1

· · ·
nm∑

km=1

f (Xk)

∣∣∣∣∣ ≤ 1
2

m∑
i=1

Mi

ni
.

Corollary 5.6. If xiki = 1
2 (aiki−1 + aiki), holds∣∣∣∣∣

∫
D

· · ·
∫
f (X) dX −

ni∑
k1=1

· · ·
nm∑

km=1

λ1k1 · · ·λmkmf (Xk)

∣∣∣∣∣ ≤ 1
4

m∑
i=1

Mi

(
ni∑

k1=1

λ2
iki

)
.

Furthermore, if λiki = 1
ni

, we have∣∣∣∣∣
∫

D

· · ·
∫
f (X) dX − 1

n1 · · ·nm

ni∑
k1=1

· · ·
nm∑

km=1

f (Xk)

∣∣∣∣∣ ≤ 1
4

m∑
i=1

Mi

ni
.

The following result can be found in [8].

Theorem 5.7. Let f : Rm → R be a differentiable function defined on

D = {(x1, ..., xm) |ai ≤ xi ≤ bi (i = 1, ...,m)}
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and let
∣∣∣ ∂f
∂xi

∣∣∣ ≤ Mi (Mi > 0, i = 1, ...,m) in D. Furthermore, let function x 7−→
p (x) be integrable and p (x) > 0 for every x ∈ D. Then for every x ∈ D, we have
the inequality:

(5.8)
∣∣∣∣f (x)−

∫
D
p (y) f (y) dy∫
D
p (y) dy

∣∣∣∣ ≤
m∑

i=1

Mi

∫
D
p (y) |xi − yi| dy∫

D
p (y) dy

.

5.2. An Ostrowski Type Inequality for Double Integrals

5.2.1. Some Inequalities in Terms of ‖·‖∞−Norm. The following in-
equality of Ostrowski’s type for mappings of two variables holds [1] (see also [2]):

Theorem 5.8. Let f : [a, b]× [c, d] → R be so that f (·, ·) is continuous on [a, b]×
[c, d]. If f ′′x,y = ∂2f

∂x∂y exists on [a, b]× [c, d] and is in L∞ ([a, b]× [c, d]), i.e.,∥∥f ′′s,t

∥∥
∞ := ess sup

(x,y)∈(a,b)×(c,d)

∣∣∣∣∂2f (x, y)
∂x∂y

∣∣∣∣ <∞

then we have the inequality:∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds− [(b− a)
∫ d

c

f (x, t) dt+ (d− c)
∫ b

a

f (s, y) ds(5.9)

− (d− c) (b− a) f (x, y)]
∣∣∣∣

≤

[
1
4

(b− a)2 +
(
x− a+ b

2

)2
][

1
4

(d− c)2 +
(
y − c+ d

2

)2
]∥∥f ′′s,t

∥∥
∞

for all (x, y) ∈ [a, b]× [c, d] .

Proof. We have the equality:∫ x

a

∫ y

c

(s− a) (t− c) f ′′s,t (s, t) dtds(5.10)

=
∫ x

a

(s− a) [f ′s (s, y) (y − c)−
∫ y

c

f ′s (s, t) dt]ds

= (y − c)
∫ x

a

(s− a) f ′s (s, y) ds−
∫ y

c

(∫ x

a

(s− a) f ′s (s, t) ds
)
dt

= (y − c)
[
(x− a) f (x, y)−

∫ x

a

f (s, y) ds
]

−
∫ y

c

[
(x− a) f (x, t)−

∫ x

a

f (s, t) ds
]
dt

= (y − c) (x− a) f (x, y)− (y − c)
∫ x

a

f (s, y) ds

− (x− a)
∫ y

c

f (x, t) dt+
∫ x

a

∫ y

c

f (s, t) dtds.
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By similar computations we have,

∫ x

a

∫ d

y

(s− a) (t− d) f ′′s,t (s, t) dtds(5.11)

=
∫ x

a

(s− a)

[
(d− y) f ′s (s, y)−

∫ d

y

f ′s (s, t) dt

]
ds

= (d− y)
∫ x

a

(s− a) f ′s (s, y) ds−
∫ d

y

(∫ x

a

(s− a) f ′s (s, t) ds
)
dt

= (d− y)
[
(x− a) f (x, y)−

∫ x

a

f (s, y) ds
]

−
∫ d

y

[
(x− a) f (x, t)−

∫ x

a

f (s, t) ds
]
dt

= (x− a) (d− y) f (x, y)− (d− y)
∫ x

a

f (s, y) ds

− (x− a)
∫ d

y

f (x, t) dt+
∫ x

a

∫ y

c

f (s, t) dtds.

Now,

∫ b

x

∫ d

y

(s− b) (t− d) f ′′s,t (s, t) dtds(5.12)

=
∫ b

x

(s− b)

[
(d− y) f ′s (s, y)−

∫ d

y

f ′s (s, t) dt

]
ds

= (d− y)
∫ b

x

(s− b) f ′s (s, y) ds−
∫ d

y

(∫ b

x

(s− b) f ′s (s, t) ds

)
dt

= (d− y)

[
(b− x) f (x, y)−

∫ b

x

f (s, y) ds

]

−
∫ d

y

[
(b− x) f (x, t)−

∫ b

x

f (s, t) ds

]
dt

= (d− y) (b− x) f (x, y)− (d− y)
∫ b

x

f (s, y) ds

− (b− x)
∫ d

y

f (x, t) dt+
∫ b

x

∫ d

y

f (s, t) dtds
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and finally ∫ b

x

∫ y

c

(s− b) (t− c) f ′′s,t (s, t) dtds(5.13)

=
∫ b

x

(s− b)
[
(y − c)f ′s (s, y)−

∫ y

c

f ′s (s, t) dt
]
ds

= (y − c)
∫ b

x

(s− b) f ′s (s, y) ds−
∫ y

c

(∫ b

x

(s− b) f ′s (s, t) ds

)
dt

= (y − c)

[
(b− x) f (x, y)−

∫ b

x

f (s, y) ds

]

−
∫ y

c

[
(b− x) f (x, t)−

∫ b

x

f (s, t) ds

]
dt

= (y − c) (b− x) f (x, y)− (y − c)
∫ b

x

f (s, y) ds

− (b− x)
∫ y

c

f (x, t) dt+
∫ b

x

∫ y

c

f (s, t) dtds.

If we add the equalities (5.10)− (5.13) we get in the right membership:

[(y − c) (x− a) + (x− a) (d− y) + (d− y) (b− x) + (y − c) (b− x)] f (x, y)

− (d− c)
∫ x

a

f (s, y) ds− (d− c)
∫ b

x

f (s, y) ds− (b− a)
∫ y

c

f (x, t) dt

− (b− a)
∫ d

y

f (x, t) dt+
∫ x

a

∫ y

c

f (s, t) dtds+
∫ x

a

∫ d

y

f (s, t) dtds

+
∫ b

x

∫ d

y

f (s, t) dtds+
∫ b

x

∫ y

c

f (s, t) dtds

= (d− c) (b− a) f (x, y)− (d− c)
∫ b

a

f (s, y) ds

− (b− a)

b∫
c

f (x, t) dt+
∫ b

a

∫ d

c

f (s, t) dtds.

Define the kernels: p : [a, b]2 → R, q : [c, d]2 → R given by:

p (x, s) :=

 s− a if s ∈ [a, x]

s− b if s ∈ (x, b]

and

q (y, t) :=

 t− c if t ∈ [c, y]

t− d if t ∈ (y, d]
.

Now, using these, we deduce that the left hand side of this sum can be represented
as : ∫ b

a

∫ d

c

p (x, s) q (y, t) f ′′s,t (s, t) dtds.
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Consequently, we get the identity∫ b

a

∫ d

c

p (x, s) q (y, t) f ′′s,t (s, t) dtds(5.14)

= (d− c) (b− a) f (x, y)− (d− c)
∫ b

a

f (x, y) ds

− (b− a)
∫ d

c

f (x, t) dt+
∫ b

a

∫ d

c

f (s, t) dtds

for all (x, y) ∈ [a, b]× [c, d] .

Using the identity (5.14) we obtain,∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds−

[
(b− a)

∫ d

c

f (x, t) dt(5.15)

+ (d− c)
∫ b

a

f (x, y) ds− (d− c) (b− a) f (x, y)
]∣∣∣∣

≤
∫ b

a

∫ d

c

|p (x, s)| |q (y, t)|
∣∣f ′′s,t (s, t)

∣∣ dtds
≤

∥∥f ′′s,t

∥∥
∞

∫ b

a

∫ d

c

|p (x, s)| |q (y, t)| dtds.

Observe that∫ b

a

|p (x, s)| ds =
∫ x

a

(s− a) ds+
∫ b

x

(b− s) ds

=
(x− a)2 + (b− x)2

2
=

1
4

(b− a)2 +
(
x− a+ b

2

)2

and, similarly, ∫ d

c

|q (y, t)| dt =
1
4

(d− c)2 +
(
y − c+ d

2

)2

.

Finally, using (5.15) , we have the desired inequality (5.9) .

Corollary 5.9. Under the above assumptions, we have the inequality:∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds−

[
(b− a)

∫ d

c

f

(
a+ b

2
, t

)
dt(5.16)

+ (d− c)
∫ b

a

f

(
s,
c+ d

2

)
ds− (d− c) (b− a) f

(
a+ b

2
,
c+ d

2

)]∣∣∣∣∣
≤ 1

16
(b− a)2 (d− c)2

∥∥f ′′s,t

∥∥
∞ .

Remark 5.1. The constants 1
4 from the first and the second bracket are optimal

in the sense that not both of them can be less than 1
4 .
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Indeed, if we had assumed that there exists c1, c2 ∈
(
0, 1

4

)
so that∣∣∣∣∣

∫ b

a

∫ d

c

f (s, t) dtds− [(b− a)
∫ d

c

f (x, t) dt+ (d− c)
∫ b

a

f (s, y) ds(5.17)

− (d− c) (b− a) f (x, y)
]∣∣∣∣

≤

[
c1 (b− a)2 +

(
x− a+ b

2

)2
][

c2 (d− c)2 +
(
y − c+ d

2

)2
]∥∥f ′′s,t

∥∥
∞

for all f as in Theorem 5.8 and (x, y) ∈ [a, b]× [c, d] , then we would have had, for
f (s, t) = st and x = a, y = c,∫ b

a

∫ d

c

f (s, t) dtds =

(
b2 − a2

) (
d2 − c2

)
4

,∫ d

c

f (x, t) dt = a · d
2 − c2

2
,

∫ b

a

f (s, y) ds = c · b
2 − a2

2
,

and
∥∥f ′′s,t

∥∥
∞ = 1.

By (5.17) , and∣∣∣∣∣
(
b2 − a2

) (
d2 − c2

)
4

− (b− a) a · d
2 − c2

2
− (d− c) c · b

2 − a2

2
+ (d− c) (b− a) ac

∣∣∣∣∣
≤ (b− a)2

(
c1 +

1
4

)
(d− c)2

(
c2 +

1
4

)
giving

(b− a)2 (d− c)2

4
≤ (b− a)2 (d− c)2

(
c1 +

1
4

)(
c2 +

1
4

)
i.e.

(5.18)
1
4
≤
(
c1 +

1
4

)(
c2 +

1
4

)
.

As we have assumed that c1, c2 ∈
(
0, 1

4

)
, we get

c1 +
1
4
<

1
2
, c2 +

1
4
<

1
2

and then
(
c1 + 1

4

) (
c2 + 1

4

)
< 1

4 which contradicts the inequality (5.18) , and estab-
lishes the remark 5.1.

Remark 5.2. If we assume that f (s, t) = h (s)h (t) , h : [a, b] → R and suppose
that ‖h′‖∞ <∞, then from (5.9) we get (for x = y)∣∣∣∣∣

∫ b

a

h (s) ds
∫ b

a

h (s) ds− h (x) (b− a)
∫ b

a

h (s) ds

−h (x) (b− a)
∫ b

a

h (s) ds+ (b− a)2 h2 (x)

∣∣∣∣∣
≤

[
1
4

(b− a)2 +
(
x− a+ b

2

)2
]2

‖h‖2∞
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i.e. [∫ b

a

h (s) ds− h (x) (b− a)

]2

≤
[
1
4

(b− a)2 +
(
x− a+ b

2

)]2
‖h‖2∞

which is clearly equivalent to Ostrowski’s inequality.

Consequently (5.9) can be also regarded as a generalization, for double integrals,
of the classical result due to Ostrowski.

5.2.2. Applications for Cubature Formulae. Let us now consider the ar-
bitrary division In : a = x1 < x1 < ... < xn−1 < xn = b and Jm : c = y0 <
y1 < ... < ym−1 < ym = b and ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) , ηj ∈ [yj , yj+1]
(j = 0, ...,m− 1) be intermediate points. Consider the sum

C (f, In, Jm, ξ,η) :=
n−1∑
i=0

m−1∑
j=0

hi

∫ yj+1

yj

f (ξi, t) dt(5.19)

+
n−1∑
i=0

m−1∑
j=0

lj

∫ xi+1

xi

f
(
s, ηj

)
ds−

n−1∑
i=0

m−1∑
j=0

hiljf
(
ξi, ηj

)
for which we assume that the involved integrals can more easily be computed than
the original double integral

D :=
∫ b

a

∫ d

c

f (s, t) dsdt,

and

hi := xi+1 − xi (i = 0, ..., n− 1) , lj := yj+1 − yj (j = 0, ...,m− 1) .

With this assumption, we can state the following cubature formula:

Theorem 5.10. Let f : [a, b] × [c, d] → R be as in Theorem 5.8 and In, Jm, ξ and
η be as above. Then we have the cubature formula:

(5.20)
∫ b

a

∫ d

c

f (s, t) dtds = C (f, In, Jm, ξ,η) +R (f, In, Jm, ξ,η)

where the remainder term R (f, In, Jm, ξ,η) satisfies the estimation:

|R (f, In, Jm, ξ,η)|(5.21)

≤
∥∥f ′′s,t

∥∥
∞

n−1∑
i=0

m−1∑
j=0

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
][

1
4
l2j +

(
ηj −

yj + yj+1

2

)2
]

≤ 1
4

∥∥f ′′s,t

∥∥
∞

n−1∑
i=0

h2
i

m−1∑
j=0

l2j .
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Proof. Apply Theorem 5.8 on the interval [xi, xi+1]× [yj , yj+1]
(i = 0, ..., n− 1; j = 0, ...,m− 1) to get:∣∣∣∣∣

∫ xi+1

xi

∫ yj+1

yj

f (s, t) dtds−

[
hi

∫ yj+1

yj

f (ξi, t) dt

+ lj

∫ xi+1

xi

f
(
s, ηj

)
ds− hiljf

(
ξi, ηj

)]∣∣∣∣
≤

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
][

1
4
l2j +

(
ηj −

yj + yj+1

2

)2
]∥∥f ′′s,t

∥∥
∞

for all i = 0, ..., n− 1; j = 0, ...,m− 1.

Summing over i from 0 to n−1 and over j from 0 to m−1 and using the generalized
triangle inequality we deduce the first inequality in (5.21) .

For the second part we observe that∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣ ≤ 1
2
hi and

∣∣∣∣ηj −
yj + yj+1

2

∣∣∣∣ ≤ 1
2
lj

for all i, j as above.

Remark 5.3. As
n−1∑
i=0

h2
i ≤ ν (h)

n−1∑
i=0

hi = (b− a) ν (h)

and
m−1∑
j=0

l2j ≤ µ (l)
m−1∑
j=0

lj = (d− c)µ (l)

where
ν (h) = max {hi : i = 0, ..., n− 1}

and
µ (l) = max {lj : j = 0, ...,m− 1} ,

the right membership of (5.21) can be bounded by

1
4

∥∥f ′′s,t

∥∥
∞ (b− a) (d− c) ν (h)µ (l) ,

which is of order precision 2.

Define the sum,

CM (f, In, Jm)

: =
n−1∑
i=0

m−1∑
j=0

hi

∫ yj+1

yj

f

(
xi + xi+1

2
, t

)
dt+

n−1∑
i=0

m−1∑
j=0

lj

∫ xi+1

xi

f

(
s,
yj + yj+1

2

)
ds

−
n−1∑
i=0

m−1∑
j=0

hiljf

(
xi + xi+1

2
,
yj + yj+1

2

)
,

then we have the best cubature formula possible from (5.20) .
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Corollary 5.11. Under the above assumptions we have

(5.22)
∫ b

a

∫ d

c

f (s, t) dtds = CM (f, In, Jm) +R (f, In, Jm)

when the remainder R (f, In, Jm) satisfies the estimation:

|R (f, In, Jm)| ≤
∥∥f ′′s,t

∥∥
∞

16

n−1∑
i=0

h2
i

m−1∑
j=0

l2j .

5.2.3. Some Inequalities in Terms of ‖·‖p−Norm. The following inequal-
ity of Ostrowski’s type for mappings of two variables holds [3]:

Theorem 5.12. Let f : [a, b]× [c, d] → R be a continuous mapping on [a, b]× [c, d] ,
f ′′x,y = ∂2f

∂x∂y exists on [a, b]× [c, d] and is in Lp([a, b]× [c, d]), i.e.,

∥∥f ′′s,t

∥∥
p

:=

(∫ b

a

∫ d

c

∣∣∣∣∂2f (x, y)
∂x∂y

∣∣∣∣p dxdy
) 1
p

<∞, p > 1

then we have the inequality:∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds− [(b− a)
∫ d

c

f (x, t) dt+ (d− c)
∫ b

a

f (s, y) ds(5.23)

− (d− c) (b− a) f (x, y)]
∣∣∣∣

≤

[
(x− a)q+1 + (b− x)q+1

q + 1

] 1
q
[

(y − c)q+1 + (d− y)q+1

q + 1

] 1
q ∥∥f ′′s,t

∥∥
p

for all (x, y) ∈ [a, b]× [c, d] , where 1
p + 1

q = 1.

Proof. If we consider the kernels: p : [a, b]2 → R, q : [c, d]2 → R given by:

p (x, s) :=

 s− a if s ∈ [a, x]

s− b if s ∈ (x, b]

and

q (y, t) :=

 t− c if t ∈ [c, y]

t− d if s ∈ (y, d]
then we have the identity, (see also (5.14))∫ b

a

∫ d

c

p (x, s) q (y, t) f ′′s,t (s, t) dsdt(5.24)

= (d− c) (b− a) f (x, y)− (d− c)
∫ b

a

f (s, y) ds

− (b− a)
∫ d

c

f (x, t) dt+
∫ b

a

∫ d

c

f (s, t) dsdt

for all (x, y) ∈ [a, b]× [c, d] .
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From this we can obtain the following inequality:-∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dsdt− [(b− a)
∫ d

c

f (x, t) dt+ (d− c)
∫ b

a

f (s, y) ds

− (d− c) (b− a) f (x, y)]
∣∣∣∣

≤
∫ b

a

∫ d

c

|p (x, s) q (y, t)|
∣∣f ′′s,t (s, t)

∣∣ dsdt.
Using Hölder’s integral inequality for double integrals, we further have,∫ b

a

∫ d

c

|p (x, s) q (y, t)|
∣∣f ′′s,t (s, t)

∣∣ dtds
≤

(∫ b

a

∫ d

c

|p (x, s) q (y, t)|q dtds

) 1
q
(∫ b

a

∫ d

c

∣∣f ′′s,t (s, t)
∣∣p dtds) 1

p

=

(∫ b

a

|p (x, s)|q ds

) 1
q
(∫ d

c

|q (y, t)|q dt

) 1
q ∥∥f ′′s,t

∥∥
p

=

[
(x− a)q+1 + (b− x)q+1

q + 1

] 1
q
[

(y − c)q+1 + (d− y)q+1

q + 1

] 1
q ∥∥f ′′s,t

∥∥
p

and the theorem is proved.

Corollary 5.13. Under the above assumptions, we have the inequality:∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds−

[
(b− a)

∫ d

c

f

(
a+ b

2
, t

)
dt(5.25)

+ (d− c)
∫ b

a

f

(
s,
c+ d

2

)
ds− (d− c) (b− a) f

(
a+ b

2
,
c+ d

2

)]∣∣∣∣∣
≤ (b− a)1+

1
q (d− c)1+

1
q

4(q + 1)
2
q

∥∥f ′′s,t

∥∥
p
.

Remark 5.4. Consider the mapping g : [α, β] → R, g(t) = (t − α)m + (β − t)m,
(m ≥ 1). Taking into account the properties

inf
t∈[α,β]

g(t) = g

(
α+ β

2

)
=

(β − α)m

2m−1

and

sup
t∈[α,β]

g(t) = g(α) = g(β) = (β − α)m,

(5.25) is seen to be the best inequality that can be obtained from (5.23).
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Remark 5.5. Now, if we assume that f (s, t) = h (s)h (t) , h : [a, b] → R is contin-
uous on [a, b] and suppose that ‖h′‖p <∞, then from (5.23) we get (for x = y)∣∣∣∣∣

∫ b

a

h (s) ds
∫ b

a

h (s) ds− h (x) (b− a)
∫ b

a

h (s) ds

−h (x) (b− a)
∫ b

a

h (s) ds+ (b− a)2 h2 (x)

∣∣∣∣∣
≤

[
(x− a)q+1 + (b− x)q+1

q + 1

] 2
q

‖h′‖2p ,

i.e., [∫ b

a

h (s) ds− h (x) (b− a)

]2

≤

[
(x− a)q+1 + (b− x)q+1

q + 1

] 2
q

‖h′‖2p

which is clearly equivalent to Ostrowski’s inequality for p−norms obtained in [6]

5.2.4. Applications For Cubature Formulae. Let us consider the arbi-
trary division In : a = x0 < x1 < ... < xn−1 < xn = b and Jm : c = y0 <
y1 < ... < ym−1 < ym = b and ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) , ηj ∈ [yj , yj+1]
(j = 0, ...,m− 1) be intermediate points. Consider the sum

C (f, In, Jm, ξ,η) : =
n−1∑
i=0

m−1∑
j=0

hi

∫ yj+1

yj

f (ξi, t) dt

+
n−1∑
i=0

m−1∑
j=0

lj

∫ xi+1

xi

f
(
s, ηj

)
ds−

n−1∑
i=0

m−1∑
j=0

hiljf
(
ξi, ηj

)
for which we assume that the involved integrals can more easily be computed than
the original double integral

D :=
∫ b

a

∫ d

c

f (s, t) dsdt,

and

hi := xi+1 − xi (i = 0, ..., n− 1) , lj := yj+1 − yj (j = 0, ...,m− 1) .

We can state the following cubature formula:

Theorem 5.14. Let f : [a, b]× [c, d] → R be as in Theorem 5.23 and In, Jm, ξ and
η be as above. Then we have,∫ b

a

∫ d

c

f (s, t) dtds = C (f, In, Jm, ξ,η) +R (f, In, Jm, ξ,η) ,
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where the remainder term R (f, In, Jm, ξ,η) satisfies the inequality (estimation),

|R (f, In, Jm, ξ,η)|(5.26)

≤
∥∥f ′′s,t

∥∥
p

[
n−1∑
i=0

(
(xi+1 − ξi)

q+1 + (ξi − xi)
q+1

q + 1

)] 1
q

×

m−1∑
j=0

((
yj+1 − ηj

)q+1 +
(
ηj − yj

)q+1

q + 1

) 1
q

≤

∥∥f ′′s,t

∥∥
p

(q + 1)
2
q

n−1∑
i=0

h
1+ 1

q

i

m−1∑
j=0

l
1+ 1

q

j .

for all ξ and η as above.

Proof. Apply Theorem 5.12 to the interval [xi, xi+1]× [yj , yj+1]

(i = 0, ..., n− 1; j = 0, ...,m− 1) to get:

∣∣∣∣∣
∫ xi+1

xi

∫ yj+1

yj

f (s, t) dtds

−

[
hi

∫ yj+1

yj

f (ξi, t) dt+ lj

∫ xi+1

xi

f
(
s, ηj

)
ds− hiljf

(
ξi, ηj

)]∣∣∣∣∣
≤

[(
(xi+1 − ξi)

q+1 + (ξi − xi)
q+1

q + 1

)((
yj+1 − ηj

)q+1 +
(
ηj − yj

)q+1

q + 1

)] 1
q

×

(∫ xi+1

xi

∫ yj+1

yj

| f (s, t) |p dtds

) 1
p

,

for all i = 0, ..., n− 1; j = 0, ...,m− 1.
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Summing over i from 0 to n−1 and over j from 0 to m−1 and using the generalized
triangle inequality and Hölder’s discrete inequality for double sums, we deduce

|R (f, In, Jm, ξ,η)|

≤
n−1∑
i=0

m−1∑
j=0

[(
(xi+1 − ξi)

q+1 + (ξi − xi)
q+1

q + 1

)

×

((
yj+1 − ηj

)q+1 +
(
ηj − yj

)q+1

q + 1

)] 1
q

×

 xi+1∫
xi

yj+1∫
yj

|f (s, t)|p dtds


1
p

≤

[
n−1∑
i=0

(
(xi+1 − ξi)

q+1 + (ξi − xi)
q+1

q + 1

)] 1
q

×

m−1∑
j=0

((
yj+1 − ηj

)q+1 +
(
ηj − yj

)q+1

q + 1

) 1
q

×

n−1∑
i=0

m−1∑
j=0

∫ xi+1

xi

∫ yj+1

yj

|f (s, t)|p dtds

 1
p

=

[
n−1∑
i=0

(
(xi+1 − ξi)

q+1 + (ξi − xi)
q+1

q + 1

)
m−1∑
j=0

((
yj+1 − ηj

)q+1 +
(
ηj − yj

)q+1

q + 1

) 1
q

×
∥∥f ′′s,t

∥∥
p
.

To prove the second part, we observe that

(xi+1 − ξi)
q+1 + (ξi − xi)

q+1 ≤ (xi+1 − xi)q+1

and (
yj+1 − ηj

)q+1 +
(
ηj − yj

)q+1 ≤ (yj+1 − yj)q+1

for all i, j as above and the intermediate points ξi and ηj .

We omit the details.

Remark 5.6. As
n−1∑
i=0

h
1+ 1

q

i ≤ [ν (h)]
1
q

n−1∑
i=0

hi = (b− a) [ν (h)]
1
q

and
m−1∑
j=0

l
1+ 1

q

j ≤ [µ (l)]
1
q

m−1∑
j=0

lj = (d− c) [µ (l)]
1
q

where
ν (h) = max {hi : i = 0, ..., n− 1} ,

and
µ (l) = max {lj : j = 0, ...,m− 1} ,
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the right hand side of (5.26) can be bounded by

1

(q + 1)
2
q

∥∥f ′′s,t

∥∥
p
(b− a) (d− c) [ν (h)µ (l)]

1
q .

Defining the sum,

CM (f, In, Jm) : =
n−1∑
i=0

m−1∑
j=0

hi

yj+1∫
yj

f

(
xi + xi+1

2
, t

)
dt

+
n−1∑
i=0

m−1∑
j=0

lj

xi+1∫
xi

f

(
s,
yj + yj+1

2

)
ds

−
n−1∑
i=0

m−1∑
j=0

hiljf

(
xi + xi+1

2
,
yj + yj+1

2

)
,

we have the best cubature formula possible from Theorem 5.14.

Corollary 5.15. Under the above assumptions we have,∫ b

a

∫ d

c

f (s, t) dsdt = CM (f, In, Jm) +R (f, In, Jm) ,

where the remainder R (f, In, Jm) satisfies the inequality (estimation),

|R (f, In, Jm)| ≤ 1

4(q + 1)
2
q

∥∥f ′′s,t

∥∥
p

n−1∑
i=0

h
1+ 1

q

i

m−1∑
j=0

l
1+ 1

q

j .

5.2.5. Some Inequalities in Terms of ‖·‖1−Norm. The following result
of Ostrowski’s type also holds.

Theorem 5.16. Let f : [a, b]× [c, d] → R be a continuous mapping on [a, b]× [c, d],
f ′′x,y = ∂2f

∂x∂y exists on [a, b]× [c, d] and is in L1 ([a, b]× [c, d]), i.e.,

∥∥f ′′s,t

∥∥
1

:=
∫ b

a

∫ d

c

∣∣∣∣∂2f (x, y)
∂x∂y

∣∣∣∣ dxdy <∞,

then we have the inequality,∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds−

[
(b− a)

∫ d

c

f (x, t) dt(5.27)

+ (d− c)
∫ b

a

f (s, y) ds− (d− c) (b− a) f (x, y)

]∣∣∣∣∣
≤

[
1
2

+

∣∣x− a+b
2

∣∣
b− a

][
1
2

+

∣∣y − c+d
2

∣∣
d− c

]
(b− a) (d− c)

∥∥f ′′s,t

∥∥
1

for all (x, y) ∈ [a, b]× [c, d].
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Proof. As in the proof of Theorem 5.12, we use the inequality∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds−

[
(b− a)

∫ d

c

f (x, t) dt(5.28)

+ (d− c)
∫ b

a

f (s, y) ds− (d− c) (b− a) f (x, y)

]∣∣∣∣∣
≤

∫ b

a

∫ d

c

|p (x, s) q (y, t)|
∣∣f ′′s,t (s, t)

∣∣ dtds.
However, it is easy to see that∫ b

a

∫ d

c

|p (x, s)| |q (y, t)|
∣∣f ′′s,t (s, t)

∣∣ dtds
= sup

s∈[a,b]

|p (x, s)| · sup
t∈[c,d]

|q (y, t)|
∥∥f ′′s,t

∥∥
1

= max {x− a, b− x} ·max {d− y, y − c}
∥∥f ′′s,t

∥∥
1

=
[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣] [1
2

(d− c) +
∣∣∣∣y − c+ d

2

∣∣∣∣] ∥∥f ′′s,t

∥∥
1
,

which, via (5.28), proves the desired inequality (5.27).

The best inequality we can get from Theorem 5.16 is embodied in the following
corollary.

Corollary 5.17. With the above assumptions, we have,∣∣∣∣∣
∫ b

a

∫ d

c

f (s, t) dtds−

[
(b− a)

∫ d

c

f

(
a+ b

2
, t

)
dt(5.29)

+ (d− c)
∫ b

a

f

(
s,
c+ d

2

)
ds− (d− c) (b− a) f

(
a+ b

2
,
c+ d

2

)]∣∣∣∣∣
≤ 1

4
(b− a) (d− c)

∥∥f ′′s,t

∥∥
1
.

Remark 5.7. If we assume that f (s, t) = h (s)h (t), h : [a, b] → R is continuous
on [a, b] and suppose that h′ ∈ L1 [a, b], then from (5.27) we get (for x = y)∣∣∣∣∣

∫ b

a

h (s) ds
∫ b

a

h (s) ds− h (x) (b− a)
∫ b

a

h (s) ds

−h (x) (b− a)
∫ b

a

h (s) ds+ (b− a)2 h2 (x)

∣∣∣∣∣
≤

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]2 ‖h′‖21
i.e., [∫ b

a

h (s) ds− h (x) (b− a)

]2

≤
[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]2 ‖h′‖21 ,
which is clearly equivalent to Ostrowski’s inequality for 1−norms obtained in [7].
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Applications for cubature formulae can be provided in a similar fashion as above,
but we omit the detials.

5.3. Other Ostrowski Type Inequalities

5.3.1. Some Identities. The following theorem holds [5].

Theorem 5.18. Let f : [a, b]× [c, d] → R be such that the partial derivatives ∂f(t,s)
∂t ,

∂f(t,s)
∂s , ∂2f(t,s)

∂t∂s exist and are continuous on [a, b] × [c, d] . Then for all (x, y) ∈
[a, b]× [c, d] , we have the representation

f (x, y) =
1

(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt(5.30)

+
1

(b− a) (d− c)

∫ b

a

∫ d

c

p (x, t)
∂f (t, s)
∂t

dsdt

+
1

(b− a) (d− c)

∫ b

a

∫ d

c

q (y, s)
∂f (t, s)
∂s

dsdt

+
1

(b− a) (d− c)

∫ b

a

∫ d

c

p (x, t) q (y, s)
∂2f (t, s)
∂t∂s

dsdt,

where p : [a, b]2 → R, q : [c, d]2 → R and are given by

(5.31) p (x, t) :=

 t− a if t ∈ [a, x]

t− b if t ∈ (x, b]
,

and

(5.32) q (y, s) :=

 s− c if s ∈ [c, y]

s− d if s ∈ (y, d]
.

Proof. We use the following identity, which can be easily proved using inte-
gration by parts

(5.33) g (u) =
1

β − α

∫ β

α

g (z) dz +
1

β − α

∫ β

α

k (u, z) g′ (z) dz,

where k : [α, β]2 → R is given by

k (u, z) :=

 z − α if z ∈ [α, u]

z − β if z ∈ (u, β]

and g is absolutely continuous on [α, β] .

Indeed, we have ∫ u

α

(z − α) g′ (z) dz = (u− α) g (u)−
∫ u

α

g (z) dz

and ∫ β

u

(z − β) g′ (z) dz = (β − u) g (u)−
∫ β

u

g (z) dz
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which produces, by summation, the desired identity (5.33) .

We can write the identity (5.33) for the partial map f (·, y) , y ∈ [c, d] to obtain

(5.34) f (x, y) =
1

b− a

∫ b

a

f (t, y) dt+
1

b− a

∫ b

a

p (x, t)
∂f (t, y)
∂t

dt

for all (x, y) ∈ [a, b]× [c, d] .

Similarly,

(5.35) f (t, y) =
1

d− c

∫ d

c

f (t, s) ds+
1

d− c

∫ d

c

q (y, s)
∂f (t, s)
∂s

ds,

for all (t, y) ∈ [a, b]× [c, d] .

The same formula (5.33) applied for the partial derivative ∂f(·,y)
∂t gives,

(5.36)
∂f (t, y)
∂t

=
1

d− c

∫ d

c

∂f (t, s)
∂t

ds+
1

d− c

∫ d

c

q (y, s)
∂2f (t, s)
∂t∂s

ds

for all (t, y) ∈ [a, b]× [c, d] .

Substituting (5.35) and (5.36) in (5.34) , and using Fubini’s theorem, we have

f (x, y) =
1

b− a

∫ b

a

[
1

d− c

∫ d

c

f (t, s) ds+
1

d− c

∫ d

c

q (y, s)
∂f (t, s)
∂s

ds

]
dt

+
1

b− a

∫ b

a

p (x, t)

[
1

d− c

∫ d

c

∂f (t, s)
∂t

ds

+
1

d− c

∫ d

c

q (y, s)
∂2f (t, s)
∂t∂s

ds

]
dt

=
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt+
∫ b

a

∫ d

c

q (y, s)
∂f (t, s)
∂s

dsdt

+
∫ b

a

∫ d

c

p (x, t)
∂f (t, s)
∂t

dsdt+
∫ b

a

∫ d

c

p (x, t) q (y, s)
∂2f (t, s)
∂t∂s

dsdt

]
,

and the identity (5.30) is established.

A particular case which is of interest is embodied in the following corollary.

Corollary 5.19. Let f be as in Theorem 5.18, then we have the identity

f

(
a+ b

2
,
c+ d

2

)
(5.37)

=
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt +
∫ b

a

∫ d

c

p0 (t)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

q0 (s)
∂f (t, s)
∂s

dsdt +
∫ b

a

∫ d

c

p0 (t) q0 (s)
∂2f (t, s)
∂t∂s

dsdt

]
,
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where p0 : [a, b] → R, q0 : [c, d] → R are given by

p0 (t) :=

 t− a if t ∈
[
a, a+b

2

]
t− b if t ∈

(
a+b
2 , b

] ,

and

q0 (s) :=

 s− c if s ∈
[
c, c+d

2

]
s− d if s ∈

(
c+d
2 , d

] .

The following corollary, which provides a trapezoid type identity, is also of interest.

Corollary 5.20. Let f be as in Theorem 5.18. Then we have the identity

f (a, c) + f (a, d) + f (b, c) + f (b, d)
4

(5.38)

=
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt+
∫ b

a

∫ d

c

(
t− a+ b

2

)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

(
s− c+ d

2

)
∂f (t, s)
∂s

dsdt

+
∫ b

a

∫ d

c

(
t− a+ b

2

)(
s− c+ d

2

)
∂2f (t, s)
∂t∂s

dsdt

]
.

Proof. Letting (x, y) = (a, c) , (a, d) , (b, c) and (b, d) in (5.30) , we obtain
successively,

f (a, c) =
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt+
∫ b

a

∫ d

c

(t− b)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

(s− d)
∂f (t, s)
∂s

dsdt+
∫ b

a

∫ d

c

(t− b) (s− d)
∂2f (t, s)
∂s∂t

dsdt

]
,

f (a, d) =
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt+
∫ b

a

∫ d

c

(t− b)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

(s− c)
∂f (t, s)
∂s

dsdt+
∫ b

a

∫ d

c

(t− b) (s− c)
∂2f (t, s)
∂s∂t

dsdt

]
,

f (b, c) =
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt+
∫ b

a

∫ d

c

(t− a)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

(s− d)
∂f (t, s)
∂s

dsdt+
∫ b

a

∫ d

c

(t− a) (s− d)
∂2f (t, s)
∂s∂t

dsdt

]
,
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and

f (b, d) =
1

(b− a) (d− c)

[∫ b

a

∫ d

c

f (t, s) dsdt+
∫ b

a

∫ d

c

(t− a)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

(s− c)
∂f (t, s)
∂s

dsdt+
∫ b

a

∫ d

c

(t− a) (s− c)
∂2f (t, s)
∂s∂t

dsdt

]
.

After summing over the above equalities, dividing by 4 and some simple computa-
tion, we arrive at the desired identity (5.38).

5.3.2. Some Bounds. We can state the following inequality of the Ostrowski
type which holds for mappings of two independent variables [5].

Theorem 5.21. Let f : [a, b]× [c, d] → R be a mapping as in Theorem 5.18. Then
we have the inequality:

∣∣∣∣∣f (x, y)− 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt

∣∣∣∣∣(5.39)

≤ M1 (x) +M2 (y) +M3 (x, y) ,

where

M1 (x) =



[
1
4 (b− a)2 +

(
x− a+b

2

)2]
b− a

∥∥∥∥∂f∂t
∥∥∥∥
∞
, if

∂f (t, s)
∂t

∈ L∞ ([a, b]× [c, d]) ;[
(b−x)q1+1+(x−a)q1+1

q1+1

] 1
q1

(b− a) [(d− c)]
1
p1

∥∥∥∥∂f∂t
∥∥∥∥

p1

, if
∂f (t, s)
∂t

∈ Lp1 ([a, b]× [c, d]) ,

p1 > 1, 1
p1

+ 1
q1

= 1;[
1
2 (b− a) +

∣∣x− a+b
2

∣∣]
(b− a) (d− c)

∥∥∥∥∂f∂t
∥∥∥∥

1

, if
∂f (t, s)
∂t

∈ L1 ([a, b]× [c, d]) .

M2 (y) =



[
1
4 (d− c)2 +

(
y − c+d

2

)2]
d− c

∥∥∥∥∂f∂s
∥∥∥∥
∞
, if

∂f (t, s)
∂s

∈ L∞ ([a, b]× [c, d]) ;[
(d−y)q2+1+(y−c)q2+1

q2+1

] 1
q2

[(b− a)]
1
p2 (d− c)

∥∥∥∥∂f∂s
∥∥∥∥

p2

, if
∂f (t, s)
∂s

∈ Lp2 ([a, b]× [c, d]) ;

p2 > 1, 1
p2

+ 1
q2

= 1;[
1
2 (d− c) +

∣∣y − c+d
2

∣∣]
(b− a) (d− c)

∥∥∥∥∂f∂s
∥∥∥∥

1

, if
∂f (t, s)
∂s

∈ L1 ([a, b]× [c, d]) ;
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and

M3 (x, y)

=



[
1
4 (b− a)2 +

(
x− a+b

2

)2] [ 1
4 (d− c)2 +

(
y − c+d

2

)2]
(b− a) (d− c)

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞
,

if
∂2f (t, s)
∂s∂t

∈ L∞ ([a, b]× [c, d]) ;[
(b−x)q3+1+(x−a)q3+1

q3+1

] 1
q3
[

(d−y)q3+1+(y−c)q3+1

q3+1

] 1
q3

(b− a) (d− c)

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
p3

,

if
∂2f (t, s)
∂s∂t

∈ Lp3 ([a, b]× [c, d]) , p3 > 1, 1
p3

+ 1
q3

= 1;[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] [ 1
2 (d− c) +

∣∣y − c+d
2

∣∣]
(b− a) (d− c)

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
1

,

if
∂2f (t, s)
∂s∂t

∈ L1 ([a, b]× [c, d]) ;

for all (x, y) ∈ [a, b] × [c, d] , where ‖·‖p (1 ≤ p ≤ ∞) are the usual p−norms on
[a, b]× [c, d] .

Proof. Using the identity (5.30) , we can state that∣∣∣∣∣f (x, y)− 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt

∣∣∣∣∣(5.40)

≤

∣∣∣∣∣ 1
(b− a) (d− c)

[∫ b

a

∫ d

c

p (x, t)
∂f (t, s)
∂t

dsdt

+
∫ b

a

∫ d

c

q (y, s)
∂f (t, s)
∂s

dsdt +
∫ b

a

∫ d

c

p (x, t) q (y, s)
∂2f (t, s)
∂t∂s

dsdt

]∣∣∣∣∣
≤ 1

(b− a) (d− c)

[∫ b

a

∫ d

c

|p (x, t)|
∣∣∣∣∂f (t, s)

∂t

∣∣∣∣ dsdt
+
∫ b

a

∫ d

c

|q (y, s)|
∣∣∣∣∂f (t, s)

∂s

∣∣∣∣ dsdt+
∫ b

a

∫ d

c

|p (x, t)| |q (y, s)|
∣∣∣∣∂2f (t, s)

∂t∂s

∣∣∣∣ dsdt
]
.

We have,∫ b

a

∫ d

c

|p (x, t)|
∣∣∣∣∂f (t, s)

∂t

∣∣∣∣ dsdt(5.41)

≤



∥∥∥∂f
∂t

∥∥∥
∞

∫ b

a

∫ d

c
|p (x, t)| dsdt, if ∂f(t,s)

∂t ∈ L∞ ([a, b]× [c, d]) ;

∥∥∥∂f
∂t

∥∥∥
p1

(∫ b

a

∫ d

c
|p (x, t)|q1 dsdt

) 1
q1
, if ∂f(t,s)

∂t ∈ Lp1 ([a, b]× [c, d]) ,

p1 > 1, 1
p1

+ 1
q1

= 1;∥∥∥∂f
∂t

∥∥∥
1
supt∈[a,b] |p (x, t)| , if ∂f(t,s)

∂t ∈ L1 ([a, b]× [c, d]) .
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and as ∫ b

a

∫ d

c

|p (x, t)| dsdt

=
∫ d

c

(∫ b

a

|p (x, t)| dt

)
ds = (d− c)

[∫ x

a

|p (x, t)| dt+
∫ b

x

|p (x, t)| dt

]

= (d− c)

[∫ x

a

(t− a) dt+
∫ b

x

(b− t) dt

]

= (d− c)

[
1
4

(b− a)2 +
(
x− a+ b

2

)2
]
,

[∫ b

a

∫ d

c

|p (x, t)|q1 dsdt

] 1
q1

=

[∫ d

c

(∫ b

a

|p (x, t)|q1 dt

)
ds

] 1
q1

= (d− c)
1
q1

[∫ x

a

|p (x, t)|q1 dt+
∫ b

x

|p (x, t)|q1 dt

] 1
q1

= (d− c)
1
q1

[∫ x

a

(t− a)q1 dt+
∫ b

x

(b− t)q1 dt

] 1
q1

= (d− c)
1
q1

[
(b− x)q1+1 + (x− a)q1+1

q1 + 1

] 1
q1

.

sup
t∈[a,b]

|p (x, t)| = max {x− a, b− x} =
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣ ,
and then, by (5.41) , we obtain

(5.42)
∫ b

a

∫ d

c

|p (x, t)|
∣∣∣∣∂f (t, s)

∂t

∣∣∣∣ dsdt
(5.43)

≤



(d− c)
[

1
4 (b− a)2 +

(
x− a+b

2

)2] ∥∥∥∂f
∂t

∥∥∥
∞
, if ∂f(t,s)

∂t ∈ L∞ ([a, b]× [c, d]) ;

(d− c)
1
q1

[
(b−x)q1+1+(x−a)q1+1

q1+1

] 1
q1
∥∥∥∂f

∂t

∥∥∥
p1

, if ∂f(t,s)
∂t ∈ Lp1 ([a, b]× [c, d]) ,

p1 > 1, 1
p1

+ 1
q1

= 1;[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] ∥∥∥∂f
∂t

∥∥∥
1
. if ∂f(t,s)

∂t ∈ L1 ([a, b]× [c, d]) .

In a similar fashion, we can state,

(5.44)
∫ b

a

∫ d

c

|q (y, s)|
∣∣∣∣∂f (t, s)

∂s

∣∣∣∣ dsdt
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(5.45)

≤



(b− a)
[

1
4 (d− c)2 +

(
y − c+d

2

)2] ∥∥∥∂f
∂s

∥∥∥
∞
, if ∂f(t,s)

∂s ∈ L∞ ([a, b]× [c, d]) ;

(b− a)
1
q2

[
(d−y)q2+1+(y−c)q2+1

q2+1

] 1
q2
∥∥∥∂f

∂s

∥∥∥
p2

, if ∂f(t,s)
∂s ∈ Lp2 ([a, b]× [c, d]) ,

p2 > 1, 1
p2

+ 1
q2

= 1;[
1
2 (d− c) +

∣∣y − c+d
2

∣∣] ∥∥∥∂f
∂s

∥∥∥
1
. if ∂f(t,s)

∂s ∈ L1 ([a, b]× [c, d]) .

In addition, we have

(5.46)
∫ b

a

∫ d

c

|p (x, t)| |q (y, s)|
∣∣∣∣∂2f (t, s)

∂t∂s

∣∣∣∣ dsdt

(5.47) ≤



∥∥∥∂2f(t,s)
∂t∂s

∥∥∥
∞

∫ b

a
|p (x, t)| dt

∫ d

c
|q (y, s)| ds,

if ∂2f(t,s)
∂s∂t ∈ L∞ ([a, b]× [c, d]) ;

∥∥∥∂2f(t,s)
∂t∂s

∥∥∥
p3

(∫ b

a
|p (x, t)|q3 dt

) 1
q3
(∫ d

c
|q (y, s)|q3 ds

) 1
q3
,

if ∂2f(t,s)
∂s∂t ∈ Lp3 ([a, b]× [c, d]) , p3 > 1, 1

p3
+ 1

q3
= 1;∥∥∥∂2f(t,s)

∂t∂s

∥∥∥
1
supt∈[a,b] |p (x, t)| sups∈[c,d] |q (y, s)|

if ∂2f(t,s)
∂s∂t ∈ L1 ([a, b]× [c, d]) .

=



[
1
4 (b− a)2 +

(
x− a+b

2

)2] [ 1
4 (d− c)2 +

(
y − c+d

2

)2] ∥∥∥ ∂2f
∂t∂s

∥∥∥
∞
,

if ∂2f(t,s)
∂s∂t ∈ L∞ ([a, b]× [c, d]) ;

[
(b−x)q3+1+(x−a)q3+1

q3+1

] 1
q3
[

(d−y)q3+1+(y−c)q3+1

q3+1

] 1
q3
∥∥∥ ∂2f

∂t∂s

∥∥∥
p3

,

if ∂2f(t,s)
∂s∂t ∈ Lp3 ([a, b]× [c, d]) ; p3 > 1, 1

p3
+ 1

q3
= 1;

[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] [ 1
2 (d− c) +

∣∣y − c+d
2

∣∣] ∥∥∥ ∂2f
∂t∂s

∥∥∥
1
,

if ∂2f(t,s)
∂s∂t ∈ L1 ([a, b]× [c, d]) .

and the theorem is proved.

The following corollary holds by taking x = a+b
2 , y = c+d

2 .
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Corollary 5.22. With the assumptions in Theorem 5.18, we have the inequality∣∣∣∣∣f
(
a+ b

2
,
c+ d

2

)
− 1

(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt

∣∣∣∣∣(5.48)

≤ M̃1 + M̃2 + M̃3,

where

M̃1 :=



1
4 (b− a)

∥∥∥∥∂f∂t
∥∥∥∥
∞
, if

∂f

∂t
∈ L∞ ([a, b]× [c, d])

1
2

[
(b− a)

1
q1

(q1 + 1)
1
q1 (d− c)

1
p1

]∥∥∥∥∂f∂t
∥∥∥∥

p1

, if
∂f

∂t
∈ Lp1 ([a, b]× [c, d])

p1 > 1, 1
p1

+ 1
q1

= 1;
1

2 (d− c)

∥∥∥∥∂f∂t
∥∥∥∥

1

, if
∂f

∂t
∈ L1 ([a, b]× [c, d])

M̃2 :=



1
4

(d− c)
∥∥∥∥∂f∂s

∥∥∥∥
∞
, if

∂f

∂t
∈ L∞ ([a, b]× [c, d])

1
2

[
(d− c)

1
q2

(q2 + 1)
1
q2 (b− a)

1
p2

]∥∥∥∥∂f∂s
∥∥∥∥

p2

if
∂f

∂t
∈ Lp2 ([a, b]× [c, d])

p2 > 1, 1
p2

+ 1
q2

= 1;
1

2 (b− a)

∥∥∥∥∂f∂s
∥∥∥∥

1

, if
∂f

∂t
∈ L1 ([a, b]× [c, d])

and

M̃3 :=



1
16

(b− a) (d− c)
∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞
, if

∂2f

∂t∂s
∈ L∞ ([a, b]× [c, d]) ;

1
4
· (b− a)

1
q3 (d− c)

1
q3

(q3 + 1)
2
q3

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
p3

, if
∂2f

∂t∂s
∈ Lp3 ([a, b]× [c, d]) ;

p3 > 1, 1
p3

+ 1
q3

= 1,
1
4

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
1

, if
∂2f

∂t∂s
∈ L1 ([a, b]× [c, d]) .

Using the inequality (5.38) in Corollary 5.20 and a similar argument to the one
used in Theorem 5.21, we have the following trapezoid type inequality:

Corollary 5.23. With the assumption in Theorem 5.18, we have the inequality∣∣∣∣∣f (a, c) + f (a, d) + f (b, c) + f (b, d)
4

− 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt

∣∣∣∣∣(5.49)

≤ M̃1 + M̃2 + M̃3,

where M̃i (i = 1, 2, 3) are as given above.
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5.3.3. Applications for Cubature Formulae. Consider the arbitrary di-
visions In := a = x0 < x1 < ... < xn−1 < xn = b and Jm : c = y0 < y1 <
... < ym−1 < ym = d, where ξi ∈ [xi, xi+1] (i = 0, ..., n− 1) , ηj ∈ [yj , yj+1]
(j = 0, ...,m− 1) are intermediate points. Consider further the Riemann sum:

(5.50) R (f, In, Jm, ξ,η) =
n−1∑
i=0

m−1∑
j=0

hi lj f
(
ξi, ηj

)
,

where hi := xi+1 − xi, lj := yj+1 − yj , i = 0, ..., n− 1, j = 0, ...,m− 1.

Using Theorem 5.21, we can state twenty-seven different inequalities bounding the
quantity

(5.51)

∣∣∣∣∣f (x, y)− 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt

∣∣∣∣∣ , (x, y) ∈ [a, b]× [c, d] .

Consider one, namely, when all the partial derivatives ∂f
∂t ,

∂f
∂s ,

∂2f
∂t∂s are bounded.

We then have:-,

∣∣∣∣∣f (x, y)− 1
(b− a) (d− c)

∫ b

a

∫ d

c

f (t, s) dsdt

∣∣∣∣∣(5.52)

≤ 1
b− a

[
1
4

(b− a)2 +
(
x− a+ b

2

)2
]∥∥∥∥∂f∂t

∥∥∥∥
∞

+
1

d− c

[
1
4

(d− c)2 +
(
y − c+ d

2

)2
]∥∥∥∥∂f∂s

∥∥∥∥
∞

+
1

(b− a) (d− c)

[
1
4

(b− a)2 +
(
x− a+ b

2

)2
]

×

[
1
4

(d− c)2 +
(
y − c+ d

2

)2
]∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞

for all [x, y] ∈ [a, b]× [c, d] .

Using this inequality, we can state the following theorem [5].

Theorem 5.24. Let f : [a, b]× [c, d] → R be as in Theorem 5.18, then we have

(5.53)
∫ b

a

∫ d

c

f (t, s) dsdt = R (f, In, Jm, ξ,η) +W (f, In, Jm, ξ,η) ,
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where R (f, In, Jm, ξ,η) is the Riemann sum defined by (5.50) and the remainder,
through the approximation W (f, In, Jm, ξ,η) , satisfies,

|W (f, In, Jm, ξ,η)|(5.54)

≤ (d− c)
∥∥∥∥∂f∂t

∥∥∥∥
∞

n−1∑
i=0

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
]

+(b− a)
∥∥∥∥∂f∂s

∥∥∥∥
∞

m−1∑
j=0

[
1
4
l2j +

(
ηj −

yj + yj+1

2

)2
]

+
∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞

n−1∑
i=0

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
]

×
m−1∑
j=0

[
1
4
l2j +

(
ηj −

yj + yj+1

2

)2
]

≤ 1
2

(d− c)
∥∥∥∥∂f∂t

∥∥∥∥
∞

n−1∑
i=0

h2
i +

1
2

(b− a)
∥∥∥∥∂f∂s

∥∥∥∥
∞

m−1∑
j=0

l2j

+
1
4

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞

n−1∑
i=0

h2
i

m−1∑
j=0

l2j

≤ 1
2

(d− c) (b− a)
[
ν (h)

∥∥∥∥∂f∂t
∥∥∥∥
∞

+ ν (l)
∥∥∥∥∂f∂s

∥∥∥∥
∞

+
1
2

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞
ν (h) ν (l)

]
for all ξ, η intermediate points, where ν (h) := max {hi, i = 0, ..., n− 1} and ν (l) :=
max {lj , j = 0, ...,m− 1} .

Proof. Apply (5.52) in the intervals [xi, xi+1]× [yj , yj+1] to obtain∣∣∣∣∣
∫ xi+1

xi

∫ yj+1

yj

f (t, s) dsdt− hiljf
(
ξi, ηj

)∣∣∣∣∣
≤

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
]
lj

∥∥∥∥∂f∂t
∥∥∥∥
∞

+

[
1
4
l2j +

(
ηj −

yj + yj+1

2

)2
]
hi

∥∥∥∥∂f∂s
∥∥∥∥
∞

+

[
1
4
h2

i +
(
ξi −

xi + xi+1

2

)2
][

1
4
l2j +

(
ηj −

yj + yj+1

2

)2
]∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞

for all i = 0, ..., n− 1, j = 0, ...,m− 1.

Summing over i from 0 to n − 1 and over j from 0 to m − 1, we get the desired
estimation (5.54) .

Consider the mid-point formula:

(5.55) M (f, In, Jm) :=
n−1∑
i=0

m−1∑
j=0

hi lj f

(
xi + xi+1

2
,
yj + yj+1

2

)
.
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The following corollary contains the best quadrature formula we can obtain from
(5.54) .

Corollary 5.25. Let f be as in Theorem 5.18, then we have:

(5.56)
∫ b

a

∫ d

c

f (t, s) dsdt = M (f, In, Jm) + L (f, In, Jm) ,

where M (f, In, Jm) is the midpoint formula given by (5.55) and the remainder
L (f, In, Jm) satisfies the estimate

|L (f, In, Jm)|(5.57)

≤ 1
4

(d− c)
∥∥∥∥∂f∂t

∥∥∥∥
∞

n−1∑
i=0

h2
i +

1
4

(b− a)
∥∥∥∥∂f∂s

∥∥∥∥
∞

m−1∑
j=0

l2j

+
1
16

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞

n−1∑
i=0

h2
i

m−1∑
j=0

l2j

: = M1 (f, In, Jm)

≤ 1
4

(d− c) (b− a)
[
ν (h)

∥∥∥∥∂f∂t
∥∥∥∥
∞

+ ν (l)
∥∥∥∥∂f∂s

∥∥∥∥
∞

+
1
4
ν (h) ν (l)

∥∥∥∥ ∂2f

∂t∂s

∥∥∥∥
∞

]
: = M2 (f, In, Jm) .

We can also consider the trapezoid formula

T (f, In, Jm)(5.58)

: =
n−1∑
i=0

m−1∑
j=0

hi lj ·
f (xi, yj) + f (xi, yj+1) + f (xi+1, yj) + f (xi+1, yj+1)

4
.

Using Corollary 5.23 and a similar argument to the one used in the proof of Theorem
5.24, we can state the following,

Corollary 5.26. Let f be as in Theorem 5.18, then we have

(5.59)
∫ b

a

∫ d

c

f (t, s) dsdt = T (f, In, Jm) + P (f, In, Jm) ,

where T (f, In, Jm) is the trapezoid formula obtained by (5.58) and the remainder
P (f, In, Jm) satisfies the estimate

(5.60) |P (f, In, Jm)| ≤ M1 (f, In, Jm) ≤M2 (f, In, Jm) ,

where M1 and M2 are as defined above.

5.4. Ostrowski’s Inequality for Hölder Type Functions

5.4.1. The Unweighted Case. We start with the following Ostrowski type
inequality for mappings of the r−Hölder type (see [4]).



5. OSTROWSKI TYPE INEQUALITIES FOR MULTIPLE INTEGRALS 274

Theorem 5.27. Assume that the mapping f : [a1, b1] × ... × [an, bn] → R satisfies
the following r−Hölder type condition:

(H) |f (x̄)− f (ȳ)| ≤
n∑

i=1

Li |xi − yi|ri (Li ≥ 0, i = 1, ..., n)

for all x̄ = (x1, ..., xn) , ȳ = (y1, ..., yn) ∈
[
ā, b̄

]
:= [a1, b1] × ... × [an, bn] , where

ri ∈ (0, 1], i = 1, ..., n. We have then the Ostrowski type inequality:

∣∣∣∣∣∣∣∣f (x̄)− 1
n∏

i=1

(bi − ai)

∫ b̄

ā

f (̄t) dt̄

∣∣∣∣∣∣∣∣(5.61)

≤
n∑

i=1

Li

ri + 1

[(
xi − ai

bi − ai

)ri+1

+
(
bi − xi

bi − ai

)ri+1
]

(bi − ai)
ri

≤
n∑

i=1

Li (bi − ai)
ri

ri + 1
,

for all x̄ ∈
[
ā, b̄

]
, where

∫ b̄

ā
f (̄t) dt̄ =

∫ b

a
...
∫ b

a
f (t1, ..., tn) dtn...dt1.

Proof. By (H) we have

|f (x̄)− f (̄t)| ≤
n∑

i=1

Li |xi − ti|ri

for all x̄, t̄ ∈
[
ā, b̄

]
.

Integrating over t̄ on
[
ā, b̄

]
and using the modulus properties we get

∣∣∣∣∣f (x̄)
∫ b̄

ā

dt̄−
∫ b̄

ā

f (̄t) dt̄

∣∣∣∣∣ ≤
∫ b̄

ā

|f (x̄)− f (̄t)| dt̄(5.62)

≤
n∑

i=1

Li

∫ b1

a1

...

∫ bn

an

|xi − ti|ri dtn...dt1.

As ∫ b1

a1

...

∫ bn

an

dtn...dt1 =
n∏

i=1

(bi − ai)
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and ∫ b1

a1

...

∫ bn

an

|xi − ti|ri dtn...dt1

=
n∏

j=1
j 6=i

(bj − aj)
∫ bi

ai

|xi − ti|ri dti

=
n∏

j=1
j 6=i

(bj − aj)

[
(bi − xi)

ri+1 + (xi − ai)
ri+1

ri + 1

]

=
n∏

j=1

(bj − aj)
1

ri + 1

[(
bi − xi

bi − ai

)ri+1

+
(
xi − ai

bi − ai

)ri+1
]

(bi − ai)
ri ,

then, dividing (5.62) by
n∏

j=1

(bj − aj) we get the first part of (5.61) .

Using the elementary inequality

(y − α)p+1 + (β − y)p+1 ≤ (β − α)p+1

for all α ≤ y ≤ β and p > 0, we obtain,(
bi − xi

bi − ai

)ri+1

+
(
xi − ai

bi − ai

)ri+1

≤ 1, i = 1, ..., n

and the last part of (5.61) is also proved.

Some particular cases are interesting.

Corollary 5.28. Under the above assumptions, we have the mid-point inequality:∣∣∣∣∣∣∣∣f
(
a1 + b1

2
, ...,

an + bn
2

)
− 1

n∏
i=1

(bi − ai)

∫ b1

a1

...

∫ bn

an

f (t1, ..., tn) dtn...dt1

∣∣∣∣∣∣∣∣(5.63)

≤
n∑

i=1

Li (bi − ai)
ri

2ri (ri + 1)
,

which is the best inequality we can get from (5.61) .

Proof. Note that the mapping hp : [α, β] → R, hp (y) = (y − α)p+1 +
(β − y)p+1 (p > 0) has its infimum at y0 = α+β

2 and

inf
y∈[α,β]

hp (y) =
(β − α)p+1

2p
.

Consequently, the best inequality we can get from (5.61) is the one for which xi =
ai+bi

2 giving the desired inequality (5.63) .

The following trapezoid type inequaltiy also holds
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Corollary 5.29. Under the above assumptions, we have:∣∣∣∣∣∣∣∣
f (a1, ..., an) + f (b1, ..., bn)

2
− 1

n∏
i=1

(bi − ai)

∫ b1

a1

...

∫ bn

an

f (t1, ..., tn) dtn...dt1

∣∣∣∣∣∣∣∣(5.64)

≤
n∑

i=1

Li (bi − ai)
ri

ri + 1
.

Proof. Put in (5.61) x̄ = ā and then x̄ = b̄, add the obtained inequalities
and use the triangle inequality to get (5.64) .

An important particular case is one for which the mapping f is Lipschitzian, i.e.,

(5.65) |f (x1, ..., xn)− f (y1, ..., yn)| ≤
n∑

i=1

Li |xi − yi|

for all x̄, ȳ ∈
[
ā, b̄

]
.

Thus, we have following corollary.

Corollary 5.30. Let f be a Lipschitzian mapping with the constants Li. Then
we have

(5.66)

∣∣∣∣∣∣∣∣f (x̄)− 1
n∏

i=1

(bi − ai)

∫ b̄

ā

f (̄t) dt̄

∣∣∣∣∣∣∣∣ ≤
n∑

i=1

Li

1
4

+

(
xi − ai+bi

2

bi − ai

)2
 (bi − ai)

for all x̄ ∈
[
ā, b̄

]
.

The constant 1
4 , in all the brackets, is the best possible.

Proof. Choose ri = 1 (i = 1, ..., n) in (5.61) to get∣∣∣∣∣∣∣∣f (x1, ..., xn)− 1
n∏

i=1

(bi − ai)

∫ b1

a1

...

∫ bn

an

f (t1, ..., tn) dtn...dt1

∣∣∣∣∣∣∣∣
≤ 1

2

n∑
i=1

Li

[(
xi − ai

bi − ai

)2

+
(
bi − xi

bi − ai

)2
]

(bi − ai) .

A simple computation shows that

1
2

[(
xi − ai

bi − ai

)2

+
(
bi − xi

bi − ai

)2
]

=
1
4

+

(
xi − ai+bi

2

bi − ai

)2

, i = 1, ..., n

giving the desired inequality (5.66) .
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To prove the sharpness of the constants 1
4 , assume that the inequality (5.66) holds

for some positive constants ci > 0, i.e.,
(5.67)∣∣∣∣∣∣∣∣f (x̄)− 1

n∏
i=1

(bi − ai)

∫ b̄

ā

f (̄t) dt̄

∣∣∣∣∣∣∣∣ ≤
n∑

i=1

Li

ci +

(
xi − ai+bi

2

bi − ai

)2
 (bi − ai) ,

for all x̄ ∈
[
ā, b̄

]
.

Choose f (x1, ..., xn) = xi (i = 1, ..., n) . Then, by (5.67) , we get∣∣∣∣xi −
ai + bi

2

∣∣∣∣ ≤
[
ci +

(
xi − ai+bi

2

)2
(bi − ai)

2

]
(bi − ai)

for all xi ∈ [ai, bi] . Put xi = ai, to get

bi − ai

2
≤
(
ci +

1
4

)
(bi − ai)

from which we deduce ci ≥ 1
4 , and the sharpness of 1

4 is proved.

Corollary 5.31. If f is as in Corollary 5.30, then we get

a) the mid-point formula∣∣∣∣∣∣∣∣f
(
a1 + b1

2
, ...,

an + bn
2

)
− 1

n∏
i=1

(bi − ai)

∫ b1

a1

...

∫ bn

an

f (t1, ..., tn) dtn...dt1

∣∣∣∣∣∣∣∣(5.68)

≤ 1
4

n∑
i=1

Li (bi − ai) ,

b) the trapezoid formula∣∣∣∣∣∣∣∣
f (a1, ..., an) + f (b1, ..., bn)

2
− 1

n∏
i=1

(bi − ai)

∫ b1

a1

...

∫ bn

an

f (t1, ..., tn) dtn...dt1

∣∣∣∣∣∣∣∣
≤ 1

2

n∑
i=1

Li (bi − ai) .

Remark 5.8. In practical applications, we assume that the mapping f :
[
ā, b̄

]
→ R

has the partial derivatives ∂f
∂xi

and ∂f
∂xi

bounded on
[
ā, b̄

]
, i.e.∥∥∥∥ ∂f∂xi

∥∥∥∥
∞

:= sup
x̄∈(ā,b̄)

∣∣∣∣∂f (x1, ..., xn)
∂xi

∣∣∣∣ <∞.
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With this assumption, we have the Ostrowski type inequality (see Introduction)∣∣∣∣∣∣∣∣f (x̄)− 1
n∏

i=1

(bi − ai)

∫ b̄

ā

f (̄t) dt̄

∣∣∣∣∣∣∣∣
≤

n∑
i=1

∥∥∥∥ ∂f∂xi

∥∥∥∥
∞

1
4

+

(
xi − ai+bi

2

bi − ai

)2
 (bi − ai) .

The constants, 1
4 , are sharp.

5.4.2. The Weighted Case. The following generalization of Theorem 5.27
holds (see [4]).

Theorem 5.32. Let f, w :
[
ā, b̄

]
→ R be such that f is of the r−Hölder type with

the constants Li and ri ∈ (0, 1] (i = 1, ..., n) and where w is integrable on
[
ā, b̄

]
,

nonnegative on this interval and∫ b̄

ā

w (x̄) dx̄ :=
∫ b1

a1

...

∫ bn

an

w (x1, ..., xn) dxn...dx1 > 0.

We then have the inequality,

(5.69)

∣∣∣∣∣f (x̄)− 1∫ b̄

ā
w (ȳ) dȳ

∫ b̄

ā

w (ȳ) f (ȳ) dȳ

∣∣∣∣∣ ≤
n∑

i=1

Li

∫ b̄

ā
|xi − yi|ri w (ȳ) dȳ∫ b̄

ā
w (ȳ) dȳ

.

for all x̄ ∈
[
ā, b̄

]
.

Proof. The proof is similar to that of Theorem 5.27.

As f is of the r−Hölder type with the constants Li and ri (i = 1, ..., n) , we can
write

|f (x̄)− f (ȳ)| ≤
n∑

i=1

Li |xi − yi|ri

for all x̄, ȳ ∈
[
ā, b̄

]
.

Multiplying by w (ȳ) ≥ 0 and integrating over ȳ on
[
ā, b̄

]
, we get

(5.70)
∫ b̄

ā

|f (x̄)− f (ȳ)|w (ȳ) dȳ ≤
n∑

i=1

Li

∫ b̄

ā

|xi − yi|ri w (yi, ..., yn) dyn...dy1.

On the other hand, we have∫ b̄

ā

|f (x̄)− f (ȳ)|w (ȳ) dȳ(5.71)

≥

∣∣∣∣∣
∫ b̄

ā

(f (x̄)− f (ȳ))w (ȳ) dȳ

∣∣∣∣∣ =
∣∣∣∣∣f (x̄)

∫ b̄

ā

w (ȳ) dȳ −
∫ b̄

ā

f (ȳ)w (ȳ) dȳ

∣∣∣∣∣ .
Combining (5.70) with (5.71) and dividing by

∫ b̄

ā
w (ȳ) dȳ > 0 we get the desired

inequality (5.69).
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Remark 5.9. If we assume that the mapping f is Lipschitzian with constants Li

then we get,∣∣∣∣∣f (x̄)− 1∫ b̄

ā
w (ȳ) dȳ

∫ b̄

ā

w (ȳ) f (ȳ) dȳ

∣∣∣∣∣ ≤
n∑

i=1

Li

∫ b̄

ā
|xi − yi|ri w (ȳ) dȳ∫ b̄

ā
w (ȳ) dȳ

,

which generalizes Milovanović result from 1975 (see Introduction).

The following corollaries hold.
Corollary 5.33. With the assumptions from Theorem 5.32 we have:∣∣∣∣∣f (x̄)− 1∫ b̄

ā
w (ȳ) dȳ

∫ b̄

ā

w (ȳ) f (ȳ) dȳ

∣∣∣∣∣(5.72)

≤
n∑

i=1

Li

[
bi − ai

2
+
∣∣∣∣xi −

ai + bi
2

∣∣∣∣]
for all x̄ ∈

[
ā, b̄

]
.

Proof. We have∫ b̄

ā

|xi − yi|ri w (ȳ) dȳ ≤ sup
ȳ∈[ā,b̄]

|xi − yi|ri
∫ b̄

ā

w (ȳ) dȳ

= max {|xi − ai| , |xi − bi|}
∫ b̄

ā

w (ȳ) dȳ

= max {xi − ai, bi − xi}
∫ b̄

ā

w (ȳ) dȳ

=
[
bi − ai

2
+
∣∣∣∣xi −

ai + bi
2

∣∣∣∣] ∫ b̄

ā

w (ȳ) dȳ.

Then,
n∑

i=1

Li

∫ b̄

ā
|xi − yi|ri w (ȳ) dȳ∫ b̄

ā
w (ȳ) dȳ

≤
n∑

i=1

Li

[
bi − ai

2
+
∣∣∣∣xi −

ai + bi
2

∣∣∣∣]
and by (5.69), we get the desired estimation (5.72) .

Another type of inequality (estimation) is as follows.
Corollary 5.34. With the assumptions from Theorem 5.32, we have∣∣∣∣∣f (x̄)− 1∫ b̄

ā
w (ȳ) dȳ

∫ b̄

ā

w (ȳ) f(ȳ)dȳ

∣∣∣∣∣(5.73)

≤ 1∫ b̄

ā
w (ȳ) dȳ

· sup
ȳ∈[ā,b̄]

w (ȳ)
n∏

j=1

(bj − aj)

×
n∑

i=1

Li

[
(bi − xi)

ri+1 + (xi − ai)
ri+1

(ri + 1) (bi − ai)

]
for all x̄ ∈

[
ā, b̄

]
.
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Proof. We observe that∫ b̄

ā

|xi − yi|ri w (ȳ) dȳ ≤ sup
ȳ∈[ā,b̄]

w (ȳ)
∫ b̄

ā

|xi − yi|ri dȳ

=
n∏

j=1
j 6=i

(bj − aj)
∫ bi

ai

|xi − yi|ri dyi

=
n∏

j=1
j 6=i

(bj − aj)

[
(bi − xi)

ri+1 + (xi − ai)
ri+1

ri + 1

]

=
n∏

j=1

(bj − aj)

[
(bi − xi)

ri+1 + (xi − ai)
ri+1

(ri + 1) (bi − ai)

]
.

Now, using (5.69) we get (5.73) .

Finally, by Hölder’s integral inequality we can also state the following corollary:
Corollary 5.35. With the assumptions from Theorem 5.32, we have∣∣∣∣∣f (x̄)− 1∫ b̄

ā
w (ȳ) dȳ

∫ b̄

ā

w (ȳ) f(ȳ)dȳ

∣∣∣∣∣(5.74)

≤

(∫ b̄

ā
[w (ȳ)]qdȳ

)1/q

∫ b̄

ā
w (ȳ) dȳ

n∏
j=1

(bj − aj)
1
p

n∑
i=1

Li

[
(bi − xi)

pri+1 + (xi − ai)
pri+1

(pri + 1) (bi − ai)

] 1
p

for all x̄ ∈
[
ā, b̄

]
.

Proof. Using Hölder’s integral inequality for multiple integrals, we get

(5.75)
∫ b̄

ā

|xi − yi|ri w (ȳ) dȳ ≤

(∫ b̄

ā

[w (ȳ)]qdȳ

)1/q (∫ b̄

ā

|xi − yi|pri dȳ

) 1
p

.

However,∫ b̄

ā

|xi − yi|pri dȳ =
n∏

j=1
j 6=i

(bj − aj)

bi∫
ai

|xi − yi|ri dyi

=
n∏

j=1

(bj − aj)

[
(bi − xi)

pri+1 + (xi − ai)
pri+1

(pri + 1) (bi − ai)

]
and then, by (5.75), we get∫ b̄

ā

|xi − yi|pri dȳ

≤
n∏

j=1

(bj − aj)
1
p

(∫ b̄

ā

[w (ȳ)]qdȳ

) 1
q
[

(bi − xi)
pri+1 + (xi − ai)

pri+1

(pri + 1) (bi − ai)

] 1
p

.

Using (5.69), we deduce the desired estimation(5.74).
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inequality for mappings of the Hölder type, Kyungpook Math. J., 40(1) (2000), 65-75.

[5] S.S. DRAGOMIR, P. CERONE, N.S. BARNETT and J. ROUMELIOTIS, An inequality of the
Ostrowski type for double integrals and applications to cubature formulae, Tamkang Oxford

J. Math. Sci., 16(1) (2000), 1-16.

[6] S.S. DRAGOMIR and S. WANG, A New Inequality of Ostrowski’s type in Lp−norm, Indian
J. Math., 40(3) (1998), 299-304.

[7] S.S. DRAGOMIR and S. WANG, A new inequality of Ostrowski’s type in L1 norms and

applications to some special means and some numerical quadrature rules, Tamkang J. Math.,
28 (1997), 239-244.
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[9] D.S. MITRINOVIĆ, J.E. PEC̆ARIĆ and A.M. FINK, Inequalities Involving Functions and
Their Integrals and Derivatives, Kluwer Academic Publishers, Dordrecht, 1994.

281





CHAPTER 6

Some Results for Double Integrals Based on an
Ostrowski Type Inequality

by

G. HANNA

Abstract An Ostrowski type inequality in two dimensions for double integrals
on a rectangle region is developed. The resulting integral inequalities are evalu-
ated for the class of functions with bounded first derivative. They are employed to
approximate the double integral by one dimensional integrals and function eval-
uations using different types of norms. If the one-dimensional integrals are not
known, they themselves can be approximated by using a suitable rule, to produce
a cubature rule consisting only of sampling points.
In addition, some generalisations of an Ostrowski type inequality in two dimensions
for n - time differentiable mappings are given. The result is an integral inequality
with bounded n - time derivatives. This is employed to approximate double in-
tegrals using one dimensional integrals and function evaluations at the boundary
and interior points.

6.1. Introduction

In this chapter three point cubature rules for two-dimensional rectangular regions
are developed. An a priori error bound is obtained for functions whose first partial
derivatives exist and are bounded. The term “three point” is used to draw an
analogy with Newton-Cotes type rules where sampling occurs at the boundary and
interior points. The rule presented here approximates a two-dimensional integral via
application of function evaluations and one-dimensional integrals at the boundary
and interior points. And a parameterization, similar to that of [5], is employed
to distinguish rule type. If the one-dimensional integrals are not known, they
themselves can be approximated to produce a cubature rule consisting only of
sampling points. An additional three point rule, as in [5], may be subsequently
used, or indeed any other desired quadrature rule. (For example, the optimal rules
in[7], [10]). As a result the error bound will be larger.
The method presented here is based on Ostrowski’s integral inequality, and as such
is amenable to the production of error bounds for a variety of norms. In addition
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smoother and product integrands may also be considered as has been done for
one-dimensional integrals, see for example [5, 6, 9].

6.2. The One Dimensional Ostrowski Inequality

The classical Ostrowski integral inequality in one dimension stipulates a bound be-
tween a function evaluated at an interior point x and the average of the function
of over an interval. The Ostrowski inequality has been extended and generalized
in many ways -usually by placing higher demands on the mapping f (smoothness,
monotonicity, etc..). Here we focus on two such extensions. In [5], where Cerone
and Dragomir presented a three point inequality and showed that the tightest bound
is an average of the mid-point and trapezoidal rules. In the paper [4], Barnett and
Dragomir developed a two dimensional version of the Ostrowski inequality. The
current work combines the above two results and develops a two dimensional three
point integral inequality for functions with bounded first derivatives. An applica-
tion in the numerical integration of a two-dimensional integral is investigated. Also,
some generalisations of an Ostrowski type inequality in two dimensions for n−time
differentiable mappings are given. The result is an integral inequality with bounded
n−time derivatives. This is employed to approximate double integrals using one
dimensional integrals and function evaluations at the boundary and interior points.
The Chapter is arranged in the following manner.
In Section 6.3, an inequality for double integrals is obtained in terms of first deriva-
tives where ∂2

∂t1∂t2
(ft1 , ft2) ∈ L∞[a1, b1] × [a2, b2]. Some Numerical results are

computed in Section 6.4. An application for the cubature formula is illustrated in
Section 6.5.
In Section 6.6, an inequality is developed for mappings whose first derivatives

∂2
∂t1∂t2

(ft1 , ft2) ∈ Lp[a1, b1]× [a2, b2].
An application is demonstrated through numerical results in Section 6.7. Sec-
tion6.8 is reserved for results involving mappings whose first derivatives belong to
‖.‖1-norm.
In Section 6.9 some general identities in two dimention for n-time differentiable
mapping are given. These are then applied to produce some generalizations of Os-
trowski’s type inequalities using different types of norms in Section 6.10. These
results are employed to produce applications to numerical integration as in Section
6.11.

6.3. Mapping Whose First Derivatives Belong to L∞(a, b)

Theorem 6.1. Let f : R2→ R be a differentiable mapping on [a1, b1]× [a2, b2] and
let f ′′t1,t2 = ∂2f

∂t1∂t2
be bounded on (a1, b1)× (a2, b2) . That is,∥∥f ′′t1,t2

∥∥
∞ := sup

(x1,x2)∈(a1,b1)×(a2,b2)

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣ <∞.

Furthermore, let xi ∈ (ai, bi) and introduce the parameterization αi, βi defined by

(6.1) αi = (1− γi) ai + γixi, βi = (1− γi) bi + γixi,
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where γi ∈ [0, 1], for i = 1, 2. Then the following inequality holds

(6.2) |G(x1, t1, x2, t2)|

≤
∥∥f ′′t1,t2

∥∥
∞

4
(
1 + (2γ1 − 1)2

) [(b1 − a1

2

)2

+
(
x1 −

a1 + b1
2

)2
]

×
(
1 + (2γ2 − 1)2

) [(b2 − a2

2

)2

+
(
x2 −

a2 + b2
2

)2
]
,

given that

(6.3) G(x1, t1, x2, t2) =
3∑

k=1

3∑
j=1

Ck1Cj2fjk −
3∑

j=1

(Cj1Ij2 + Cj2Ij1)

+
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

(6.4) (fjk) =

 f (a1, a2) f (x1, a2) f (b1, a2)
f (a1, x2) f (x1, x2) f (b1, x2)
f (a1, b2) f (x1, b2) f (b1, b2)

 ,

(6.5) (Cjk) =

 γ1(x1 − a1) γ2(x2 − a2)
(1− γ1) (b1 − a1) (1− γ2) (b2 − a2)

γ1 (b1 − x1) γ2(b2 − a2)

 ,

(6.6) (Ijk) =


∫ b1

a1
f(t1, a2) dt1

∫ b2
a2
f(a1, t2) dt2∫ b1

a1
f(t1, x2) dt1

∫ b1
a1
f(x1, t2) dt2∫ b1

a1
f(t1, b2) dt1

∫ b1
a1
f(b1, t2) dt2

 .

Proof. Define the kernel

(6.7) p (x, t) =
{
t− α, t ∈ [a, x] ,
t− β, t ∈ (x, b] ,

where, as above, α = (1− γ) a + γx, and β = (1− γ) b + γx. Using (6.7) and
integrating by parts we obtain, after some simplification, the identity

(6.8)
∫ b

a

p (x, t)F ′ (t) dt

= (1− γ) (b− a)F (x) + γ [(x− a)F (a) + (b− x)F (b)]−
∫ b

a

F (t) dt.

A two dimensional identity can be developed via repeated application of (6.8). To
this end, we define the mapping

(6.9) pi (xi, ti) =
{
ti − αi, ai ≤ ti ≤ xi,
ti − βi, xi < ti ≤ bi,

for i = 1, 2.
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Substituting p1 for p and f(t1, ·) for F (t) into (6.8) gives

(6.10)
∫ b1

a1

p1 (x1, t1)
∂f

∂t1
dt1 = (1− γ1) (b1 − a1) f (x1, t2)

+ γ1 (x1 − a1) f (a1, t2) + γ1 (b1 − x1) f (b1, t2)−
∫ b1

a1

f (t1, t2) dt1.

Employing (6.8) again with p2 as the kernel, F (t2) =
∫ b1

a1
p1 (x1, t1) ∂f

∂t1
dt1 as the

integrand and expanding with (6.10) produces,∫ b2

a2

p2(x2, t2)F ′(t2) dt2 =
∫ b2

a2

∫ b1

a1

p2 (x2, t2) p1 (x1, t1)
∂2f

∂t1∂t2
dt1dt2

= (1− γ2) (b2 − a2)F (x2) + γ2

[
(b2 − x2)F2 (b2) + (x2 − a2)F2 (a2)

]
−
∫ b2

a2

F2 (t2) dt2

= (1− γ1) (1− γ2) (b1 − a1) (b2 − a2) f (x1, x2) + γ1 (1− γ2) (b2 − a2) (b1 − x1) f (b1, x2)

+ γ1 (1− γ2) (b2 − a2) (x1 − a1) f (a1, x2) + γ2 (1− γ1) (b1 − a1) (b2 − x2) f (x1, b2)

+ γ1γ2 (b2 − x2) (b1 − x1) f (b1, b2) + γ1γ2 (b2 − x2) (x1 − a1) f (a1, b2)

+ γ2 (1− γ1) (x2 − a2) (b1 − a1) f (x1, a2)

+ γ1γ2 (x2 − a2) (b1 − x1) f (b1, a2) + γ1γ2 (x2 − a2) (x1 − a1) f (a1, a2)

− (1− γ2) (b2 − a2)
∫ b1

a1

f (t1, x2) dt1 − γ2 (b2 − x2)
∫ b1

a1

f (t1, b2) dt1

− γ2 (x2 − a2)
∫ b1

a1

f (t1, a2) dt1 − (1− γ1) (b1 − a1)
∫ b2

a2

f (x1, t2) dt2

− γ1 (b1 − x1)
∫ b2

a2

f (b1, t2) dt2 − γ1 (x1 − a1)
∫ b2

a2

f (a1, t2) dt2 +
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2.

=
3∑

k=1

3∑
j=1

Ck1Cj2fjk −
3∑

j=1

(Cj1Ij2 + Cj2Ij1) +
∫ b2

a2

∫ b1

a1

f(t1, t2) dt1dt2.

and this produces that

(6.11)
∫ b2

a2

∫ b1

a1

p2 (x2, t2) p1 (x1, t1)
∂2f

∂t1∂t2
dt1dt2 = G(x1, t1, x2, t2).

Assuming that both first partial derivatives of f are bounded, we can simply write
down the inequality

(6.12)

∣∣∣∣∣
∫ b2

a2

∫ b1

a1

p2 (x2, t2) p1 (x1, t1)
∂2f

∂t1∂t2
dt1dt2

∣∣∣∣∣
≤
∥∥f ′′t1,t2

∥∥
∞

(∫ b2

a2

|p2 (x2, t2)| dt2

)(∫ b1

a1

|p1 (x1, t1)| dt1

)
.
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Now, consider

G1 (x1) =
∫ b1

a1

|p1 (x1, t1)| dt1

= −
∫ α1

a1

(t1 − α1) dt1 +
∫ x1

α1

(t1 − α1) dt1 −
∫ β1

x1

(t1 − β1) dt1 +
∫ b1

β1

(t1 − β1) dt1

=
1
2

[
(α1 − a1)

2 + (x1 − α1)
2 + (β1 − x1)

2 + (b1 − β1)
2
]

(6.13) =
1
2

[
1 + (2γ1 − 1)2

] [(b1 − a1

2

)2

+
(
x1 −

a1 + b1
2

)2
]
.

Similarly, with G2 (x2) =
∫ b2

a2
|p2 (x2, t2)| dt2, we have

(6.14) G2 (x) =
1
2

[
1 + (2γ2 − 1)2

] [(b2 − a2

2

)2

+
(
x2 −

a2 + b2
2

)2
]
.

Using (6.4) , (6.5) and (6.6) and substituting (6.11), (6.13) and (6.14) into (6.12)
will produce the result (6.2) and thus the theorem is proved.

The following result gives an Ostrowski type inequality for double integrals. It in-
volves double and single integrals together with a function evaluation at an interior
point.

Corollary 6.2. With the conditions as in Theorem 6.1, then

(6.15)

∣∣∣∣∣(b1 − a1) (b2 − a2) f (x1, x2)− (b2 − a2)
∫ b1

a1

f (t1, x2) dt1

− (b1 − a1)
∫ b2

a2

f (x1, t2) dt2 +
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣
≤
∥∥f ′′t1,t2

∥∥
∞

[(
b1 − a1

2

)2

+
(
x1 −

a1 + b1
2

)2
][(

b2 − a2

2

)2

+
(
x2 −

a2 + b2
2

)2
]
.

Proof. Place γ1 = γ2 = 0 into equation (6.2).

Thus, the earlier results of [4] and [8, p. 468] are reproduced as a special case of
Theorem 6.1. We note that unlike [4], the proof for Theorem 6.1 can be easily
extended to more than two dimensions.

Different values of the parameters γ1, γ2, x1 and x2 give rise to Newton-Cotes type
inequalities for functions with bounded derivatives. For example γ1 = γ2 = 0,
x1 = a1+b1

2 and x2 = a2+b2
2 produces the two dimensional mid-point inequality;

γ1 = γ2 = 1 a two dimensional trapezoid-like inequality and γ1 = γ2 = 1
3 a two

dimensional Simpson’s like inequality.



6. DOUBLE INTEGRAL INEQUALITIES 288

¿From Theorem 3.1 it is a simple matter to show that the tightest bound is obtained
when γ1 = γ2 = 1

2 and x1 and x2 are at their mid-points. That is for the average
of the mid-point and trapezoid inequalities.

Remark 6.1. Let f (t1, t2) = g (t1) g (t2) where g : [a, b] → R. If g is differentiable
and satisfies the condition that ‖g′‖∞ <∞, then, for x1 = x2 = x and γ1 = γ2 = γ,
we obtain a result from Theorem 6.1 which may be factored to recover the three
point rule developed in [5], namely

(6.16)

∣∣∣∣∣
∫ b

a

g(t) dt− γ
(
(x− a)g(a) + (b− x)g(b)

)
− (1− γ)(b− a)g(x)

∣∣∣∣∣
≤ ‖g′‖∞

2
(
1 + (2γ − 1)2

)((b− a

2

)2

+
(
x− a+ b

2

)2
)
.

In general, cubature formulae are written only in terms of function evaluations, but
Theorem 6.1 approximates a double integral in terms of single integrals and function
evaluations. Therefore we write down the following corollary which eliminates the
one dimensional integrals by approximating them using the 3-point rule in equation
(6.16). The resulting inequality has a coarser bound than equation (6.2).

Corollary 6.3. Let f be given as in Theorem 6.1. Then

(6.17)

∣∣∣∣∣∣
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2 −
3∑

k=1

3∑
j=1

Ck1Cj2fjk

∣∣∣∣∣∣
≤
∥∥f ′′t1,t2

∥∥
∞

4

(
1 + (2γ1 − 1)2

)(
1 + (2γ2 − 1)2

)
×

[(
b1 − a1

2

)2

+
(
x1 −

a1 + b1
2

)2
][(

b2 − a2

2

)2

+
(
x2 −

a2 + b2
2

)2
]

+
1
2

(
1 + (2γ1 − 1)2

)[(b1 − a1

2

)2

+
(
x1 −

a1 + b1
2

)2
]

×
{
γ2 (x2 − a2)

∥∥f ′t1,a2

∥∥
∞ + (1− γ2) (b2 − a2)

∥∥f ′t1,x2

∥∥
∞ + γ2 (b2 − x2)

∥∥f ′t1,b2

∥∥
∞

}
+

1
2

(
1 + (2γ2 − 1)2

)[(b2 − a2

2

)2

+
(
x2 −

a2 + b2
2

)2
]

×
{
γ1 (x1 − a1)

∥∥f ′a1,t2

∥∥
∞ + (1− γ1) (b1 − a1)

∥∥f ′x1,t2

∥∥
∞ + γ1 (b1 − x1)

∥∥f ′b1,t2

∥∥
∞

}

Proof. Approximating each single integral in (6.2) by (6.16) and applying the
triangle inequality produces the desired result.
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Remark 6.2. If γ1 = γ2 = 0 and xi = ai+bi
2 , then (6.17) becomes

(6.18)

∣∣∣∣∣
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2 − (b1 − a1) (b2 − a2) f
(
a1 + b1

2
,
a2 + b2

2

)∣∣∣∣∣
≤
∥∥f ′′t1,t2

∥∥
∞

16
(b1 − a1)

2 (b2 − a2)
2 +

∥∥∥∥f ′t1,
a2+b2

2

∥∥∥∥
∞

4
(b2 − a2) (b1 − a1)

2

+

∥∥∥∥f ′a1+b1
2 ,t2

∥∥∥∥
∞

4
(b1 − a1) (b2 − a2)

2
.

6.4. Numerical Results

In this section the inequalities developed in Section 6.3 are used to approximate
the double integral

(6.19)
∫ 1

0

∫ 1

0

1− e−xydxdy = 0.203400400702947.

This integrand was chosen because integrating once in each direction is trivial.
Namely,

∫ 1

0
1− e−xy dx = y+e−y−1

y and
∫ 1

0
1− e−xy dy = x+e−x−1

x , but the double
integral is not. In Table 6.1, results are shown for the approximation to (6.19)
using the rule and bound of (6.2). The numerical error is much smaller than the
theoretical one and is smallest when Simpson’s rule is applied (γ1 = γ2 = 1

3 ).
The optimal theoretical bound is attained when γ1 = γ2 = 1

2 . It should be noted
that γ1 = γ2 = 0 approximates (6.19) with the “mid-point” rule and employs
one function evaluation (at the midpoint of the region) and two one-dimensional
integrals (along the bi-sectors). The “trapezoidal” rule uses four sample points (the
boundary corners) and four one-dimensional integrals (along the boundary). All
other values, that is γ1, γ2 ∈ (0, 1), produces a rule that is a linear combination
of the above and results in the use of nine sample points and six one-dimensional
integrals.

γ1 γ2 Numerical Error Theoretical Error
0 0 1.5(-3) 6.3(-2)
1
3

1
3 5.4(-7) 1.9(-2)

0.5 0.5 4.3(-4) 1.6(-2)
1 1 6.5(-3) 6.3(-2)

Table 6.1. The numerical and theoretical errors in computing
(6.19) using (6.2) with x1 = x2 = 0.5 and various values of γ1, γ2.

To approximate (6.19) only in terms of function evaluations we use equation (6.17).
The results are presented in Table 6.2. Since (6.17) is an approximation of (6.2),
the results are qualitatively similar and quantitatively less accurate than those in
Table 6.1. Simpson’s rule (γ1 = γ2 = 1

3 , nine sample points) is more accurate than
the midpoint rule (γ1 = γ2 = 0, one sample point) which in turn is more accurate
than the trapezoidal rule (γ1 = γ2 = 1, four sample points). We note that the
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γ1 γ2 Numerical Error Theoretical Error
0 0 1.8(-2) 4.6(-1)
1
3

1
3 9.3(-4) 2.2(-1)

0.5 0.5 1.0(-2) 1.9(-1)
1 1 4.5(-2) 3.8(-1)

Table 6.2. The numerical and theoretical errors in computing
(6.19) using (6.17) with x1 = x2 = 0.5 and various values of γ1, γ2.

theoretical errors are symmetric about γ1 = γ2 = 1
2 in Table 6.1, but this is not the

case in Table 6.2; these properties are easy to see by inspection of (6.2) and (6.17)
respectively.

6.5. Application For Cubature Formulae

To illustrate the use of a cubature formula, we form a composite rule from the
inequality (6.15). Let us consider the arbitrary division:

In : a1 = ξ0 < ξ1 < ... < ξn = b1

on the interval [a1, b1] with xi ∈
[
ξi, ξi+1

]
for i = 0, 1, ..., n− 1 and Jm : a2 = τ0 <

τ1 < ... < τm = b2 on the interval [a2, b2] with yj ∈ [τ j , τ j+1] for j = 0, 1, ...,m− 1.

Consider the sum

(6.20) A (f, In, Jm, x, y) :=
n−1∑
i=0

m−1∑
j=0

hivjf (xi, yj)−
n−1∑
i=0

m−1∑
j=0

hi

∫ τj+1

τj

f (xi, t2) dt2

−
n−1∑
i=0

m−1∑
j=0

vj

∫ ξi+1

ξi

f (t1, yj) dt1,

where hi = ξi+1 − ξi (i = 0, 1, ..., n− 1) and vj = τ j+1 − τ j (j = 0, 1, ...,m− 1)
and γ1 = γ2 = 0.

Under the above assumptions the following theorem holds.

Theorem 6.4. Let f : [a1, b1]× [a2, b2] → R be as in Theorem 6.1 and In, Jm, x, y
be as above. Then we have the cubature formula

(6.21)
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2 = A (f, In, Jm, x, y) +R (f, In, Jm, x, y) ,

where the remainder term R (f, In, Jm, x, y) satisfies the inequality

(6.22) |R (f, In, Jm, x, y)|

≤
∥∥f ′′t1,t2

∥∥
∞

n−1∑
i=0

m−1∑
j=0

[
1
4
h2

i +
(
xi −

ξi + ξi+1

2

)2
][

1
4
v2

j +
(
yj −

τ j + τ j+1

2

)2
]
.
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Proof. Apply Theorem 6.1 on the interval
[
ξi, ξi+1

]
×[τ j , τ j+1] , (i = 0, 1, ..., n− 1) ,

(j = 0, 1, ...,m− 1) to get∣∣∣∣∣∣∣
hi︷ ︸︸ ︷(

ξi+1 − ξi

) vj︷ ︸︸ ︷
(τ j+1 − τ j) f (xi, yj)− vj

∫ ξi+1

ξi

f (t1, yj) dt1

−hi

∫ τj+1

τj

f (xi, t2) dt2 +
∫ ξi+1

ξi

∫ τj+1

τj

f (t1, t2) dt1dt2

∣∣∣∣∣
≤

∥∥f ′t1,t2

∥∥
∞

[
1
4
h2

i +
(
xi −

ξi + ξi+1

2

)2
][

1
4
v2

j +
(
yj −

τ j + τ j+1

2

)2
]

for all (i = 0, 1, ..., n− 1) , (j = 0, 1, ...,m− 1) .
Now, summing over i from 0 to n − 1 and over j from 0 to m − 1, and using the
generalized triangle inequality, we deduce (6.22).

Corollary 6.5. We know that
∣∣∣xi −

ξi+ξi+1
2

∣∣∣ ≤ 1
2hi and

∣∣∣yj − τj+τj+1
2

∣∣∣ ≤ 1
2vj .

Applying these to (6.22), we find that

|R (f, In, Jm, x, y)| ≤
∥∥f ′t1,t2

∥∥
∞

n−1∑
i=0

m−1∑
j=0

[
1
4
h2

i +
1
4
h2

i

] [
1
4
v2

j +
1
4
v2

j

]

≤
∥∥f ′t1,t2

∥∥
∞

4

n−1∑
i=0

h2
i

m−1∑
j=0

v2
j .

Corollary 6.6. Now, consider the case where xi and yi are the midpoints. At
the midpoint we have

(6.23)
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2 = A (f, In, Jm) +R (f, In, Jm) ,

where the remainder term R (f, In, Jm) satisfies

|R (f, In, Jm)| ≤
∥∥f ′′t1,t2

∥∥
∞

16

n−1∑
i=0

h2
i

m−1∑
j=0

v2
j .

Corollary 6.7. Let the conditions of Theorem 6.4 hold. In addition, let In be
the equidistant partition of [a1, b1] , In : xi = a1 +

(
b1− a1

n

)
i , i = 0, 1, ..., n −

1, and Jm be the equidistant partition of [a2, b2] , Jm : yj = a2 +
(

b2−a2
m

)
j , j =

0, 1, ...,m− 1, then

(6.24)

∣∣∣∣∣
∫ b1

a1

∫ b2

a2

f(t1, t2)dt1dt2 −A(f, In, Jm)

∣∣∣∣∣ ≤
∥∥∥f ′′t1, t2

∥∥∥
∞

(b1 − a1)2(b2 − a2)2

16nm
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Proof. ¿From Theorem 6.4 with hi = b1− a1
n for all i so that

|R(f, In, Jm)| ≤

∥∥∥f ′′

t1, t2

∥∥∥
∞

16

n−1∑
i=0

(
b1 − a1

n

)2 m−1∑
j=0

(
b2 − a2

m

)2

=

∥∥∥f ′′t1, t2

∥∥∥
∞

(b1 − a1)2(b2 − a2)2

16nm
and hence the result is proved.

Remark 6.3. If we were to use (6.20) to approximate the integral
∫ b2

a2

∫ b1
a1
f(t1, t2) dt1dt2

with a uniform grid and sampling at each mid-point, then the remainder R is
bounded by

(6.25) |R (f, In, Jm,x,y)| ≤

∥∥∥f ′′t1, t2

∥∥∥
∞

(b1 − a1)2(b2 − a2)2

16nm

n m Numerical Error Error ratio Theoretical Error
1 1 1.5(-3) ... 6.3(-2)
2 2 1.0(-4) 14.51 1.6(-2)
4 4 6.7(-6) 15.61 3.9(-3)
8 8 4.2(-7) 15.90 1.0(-3)
16 16 2.6(-8) 15.98 2.0(-4)
32 32 1.6(-9) 15.99 6.1(-5)
64 64 1.0 (-10) 16.00 1.5(-5)
128 128 6.6 (-12) 16.00 3.8(-6)

Table 6.3. The numerical and theoretical errors in evaluating
(6.19) using the cubature rule in (6.20) for various values of n,m.
Sampling occurs at the mid-point of each region.

Table 6.3 shows the numerical and theoretical errors in applying the mid-point
cubature rule (6.20) to evaluate the double integral (6.19) for an increasing num-
ber of intervals. The numerical error ratio suggests that this composite rule has
convergence

|R| ∼ O

(
1

n2m2

)
.

This contrasts with (6.24) which predicts a convergence rate of

|R| ≤ 1
16nm

.

It should be noted that the development of the bounds in Section 6.3 assumes that
the integrand is once differentiable. This condition admits a wider class of functions
than the usual bounds for Newton-Cotes rules, but the error estimate will be more
conservative if its applied, as it is here, to an integrand that is infinitely smooth. In
addition, theoretical optimality occurs at γ1 = γ2 = 1

2 , while numerically this value
seems to be γ1 = γ2 = 1

3 . Because of the behaviour of the integrand, Simpson’s rule
which is optimal (in the Newton-Cotes sense) for the class of fourth differentiable
mappings, will be superior. The methods of Section 6.3 can be applied to smoother
[6] as well as weighted mappings . Work is continuing in this direction.
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6.6. Mapping Whose First Derivatives Belong to Lp(a, b).

For this section we will refer to [1] where S. S. Dragomir and S. Wang produced
some applications of Ostrowski’s inequality to some special means and numerical
quadrature rules.

In [2], the same author considered another inequality of Ostrowski type for ‖·‖p−norms
as follows:

Theorem 6.8. Let f : I ⊆ R → R be a differentiable mapping on I̊ and a, b ∈̊I with
a < b. If f ′ ∈ Lp (a, b)

(
p > 1, 1

p + 1
q = 1

)
, then we have the inequality

(6.26)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1
b− a

[
(x− a)q+1 + (b− x)q+1

q + 1

]
‖f‖p

for all x ∈ [a, b] where

‖f‖p :=

(
1

b− a

∫ b

a

|f ′ (t)|p dt

) 1
p

is the Lp (a, b)−norm.

In this section we point out an inequality of Ostrowski type for double integrals for
the first differentiable mapping in terms of the ‖·‖p−norm.

Theorem 6.9. Let f : R2→ R be a differentiable mapping on [a1, b1]× [a2, b2] and
let f ′′t1,t2 = ∂2f

∂t1∂t2
be bounded on (a1, b1)× (a2, b2) , that is,

∥∥f ′′t1,t2

∥∥
p

:=

(∫ b1

a1

∫ b2

a2

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣p dt1dt2
) 1
p

,

and with the same conditions as in Theorem (6.1). We can obtain the following
inequality

|G(x1, t1, x2, t2)|(6.27)

≤

∥∥f ′′t1,t2

∥∥
p

(q + 1)
2
q

[
γq+1

1 + (1− γ1)
q+1
] 1
q
[
(x1 − a1)

q+1 + (b1 − x1)
q+1
] 1
q

×
[
γq+1

2 + (1− γ2)
q+1
] 1
q
[
(x2 − a2)

q+1 + (b2 − x2)
q+1
] 1
q

,
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Proof. As in Theorem (6.1). and by applying Hölder’s inequality for double
integrals, that is,∣∣∣∣∣

∫ b2

a2

∫ b1

a1

p2 (x2, t2) p1 (x1, t1)
∂2f

∂t1∂t2
dt1dt2

∣∣∣∣∣(6.28)

≤

(∫ b2

a2

∫ b1

a1

|p2 (x2, t2) p1 (x1, t1)|q dt1dt2

) 1
q
(∫ b2

a2

∫ b1

a1

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣p dt1dt2
) 1
p

=

(∫ b1

a1

|p1 (x1, t1)|q dt1

) 1
q
(∫ b2

a2

|p2 (x2, t2)|q dt2

) 1
q ∥∥f ′′t1,t2

∥∥
p
.

Consider

G1 (x1) =

(∫ b1

a1

|p1 (x1, t1)|q dt1

) 1
q

=
[(∫ α1

a1

(α1 − t1)
q
dt1

)
+
(∫ x1

α1

(t1 − α1)
q
dt1

)

+

(∫ β1

x1

(β1 − t1)
q
dt1

)
+

(∫ b1

β1

(t1 − β1)
q
dt1

)] 1
q

=
1
2

[
(α1 − a1)

q+1 + (x1 − α1)
q+1 + (β1 − x1)

q+1 + (b1 − β1)
q+1

q + 1

] 1
q

and we get on using (6.1)

G1 (x1) =


[
γq+1

1 + (1− γ1)
q+1
] [

(x1 − a1)
q+1 + (b1 − x1)

q+1
]

q + 1


1
q

.

Similarly,

G2 (x2) =


[
γq+1

2 + (1− γ2)
q+1
] [

(x2 − a2)
q+1 + (b2 − x2)

q+1
]

q + 1


1
q

.

Then substituting into (6.6) will produce the result (6.27) and thus the theorem is
proved.

Corollary 6.10. With the conditions as in Theorem 6.1, then

|G(x1, t1, x2, t2)| ≤

∥∥f ′′t1,t2

∥∥
p

4 (q + 1)
2
q

[
γq+1

1 + (1− γ1)
q+1
] 1
q

[(b1 − a1)]
q+1
q(6.29)

×
[
γq+1

2 + (1− γ2)
q+1
] 1
q

[(b2 − a2)]
q+1
q

Proof. Place xi = ai+bi
2 in equation (6.27)
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Remark 6.4. If p = q = 2, then (6.29) becomes

|G(x1, t1, x2, t2)| ≤
∥∥f ′′t1,t2

∥∥
2

12

[
γ3

1 + (1− γ1)
3
] 1

2
[b1 − a1]

3
2(6.30)

×
[
γ3

2 + (1− γ2)
3
] 1
q

[b2 − a2]
3
2 .

Remark 6.5. If γ1 = γ2 = 0, then (6.30) becomes∣∣∣∣∣(b1 − a1) (b2 − a2) f
(
a1 + b1

2
,
a2 + b2

2

)
− (b2 − a2)

∫ b1

a1

f

(
t1,

a2 + b2
2

)
dt1(6.31)

− (b1 − a1)
∫ b2

a2

f

(
a1 + b1

2
, t2

)
dt2 −

∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣
≤

∥∥f ′′t1,t2

∥∥
2

12
[(b1 − a1) (b2 − a2)]

3
2 .

Remark 6.6. If γ1 = γ2 = 1 ,(6.30) becomes∣∣∣∣ (b1 − a1) (b2 − a2)
4

[f (b1, b2) + f (a1, b2) + f (b1, a2) + f (a1, a2)](6.32)

−1
2

[
(b2 − a2)

∫ b1

a1

f (t1, b2) dt1 + (b2 − a2)
∫ b1

a1

f (t1, a2) dt1

+ (b1 − a1)
∫ b2

a2

f (b1, t2) dt2 + (b1 − a1)
∫ b2

a2

f (a1, t2) dt2

]

+
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣ ≤
∥∥f ′′t1,t2

∥∥
2

12
[(b1 − a1) (b2 − a2)]

3
2 .

Remark 6.7. If γ1 = γ2 = 1
2 , then (6.30) becomes

(6.33)
∣∣∣∣ (b1 − a1) (b2 − a2)

4
f

(
a1 + b1

2
,
a2 + b2

2

)

+
(b1 − a1) (b2 − a2)

8

[
f

(
b1,

a2 + b2
2

)
+ f

(
a1,

a2 + b2
2

)
+ f

(
a1 + b1

2
, a2

)
+f
(
a1 + b1

2
, a2

)]
+

(b1 − a1) (b2 − a2)
16

× [f (b1, b2) + f (a1, b2) + f (b1, a2) + f (a1, a2)]

− (b1 − a1)
4

[
2
∫ b2

a2

f

(
a1 + b1

2
, t2

)
dt2 +

∫ b2

a2

f (b1, t2) dt2 +
∫ b2

a2

f (a1, t2) dt2

]

− (b2 − a2)
4

[
2
∫ b1

a1

f

(
t1,

a2 + b2
2

)
dt1 +

∫ b1

a1

f (t1, b2) dt1

+
∫ b1

a1

f (t1, a2) dt1

]
+
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣
≤

∥∥f ′′t1,t2

∥∥
2

48
[(b1 − a1) (b2 − a2)]

3
2 .
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Remark 6.8. Let f (t1, t2) = g (t1) g (t2) where g : [a, b] → R. If g is continuous
and satisfies the condition that

‖g′ (t)‖p =

(
1

b− a

∫ b

a

|g′ (t)|p dt

) 1
p

,

then, for x1 = x2 = x, we get∣∣∣∣∣(b− a)2 g (x) g (x)− g (x) (b− a)
∫ b

a

g (t) dt

−g (x) (b− a)
∫ b

a

g (t) dt+
∫ b

a

∫ b

a

g (t) g (t) dt dt

∣∣∣∣∣
≤

(
‖g′‖p

(q + 1)
1
q

)2 [
(x− a)q+1 + (b− x)q+1

] 2
q

.

Therefore,∣∣∣∣∣
∫ b

a

g (t) dt− (b− a) g (x)

∣∣∣∣∣
2

≤

(
‖g′‖p

(q + 1)
1
q

)2([
(x− a)q+1 + (b− x)q+1

] 1
q

)2

.

This gives∣∣∣∣∣
∫ b

a

g (t) dt− (b− a) g (x)

∣∣∣∣∣ ≤ ‖g′‖p

[
(x− a)q+1 + (b− x)q+1

q + 1

] 1
q

which is Ostrowski type inequality for the ‖·‖p−norm.
Thus, (6.27) is a generalization for two dimensional integrals of the Ostrowski type
for ‖·‖p−norms. As S.S. Dragomir and S. Wang proved in their paper [2].

Corollary 6.11. With the conditions as in Theorem 6.1, then

(6.34) |G(x1, t1, x2, t2)| ≤

∥∥f ′′t1,t2

∥∥
p

(q + 1)
2
q

[(b1 − a1) (b2 − a2)]
1+ 1

q ,

where G(x1, t1, x2, t2) is as given in (6.11).

Proof. (xi − ai)
q+1 + (bi − xi)

q+1 ≤ (bi − ai)
q+1 and γq+1

i + (1− γi)
q+1 ≤

1.

6.7. Application For Cubature Formulae

Let us consider the arbitrary division:

In : a1 = ξ0 < ξ1 < ... < ξn = b1

on the interval [a1, b1] with xi ∈
[
ξi, ξi+1

]
for i = 0, 1, ..., n− 1 and Jm : a2 = τ0 <

τ1 < ... < τm = b2 on the interval [a2, b2] with yj ∈ [τ j , τ j+1] for j = 0, 1, ...,m− 1.
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Consider the sum

A (f, In, Jm, x, y) :=
n−1∑
i=0

m−1∑
j=0

hivjf (xi, yj)−
n−1∑
i=0

m−1∑
j=0

hi

∫ τj+1

τj

f (xi, t2) dt2(6.35)

−
n−1∑
i=0

m−1∑
j=0

vj

∫ ξi+1

ξi

f (t1, yj) dt1,

where hi = ξi+1 − ξi (i = 0, 1, ..., n− 1) and vj = τ j+1 − τ j (j = 0, 1, ...,m− 1) .

Under the above assumptions the following theorem holds.

Theorem 6.12. Let f : [a1, b1]× [a2, b2] → R be as in Theorem 6.4 and In, Jm, x, y
be as above. Then we have the cubature formula

(6.36)
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2 = A (f, In, Jm, x, y) +R (f, In, Jm, x, y) ,

where the remainder term R (f, In, Jm, x, y) satisfies the inequality

(6.37) |R (f, In, Jm, x, y)| ≤

∥∥f ′′t1,t2

∥∥
p

(q + 1)
2
q

n−1∑
i=0

m−1∑
j=0

([
(xi − ξi)

q+1 +
(
ξi+1 − xi

)q+1
] 1
q

(6.38) ×
[
(yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1
] 1
q

)
≤

∥∥f ′′t1,t2

∥∥
p

(q + 1)
2
q

n−1∑
i=0

m−1∑
j=0

(hi vj)
1+ 1

q .

Proof. Apply inequality 6.27 on the interval
[
ξi, ξi+1

]
×
[
ζj , ζj+1

]
, (i = 0, 1, ..., n− 1) ,

(j = 0, 1, ...,m− 1) to get∣∣∣∣∣(ξi+1 − ξi

) (
ζj+1 − ζj

)
f (xi, yj)− vj

∫ ξi+1

ξi

f (t1, yj) dt1

−hi

∫ ζj+1

ζj

f (xi, t2) dt2 +
∫ ξi+1

ξi

∫ ζj+1

ζj

f (t1, t2) dt1dt2

∣∣∣∣∣
≤ 1

(q + 1)
2
q

[
(xi − ξi)

q+1 +
(
ξi+1 − xi

)q+1
] 1
q
[
(yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1
] 1
q

×

(∫ ζj+1

ζj

∫ ξi+1

ξi

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣p dt1dt2
) 1
p

for all (i = 0, 1, ..., n− 1) , (j = 0, 1, ...,m− 1) .
Summing over i from 0 to n−1 and over j from 0 to m−1, and using the generalized
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triangle inequality and Hölder’s directed inequality, we obtain

|R (f, In, Jm, x, y)|

≤
n−1∑
i=0

m−1∑
j=0

∣∣∣∣∣ 1

(q + 1)
2
q

[[
(xi − ξi)

q+1 +
(
ξi+1 − xi

)q+1
] 1
q

×
[
(yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1
] 1
q

]
×

(∫ ζj+1

ζj

∫ ξi+1

ξi

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣p dt1dt2
) 1
p

∣∣∣∣∣∣
≤ 1

(q + 1)
2
q

n−1∑
i=0

m−1∑
j=0

[([
(xi − ξi)

q+1 +
(
ξi+1 − xi

)q+1
] 1
q

×
[
(yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1
] 1
q

)
×

(∫ ζj+1

ζj

∫ ξi+1

ξi

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣p dt1dt2
) 1
p


≤ 1

(q + 1)
2
q

(
n−1∑
i=0

([
(xi − ξi)

q+1 +
(
ξi+1 − xi

)q+1
] 1
q

)q
) 1
q

×

m−1∑
j=0

([
(yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1
] 1
q

)q
 1

q

×

n−1∑
i=0

m−1∑
j=0

(∫ ζj+1

ζj

∫ ξi+1

ξi

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣p dt1dt2
) 1
p

p
1
p

=
1

(q + 1)
2
q

n−1∑
i=0

m−1∑
j=0

([
(xi − ξi)

q+1 +
(
ξi+1 − xi

)q+1
] 1
q

×
[
(yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1
] 1
q

)]∥∥f ′′t1,t2

∥∥
p
,

and the first inequality in (6.37) is proved.
The second part follows directly from the fact that

(xi − ξi)
q+1 +

(
ξi+1 − xi

)q+1 ≤ hq+1
i and (yi − ζi)

q+1 +
(
ζi+1 − yi

)q+1 ≤ vq+1
j .

6.8. Mappings Whose First Derivatives Belong to L1(a, b).

In this section an inequality of Ostrowski type for two dimensional integrals for
functions whose first derivatives belong to L1 can be produced as shown in the
following theorem,
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Theorem 6.13. Let f : R2→ R be a differentiable mapping on [a1, b1]× [a2, b2] and
let f ′′t1,t2 = ∂2f

∂t1∂t2
be bounded on (a1, b1)× (a2, b2) , that is,

∥∥f ′′t1,t2

∥∥
1

:=
∫ b1

a1

∫ b2

a2

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣ dt1dt2 <∞ ,

and with the same conditions as in Theorem (6.1). We can obtain the following
inequality

(6.39) |G(x1, t1, x2, t2)| ≤
∥∥f ′′t1,t2

∥∥
1

2∏
i=1

Mi,

where

Mi =
(bi − ai)

4

[
1 + |2γi − 1|

]
+ 2
∣∣∣∣(xi −

ai + bi
2

)(1 + |2γi − 1|)
∣∣∣∣

and G(x1, t1, x2, t2) is as given in (6.11).

Proof. The proof follows that of Theorem (6.1). we have,∣∣∣∣∣
∫ b2

a2

∫ b1

a1

p2 (x2, t2) p1 (x1, t1)
∂2f

∂t1∂t2
dt1dt2

∣∣∣∣∣(6.40)

≤

(∫ b2

a2

∫ b1

a1

|p2 (x2, t2) p1 (x1, t1)| dt1dt2

)(∫ b2

a2

∫ b1

a1

∣∣∣∣ ∂2f

∂t1∂t2

∣∣∣∣ dt1dt2
)

= sup
(t1,t2)∈[a1,b1]X[a2,b2]

∣∣∣∣p2(x2, t2)p1(x1, t1)
∣∣∣∣ ∥∥f ′′t1,t2

∥∥
1

= sup
t2∈[a2,b2]

∣∣∣∣p2(x2, t2)
∣∣∣∣ sup

t1∈[a1,b1]

∣∣∣∣p1(x1, t1)
∣∣∣∣

Now, consider

G1(x1) = sup
t1∈[a1,b1]

∣∣∣∣p1(x1, t1)
∣∣∣∣

= max{α1 − a1, x1 − α1, β1 − x1, b1 − β1}(6.41)

Let

M1(x1) = max{α1 − a1, x1 − α1} =
x1 − a1

2
+
∣∣∣∣α1 −

a1 + x1

2

∣∣∣∣
=

x1 − a1

2
+
[
1 + |2γ1 − 1|

]
and

M2(x1) = max{β1 − x1, b1 − β1} =
b1 − x1

2
+
∣∣∣∣β1 −

b1 + x1

2

∣∣∣∣
=

b1 − x1

2
+
[
1 + |2γ1 − 1|

]
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then

G1(x1) = max{M1,M2}

=
b1 − a1

4

[
1 + |2γ1 − 1|

]
+ 2
∣∣∣∣(x1 −

a1 + b1
2

()1 + |2γ1 − 1|)
∣∣∣∣

and similarly

G2(x2) =
b2 − a2

4

[
1 + |2γ2 − 1|

]
+ 2
∣∣∣∣(x2 −

a2 + b2
2

)(1 + |2γ2 − 1|)
∣∣∣∣.

Substituting into (6.40) will produce the result in (6.39) and thus the proof com-
pleted.

Corollary 6.14. With the conditions as in Theorem 6.35, then

|G(x1, t1, x2, t2)| ≤
∥∥f ′′t1,t2

∥∥
1

16

2∏
i=1

(bi − ai)
[
1 + |2γi − 1|

]
(6.42)

Proof. Put xi = ai+bi
2 in equation (6.39).

Remark 6.9. If γ1 = γ2 = 0, then ( 6.42) becomes∣∣∣∣(b1 − a1) (b2 − a2) f
(
a1 + b1

2
,
a2 + b2

2

)
− (b2 − a2)

∫ b1

a1

f

(
t1,

a2 + b2
2

)
dt1(6.43)

− (b1 − a1)
∫ b2

a2

f

(
a1 + b1

2
, t2

)
dt2 −

∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣
≤

∥∥f ′′t1,t2

∥∥
1

4
[(b1 − a1) (b2 − a2)] .

Remark 6.10. If γ1 = γ2 = 1, then ( 6.42) becomes∣∣∣∣ (b1 − a1) (b2 − a2)
4

[f (b1, b2) + f (a1, b2) + f (b1, a2) + f (a1, a2)](6.44)

−1
2

[
(b2 − a2)

∫ b1

a1

f (t1, b2) dt1 + (b2 − a2)
∫ b1

a1

f (t1, a2) dt1

+ (b1 − a1)
∫ b2

a2

f (b1, t2) dt2 + (b1 − a1)
∫ b2

a2

f (a1, t2) dt2

]

+
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣
≤

∥∥f ′′t1,t2

∥∥
1

4
[(b1 − a1) (b2 − a2)] .

Remark 6.11. If γ1 = γ2 = 1
2 , then ( 6.42) becomes

(6.45)
∣∣∣∣ (b1 − a1) (b2 − a2)

4
f

(
a1 + b1

2
,
a2 + b2

2

)
+

(b1 − a1) (b2 − a2)
8
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×
[
f

(
b1,

a2 + b2
2

)
+ f

(
a1,

a2 + b2
2

)
+ f

(
a1 + b1

2
, a2

)
+ f

(
a1 + b1

2
, b2

)]
+

(b1 − a1) (b2 − a2)
16

[f (b1, b2) + f (a1, b2) + f (b1, a2) + f (a1, a2)]

− (b1 − a1)
4

[
2
∫ b2

a2

f

(
a1 + b1

2
, t2

)
dt2

+
∫ b2

a2

f (b1, t2) dt2 +
∫ b2

a2

f (a1, t2) dt2

]
− (b2 − a2)

4

[
2
∫ b1

a1

f

(
t1,

a2 + b2
2

)
dt1

+
∫ b1

a1

f (t1, b2) dt1 +
∫ b1

a1

f (t1, a2) dt1

]
+
∫ b2

a2

∫ b1

a1

f (t1, t2) dt1dt2

∣∣∣∣∣
≤

∥∥f ′′t1,t2

∥∥
1

16
[(b1 − a1) (b2 − a2)] .

Remark 6.12. Let f (t1, t2) = g (t1) g (t2) where g : [a, b] → R. If g is continuous
and satisfies the condition that

‖g′ (t)‖1 =

(
1

b− a

∫ b

a

|g′ (t)| dt

)
,

then, for x1 = x2 = x, and γ = 1 we get∣∣∣∣∣(b− a)2 g (x) g (x)− g (x) (b− a)
∫ b

a

g (t) dt

−g (x) (b− a)
∫ b

a

g (t) dt+
∫ b

a

∫ b

a

g (t) g (t) dt dt

∣∣∣∣∣
≤ (‖g′‖1)

2
[
(b− a)

2
+ 4
∣∣∣∣x− a+ b

2

∣∣∣∣]2
Therefore,∣∣∣∣∣

∫ b

a

g (t) dt− (b− a) g (x)

∣∣∣∣∣
2

≤ (‖g′‖1)
2
[
(b− a)

2
+ 4
∣∣∣∣x− a+ b

2

∣∣∣∣]2
This gives ∣∣∣∣∣

∫ b

a

g (t) dt− (b− a) g (x)

∣∣∣∣∣ ≤ ‖g′‖1
[
(b− a)

2
+ 4

∣∣∣∣x− a+ b

2

∣∣∣∣]
which is Ostrowski type inequality for the ‖·‖1−norm.
Thus, ( 6.39) is a generalization for two dimensional integrals of the Ostrowski type
inequality for ‖·‖1−norms.

6.9. Integral Identities

In [11], P. Cerone, S.S. Dragomir and J. Roumeliotis proved the following Ostrowski
type inequality for n−time differentiable mappings.
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Theorem 6.15. Let f : [a, b] → R be a mapping such that f (n−1) is absolutely
continuous on [a, b] and f (n) ∈ L∞ [a, b]. Then for all x ∈ [a, b], we have the
inequality:

(6.46)

∣∣∣∣∣
∫ b

a

f (t) dt−
n−1∑
k=0

[
(b− x)k+1 + (−1)k (x− a)k+1

(k + 1)!

]
f (k) (x)

∣∣∣∣∣
≤
∥∥f (n)

∥∥
∞

(n+ 1)!

[
(x− a)n+1 + (b− x)n+1

]
≤
∥∥f (n)

∥∥
∞ (b− a)n+1

(n+ 1)!
,

where
∥∥f (n)

∥∥
∞ := sup

t∈[a,b]

∣∣f (n) (t)
∣∣ <∞.

For other similar results for n−time differentiable mappings, see the paper [17] by
Fink and [18] by Anastassiou.

In [13] and [14] the authors proved some inequalities of Ostrowski type for double
integrals in terms of different norms.

In this section we combine the above two results and develop them in two dimen-
sions to obtain a generalization of the Ostrowski inequality for n-time differentiable
mappings using different types of norms.

The result presented here approximates a two-dimensional integral for n−time dif-
ferentiable mappings via the application of function evaluations of one dimensional
integrals at the boundary and an interior point.

The following result holds.

Theorem 6.16. Let f : [a, b] × [c, d] → R be a continuous mapping such that the
following partial derivatives ∂l+kf(·,·)

∂xk∂yl
, k = 0, 1, ..., n− 1, l = 0, 1, ...,m− 1 exist and

are continuous on [a, b] × [c, d]. Further, for Kn : [a, b]2 → R, Sm : [c, d]2 → R
given by

(6.47)



Kn (x, t) :=


(t−a)n

n! , t ∈ [a, x]

(t−b)n

n! , t ∈ (x, b]

Sm (y, s) :=


(s−c)m

m! , s ∈ [c, y]

(s−d)m

m! , s ∈ (y, d]

then for all (x, y) ∈ [a, b]× [c, d], we have the identity:

(6.48)
∫ b

a

∫ d

c

f (t, s) ds dt =
n−1∑
k=0

m−1∑
l=0

Xk(x)Yl(y)
∂l+kf (x, y)
∂xk∂yl

+(−1)m
n−1∑
k=0

Xk(x)
∫ d

c

Sm(y, s)
∂k+mf (x, s)
∂xk∂sm

ds+ (−1)n
m−1∑
l=0

Yl(y)

×
∫ b

a

Kn(x, t)
∂n+lf (t, y)
∂tn∂yl

dt+ (−1)m+n
∫ b

a

∫ d

c

Kn(x, t)Sm(y, s)
∂n+mf (t, s)
∂tn∂sm

ds dt,
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where

(6.49)


Xk(x) = (b−x)k+1+(−1)k(x−a)k+1

(k+1)! ,

Yl(y) = (d−y)l+1+(−1)l(y−c)l+1

(l+1)! .

Proof. Applying the identity (see [11])∫ b

a

g (t) dt =
n−1∑
k=0

[
(b− x)k+1 + (−1)k (x− a)k+1

(k + 1)!

]
g(k) (x)(6.50)

+ (−1)n
∫ b

a

Pn (x, t) g(n) (t) dt,

where

Pn (x, t) =


(t−a)n

n! if t ∈ [a, x] ,

(t−b)n

n! if t ∈ (x, b],

which has been used essentially in the proof of Theorem 6.15, for the partial
mapping f (·, s), s ∈ [c, d], we can write∫ b

a

f (t, s) dt =
n−1∑
k=0

[
(b− x)k+1 + (−1)k (x− a)k+1

(k + 1)!

]
∂kf (x, s)
∂xk

(6.51)

+ (−1)n
∫ b

a

Kn (x, t)
∂nf (t, s)
∂tn

dt

for every x ∈ [a, b] and s ∈ [c, d].

Integrating (6.51) over s on [c, d], we deduce∫ b

a

∫ d

c

f (t, s) ds dt =
n−1∑
k=0

[
(b− x)k+1 + (−1)k (x− a)k+1

(k + 1)!

]
(6.52)

×
∫ d

c

∂kf (x, s)
∂xk

ds+ (−1)n
∫ b

a

Kn (x, t)

(∫ d

c

∂nf (t, s)
∂tn

ds

)
dt

for all x ∈ [a, b].

Applying the identity ( I ) again for the partial mapping ∂kf(x,·)
∂xk

on [c, d], we obtain

(6.53)
∫ d

c

∂kf (x, s)
∂xk

ds =
m−1∑
l=0

[
(d− y)l+1 + (−1)l (y − c)l+1

(l + 1)!

]
∂l

∂yl

(
∂kf (x, y)
∂xk

)

+(−1)m
∫ d

c

Sm (y, s)
∂m

∂sm

(
∂kf (x, s)
∂xk

)
ds

=
m−1∑
l=0

[
(d− y)l+1 + (−1)l (y − c)l+1

(l + 1)!

]
∂l+kf (x, y)
∂xk∂yl

+ (−1)m
∫ d

c

Sm (y, s)
∂k+mf (x, s)
∂xk∂sm

ds.
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In addition, the identity (6.50) applied for the partial derivative ∂nf(t,·)
∂tn also gives∫ d

c

∂n (t, s)
∂tn

ds =
m−1∑
l=0

[
(d− y)l+1 + (−1)l (y − c)l+1

(l + 1)!

]
∂n+lf (t, y)
∂tn∂yl

(6.54)

+ (−1)m
∫ d

c

Sm (y, s)
∂n+mf (t, s)
∂tn∂sm

ds.

Using (6.53) and (6.54) and substituting into (6.52) will produce the result (6.48),
and thus the theorem is proved.

Corollary 6.17. With the assumptions as in Theorem 6.16, we have the repre-
sentation∫ b

a

∫ d

c

f (t, s) ds dt =
n−1∑
k=0

m−1∑
l=0

Xk

(
a+ b

2

)
Yl

(
c+ d

2

)
∂l+kf

(
a+b
2 , c+d

2

)
∂xk∂yl

(6.55)

+ (−1)m
n−1∑
k=0

Xk

(
a+ b

2

)∫ d

c

S̃m (s)
∂k+mf

(
a+b
2 , s

)
∂xk∂sm

ds

+(−1)n
m−1∑
l=0

Yl

(
c+ d

2

)∫ b

a

K̃n (t)
∂n+lf

(
t, c+d

2

)
∂tn∂yl

dt

+(−1)m+n
∫ b

a

∫ d

c

K̃n (t) S̃m (s)
∂n+mf (t, s)
∂tn∂sm

ds dt,

where Xk (·) and Yl (·) are as given in (6.48) and so

Xk

(
a+ b

2

)
=

[
1 + (−1)k

(k + 1)!

]
(b− a)k+1

2k+1
,

Yl

(
c+ d

2

)
=

[
1 + (−1)l

(l + 1)!

]
(d− c)l+1

2l+1
,

and K̃n : [a, b] → R, S̃m : [c, d] → R are given by

K̃n (t) = Kn

(
a+ b

2
, t

)
and

S̃m (s) = Sm

(
c+ d

2
, s

)
on using (6.47).

Corollary 6.18. Let f be as in Theorem 6.16. Then we have the following identity

(6.56)
∫ b

a

∫ d

c

f (t, s) ds dt =
1
4

n−1∑
k=0

m−1∑
l=0

[
(b− a)k+1

(k + 1)!

]
×

[
(d− c)l+1

(l + 1)!

]

× ∂l+k

∂xk∂yl

[
f (a, c) + (−1)l

f (a, d) + (−1)k
f (b, c) + (−1)l+k

f (b, d)
]

+
1
4

(−1)m
n−1∑
k=0

[
(b− a)k+1

(k + 1)!

]
×

[∫ d

c

Ym−1(s)
∂k+m

∂xk∂sm

[
f (a, s) + (−1)k

f (b, s)
]
ds

]
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+
1
4

(−1)n
m−1∑
l=0

[
(d− c)l+1

(l + 1)!

]
×

[∫ b

a

Xn−1(t)
∂n+l

∂tn∂yl

[
f (t, c) + (−1)k

f (t, d)
]
dt

]

+
1
4

∫ b

a

∫ d

c

Xn−1(t) · Ym−1(s)
∂n+mf (t, s)
∂tn∂sm

ds dt,

where Xn−1 (t) and Ym−1 (s) are as given by (6.49).

Proof. By substituting (x, y) = (a, c) , (a, d) , (b, c) , (b, d) respectively and
summing the resulting identities and after some simplification, we get the desired
inequality (6.56).

6.10. Some Integral Inequalities

We start with the following result

Theorem 6.19. Let f : [a, b]× [c, d] → R be continuous on [a, b]× [c, d], and assume
that ∂n+mf

∂tn∂sm exist on (a, b)× (c, d) . Then we have the inequality

(6.57)

∣∣∣∣∣
∫ b

a

∫ d

c

f (t, s) ds dt−
n−1∑
k=0

m−1∑
l=0

Xk(x) · Yl(y)
∂l+kf (x, y)
∂xk∂yl

− (−1)m
n−1∑
k=0

Xk(x)
∫ d

c

S(y, s)
∂k+mf (x, s)
∂xk∂sm

ds − (−1)n
m−1∑
l=0

Yl(y)
∫ b

a

K(x, t)
∂n+lf (t, y)
∂tn∂yl

dt

∣∣∣∣∣

≤



1
(n+1)!(m+1)!

[
(x− a)n+1 + (b− x)n+1

]
×
[
(y − c)m+1 + (d− y)m+1

]
×
∥∥∥ ∂n+mf

∂tn∂sm

∥∥∥
∞

if ∂n+mf
∂tn∂sm ∈ L∞ ([a, b]× [c, d]) ;

1
n!m!

[
(x−a)nq+1+(b−x)nq+1

nq+1

] 1
q ×

[
(y−c)mq+1+(d−y)mq+1

mq+1

] 1
q ×

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
p

if ∂n+mf
∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1

p + 1
q = 1;

1
4n!m! [(x− a)n + (b− x)n + |(x− a)n − (b− x)n|]

× [(y − c)m + (d− y)m + |(y − c)m − (d− y)m|]×
∥∥∥ ∂n+mf

∂tn∂sm

∥∥∥
1

if ∂n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d])

for all (x, y) ∈ [a, b]× [c, d], where∥∥∥∥ ∂n+mf

∂tn∂sm

∥∥∥∥
∞

= sup
(t,s)∈[a,b]×[c,d]

∣∣∣∣∂n+mf (t, s)
∂tn∂sm

∣∣∣∣ <∞,

∥∥∥∥ ∂n+mf

∂tn∂sm

∥∥∥∥
p

=

(∫ b

a

∫ d

c

∣∣∣∣ ∂n+m

∂tn∂sm
f (t, s)

∣∣∣∣p dtds
) 1
p

<∞.
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Proof. Using Theorem 6.16, we get from (6.48)
(6.58)∣∣∣∣∣

∫ b

a

∫ d

c

f (t, s) ds dt−
n−1∑
k=0

m−1∑
l=0

Xk(x) · Yl(y)
∂l+kf (x, y)
∂xk∂yl

− (−1)m
n−1∑
k=0

Xk(x)

×
∫ d

c

S(y, s)
∂k+mf (x, s)
∂xk∂sm

ds − (−1)n
m−1∑
l=0

Yl(y)
∫ b

a

K(x, t)
∂n+lf (t, y)
∂tn∂yl

dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ b

a

∫ d

c

Kn (x, t)Sm (y, s)
∂n+mf (t, s)
∂tn∂sn

ds dt

∣∣∣∣∣
≤

∫ b

a

∫ d

c

|Kn (x, t)Sm (y, s)|
∣∣∣∣∂n+mf (t, s)

∂tn∂sn

∣∣∣∣ ds dt.
Using Hölder’s inequality and properties of the modulus and integral, then we have
that

(6.59)
∫ b

a

∫ d

c

|Kn (x, t)Sm (y, s)|
∣∣∣∣∂n+mf (t, s)

∂tn∂sm

∣∣∣∣ ds dt

≤



∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
∞

∫ b

a

∫ d

c
|Kn (x, t)Sm (y, s)| dt ds

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
p

(∫ b

a

∫ d

c
|Kn (x, t)Sm (y, s)|q dt ds

) 1
q

,

p > 1, 1
p + 1

q = 1;∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
1

sup
(t,s)∈[a,b]×[c,d]

|Kn (x, t)Sm (y, s)| .

Now, from (6.59) and using (6.47),

∫ b

a

∫ d

c

|Kn (x, t)Sm (y, s)| dt ds =
∫ b

a

|Kn (x, t)| dt
∫ d

c

|Sm (y, s)| ds

=

[∫ x

a

(t− a)n

n!
dt+

∫ b

x

(b− t)n

n!
dt

]
×

[∫ y

c

(s− c)m

m!
ds+

∫ d

y

(d− s)m

m!
ds

]

=

[
(x− a)n+1 + (b− x)n+1

] [
(y − c)m+1 + (d− y)m+1

]
(n+ 1)! (m+ 1)!

giving the first inequality in (6.57).
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Further, on using (6.47) and from (6.59)

(∫ b

a

∫ d

c

|Kn (x, t)Sm (y, s)|q ds dt

) 1
q

=

(∫ b

a

|Kn (x, t)|q dt

) 1
q
(∫ d

c

|Sm (y, s)|q ds dt

) 1
q

=
1

n!m!

[∫ x

a

(t− a)nq
dt+

∫ b

x

(b− t)nq
dt

] 1
q

×

[∫ y

c

(s− c)mq
ds+

∫ d

y

(d− s)mq
ds

] 1
q

=
1

n!m!

[
(x− a)nq+1 + (b− x)nq+1

nq + 1

] 1
q

×

[
(y − c)mq+1 + (d− y)mq+1

mq + 1

] 1
q

producing the second inequality in (6.57).

Finally, from (6.47) and (6.59),

sup
(t,s)∈[a,b]×[c,d]

|Kn (x, t)Sm (y, s)| = sup
t∈[a,b]

|Kn (x, t)| sup
s∈[c,d]

|Sm (y, s)|

= max
{

(x− a)n

n!
,
(b− x)n

n!

}
×max

{
(y − c)m

m!
,
(d− y)m

m!

}

=
1

n!m!

[
(x− a)n + (b− x)n

2
+
∣∣∣∣ (x− a)n − (b− x)n

2

∣∣∣∣]
×
[
(y − c)m + (d− y)m

2
+
∣∣∣∣ (y − c)m + (d− y)m

2

∣∣∣∣] .

gives the inequality in (6.57) where we have used the fact that

max {X,Y } =
X + Y

2
+
∣∣∣∣Y −X

2

∣∣∣∣ .
Thus the theorem is now completely proved.

¿From the results of Theorem 6.19 above, we have the following corollary.
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Corollary 6.20. With the assumptions of Theorem 6.19, we have the inequality∣∣∣∣∣
∫ b

a

∫ d

c

f (t, s) ds dt(6.60)

−
n−1∑
k=0

m−1∑
l=0

Xk

(
a+ b

2

)
Yl

(
c+ d

2

)
∂l+k

∂xk∂yl
f

(
a+ b

2
,
c+ d

2

)

− (−1)m
n−1∑
k=0

Xk

(
a+ b

2

)∫ d

c

S̃m (s)
∂k+m

∂xk∂sm
f

(
a+ b

2
, s

)
ds

− (−1)n
m−1∑
l=0

Yl

(
c+ d

2

)∫ b

a

K̃n (t)
∂n+l

∂tn∂yl
f

(
t,
c+ d

2

)
dt

∣∣∣∣∣

≤



1
2n+m(n+1)!(m+1)! (b− a)n+1 (d− c)m+1 ×

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
∞

;

1
2n+mn!m!

[
(b−a)nq+1(d−c)mq+1

(nq+1)(mq+1)

] 1
q ×

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
p
;

1
2n+mn!m! (b− a)n (d− c)m ×

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
1
,

where ‖·‖p (p ∈ [1,∞]) are the Lebesgue norms on [a, b]× [c, d].

Proof. Taking x = a+b
2 and y = c+d

2 in (6.57) readily produces the result as
stated.

These are the tightest possible for their respective Lebesgue norms, because of the
symmetric and convex nature of the bounds in (6.57).

Remark 6.13. For n = m = 1 in (6.60) and ∂2f
∂t∂s belonging to the appropriate

Lebesgue spaces on [a, b]× [c, d], we have∣∣∣∣∣
∫ b

a

∫ d

c

f (t, s) ds dt− (b− a) (d− c) f
(
a+ b

2
,
c+ d

2

)
(6.61)

+ (b− a)
∫ d

c

S̃1 (s)
∂

∂s
f

(
a+ b

2
, s

)
ds +(d− c)

∫ b

a

K̃1 (t)
∂

∂t
f

(
t,
c+ d

2

)
dt

∣∣∣∣∣

(6.62) ≤



1
16 (b− a)2 (d− c)2 ×

∥∥∥ ∂2f
∂t∂s

∥∥∥
∞

;

1
4

[
(b−a)q+1(d−c)q+1

(q+1)2

] 1
q ×

∥∥∥ ∂2f
∂t∂s

∥∥∥
p
;

1
4 (b− a) (d− c)×

∥∥∥ ∂2f
∂t∂s

∥∥∥
1
,

and thus some of the results of [15] and [16] are recaptured.
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Corollary 6.21. With the assumptions on f as outlined in Theorem 6.19, we can
obtain another result which is a generalization of the Trapezoid inequality

∣∣∣∣∣
∫ b

a

∫ d

c

f (t, s) ds dt −
n−1∑
k=0

m−1∑
l=0

(b− a)k+1

(k + 1)!
· (d− c)l+1

(l + 1)!
(6.63)

×

[
f (a, c) + (−1)l

f (a, d) + (−1)k
f (b, c) + (−1)k+l

f (b, d)
4

]

− (−1)m
n−1∑
k=0

(b− a)k+1

(k + 1)!

∫ d

c

Yl (s)
∂k+m

∂xk∂sm

[
f (a, s) + (−1)k

f (b, s)
4

]
ds

− (−1)n
m−1∑
l=0

[
(d− c)l+1

(l + 1)!

]∫ b

a

Xk (t)
∂l+n

∂tn∂yl

[
f (t, c) + (−1)l

f (t, d)
4

]
dt

∣∣∣∣∣

≤



κn,m
(b−a)n+1(d−c)m+1

(n+1)!(m+1)!

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
∞

;

if ∂n+mf
∂tn∂sm ∈ L∞ ([a, b]× [c, d]) ;

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
p

(∫ b

a
|Tn (a, b; t)|q dt

) 1
q
(∫ d

c
|Tm (c, d; s)|q ds

) 1
q

if ∂n+mf
∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1

p + 1
q = 1;

(b−a)n(d−c)m

4n!m!

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
1
,

if ∂n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d]).

where

κn,m :=



1 if n = 2r1 and m = 2r2 ,

2n−1
2n if n = 2r1 + 1 and m = 2r2 ,

2m−1
2m if n = 2r1 and m = 2r2 + 1 ,

(2n−1)
2n · (2m−1)

2m if n = 2r1 + 1 and m = 2r2 + 1
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Proof. Using the identity (6.56), we find that

∣∣∣∣∣
∫ b

a

∫ d

c

f (t, s) ds dt−
n−1∑
k=0

m−1∑
l=0

(b− a)k+1

(k + 1)!
· (d− c)l+1

(l + 1)!

× ∂l+k

∂xk∂yl

[
f (a, c) + (−1)l

f (a, d) + (−1)k
f (b, c) + (−1)k+l

f (b, d)
4

]

− (−1)m
n−1∑
k=0

(b− a)k+1

(k + 1)!

∫ d

c

(s− c)m + (s− d)m

m!
× ∂k+m

∂xk∂sm

[
f (a, s) + (−1)k

f (b, s)
4

]
ds

− (−1)n
m−1∑
l=0

[
(d− c)l+1

(l + 1)!

]∫ b

a

(t− a)n + (t− b)n

n!
× ∂n+l

∂yl∂tn

[
f (t, c) + (−1)l

f (t, d)
4

]
dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ b

a

∫ d

c

Tn (a, b; t)Tm (c, d; s)
∂n+mf

∂tn∂sm
dsdt

∣∣∣∣∣

≤



∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
∞

∫ b

a

∫ d

c
|Tn (a, b; t)Tm (c, d; s)| dt ds

if ∂n+mf
∂tn∂sm ∈ L∞ ([a, b]× [c, d]) ;

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
p

(∫ b

a
|Tn (a, b; t)|q dt

) 1
q
(∫ d

c
|Tm (c, d; s)|q ds

) 1
q

if ∂n+mf
∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1

p + 1
q = 1;∥∥∥ ∂n+mf

∂tn∂sm

∥∥∥
1

sup
(t,s)∈[a,b]×[c,d]

|Tn (a, b; t)Tm (c, d; s)|

if ∂n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d]) .

where

Tn (a, b; t) =
1
2

[
(b− t)n + (−1)n (t− a)n

n!

]
,

Tm (c, d; s) =
1
2

[
(d− s)m + (−1)m (s− c)m

m!

]
.

Now consider
∫ b

a
|Tn (a, b; t)| dt. As may be seen, explicit evaluation of the integral

depends on whether n is even or odd.
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(i) If n is even, put n = 2r1. Therefore,∫ b

a

|Tn (a, b; t)| dt =
1

(2r1)!

∫ b

a

(b− t)2r1 + (t− a)2r1

2
dt

=
1

(2r1)!
· 1
2

[
(b− a)2r1+1

2r1 + 1
+

(b− a)2r1+1

2r1 + 1

]

=
(b− a)2r1+1

(2r1 + 1)!
=

(b− a)n+1

(n+ 1)!
.

Similarly,∫ d

c

|Tm (c, d; s)| ds =
1

(2r2)!

∫ d

c

(d− s)2r2 + (s− c)2r2

2
ds =

(d− c)m+1

(m+ 1)!
.

(ii) Now, if n is odd, that is, n = 2r1 + 1, then

Tn(a, b; t) =
(b− t)2r1+1 − (t− a)2r1+1

2 (2r1 + 1)!
.

Let g (t) = (b− t)2r1+1 − (t− a)2r1+1.

We can observe that 
g (t) < 0 for all t ∈ (a+b

2 , b]
g (t) = 0 at t = a+b

2

g (t) > 0 for all t ∈ [a, a+b
2 ).

Thus

2(2r1 + 1)!
∫ b

a

|Tn (a, b; t)| dt

=

[∫ a+b
2

a

[
(b− t)2r1+1 − (t− a)2r1+1

]
dt +

∫ b

a+b
2

[
(t− a)2r1+1 − (b− t)2r1+1

]
dt

]

=

[
2 · (b− a)2r1+2

2r1 + 2
− 4

(
b−a
2

)2r1+2

2r1 + 2

]

and so∫ b

a

|Tn (a, b; t)| dt =
(b− a)2r1+2

(2r1 + 2) (2r1 + 1)!

[
1− 1

22r1+1

]

=
(b− a)2r1+2

(2r1 + 2)!

[
22r1+1 − 1

22r1+1

]
=

(b− a)n+1

(n+ 1)!

[
2n − 1

2n

]
.

Similarly, ∫ d

c

|Tm (c, d; s)| ds =
(d− c)m+1

(m+ 1)!

[
2m − 1

2m

]
.

and this gives the first inequality in (6.63).
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Now, for the third inequality we have,

sup
t∈[a,b]

|Tn(a, b; t)| = 1
2n!

×


sup

t∈[a,b]

((b− t)n + (t− a)n) = (b−a)n

2n! for all n even

sup
t∈[a,b]

|(b− t)n − (t− a)n| = (b−a)n

2n! for all n odd

and this gives last part of the inequality in (6.63). The corollary is thus completely
proved.

Remark 6.14. For n = m = 1 , we have that∣∣∣∣∣
∫ b

a

∫ d

c

f (t, s) ds dt +
(b− a) (d− c)

4
[f (a, c) + f (a, d) + f (b, c) + f (b, d)]

−b− a

2

[∫ d

c

(f (a, s) + f (b, s)) ds

]
− d− c

2

[∫ b

a

(f (t, c) + f (t, d)) dt

]∣∣∣∣∣

≤



(b−a)2(d−c)2

4

[
(x− a)2 + (b− x)2

] [
(y − c)2 + (d− y)2

]
×
∥∥∥ ∂2f

∂t∂s

∥∥∥
∞

1
4

[
((b−a)(d−c))q+1

(q+1)2

] 1
q ×

∥∥∥ ∂2f
∂t∂s

∥∥∥
p
, p > 1, 1

p + 1
q = 1;

(b−a)(d−c)
4

∥∥∥ ∂2f
∂t∂s

∥∥∥
1
.

Again, the same result was obtained by G. Hanna et al. in [15] and S. Dragomir
et al. in [16].

6.11. Applications to Numerical Integration

The following application in Numerical Integration is natural to be considered.

Theorem 6.22. Let f : [a, b] × [c, d] → R be as in Theorem 6.19. In addition, let
Iv and Jµ be arbitrary divisions of [a, b] and [c, d] respectively, that is,

Iv : a = ξ0 < ξ1 < ... < ξν = b,

where xi ∈
(
ξi, ξi+1

)
for i = 0, 1, ..., ν − 1, and

J
µ

: c = τ0 < τ1 < ... < τ
µ

= d,
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with yj ∈ (τ j , τ j+1) for j = 0, 1, ..., µ− 1, then we have the cubature formula∫ b

a

∫ d

c

f (t, s) ds dt =
n−1∑
k=0

m−1∑
l=0

ν−1∑
i=0

µ−1∑
j=0

X
(i)
k (xi)Y

(j)
l (yj)

∂i+jf (xi, yj)
∂xi∂yj

(6.64)

+ (−1)m
n−1∑
k=0

ν−1∑
i=0

µ−1∑
j=0

X
(i)
k (xi)

∫ τj+1

τj

S(j)
m (yj , s)

∂k+mf (xi, s)
∂xk∂sm

ds

+(−1)n
m−1∑
l=0

ν−1∑
i=0

µ−1∑
j=0

Y
(j)
l (yj)

∫ ξi+1

ξi

K(i)
n (xi, t)

∂n+lf (t, yj)
∂tn∂yl

dt

+R (f, Iv, Jµ, x, y) ,

where the remainder term satisfies the condition

|R(f, In, Jm, x, y)|

≤



∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
∞

(n+1)!(m+1)! ×
ν−1∑
i=0

[
(xi − ξi)

n+1 +
(
ξi+1 − xi

)n+1
]

×
µ−1∑
j=0

[
(yj − τ j)

m+1 + (τ j+1 − yj)
m+1

]
if ∂n+mf

∂tn∂sm ∈ L∞ ([a, b]× [c, d]) ;

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥p

n!m!(nq+1)
2
q
×

ν−1∑
i=0

[
(xi − ξi)

nq+1 +
(
ξi+1 − xi

)nq+1
] 1
q

×
µ−1∑
j=0

[
(yj − τ j)

mq+1 + (τ j+1 − yj)
mq+1

] 1
q

if ∂n+mf
∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1

p + 1
q = 1;

∥∥∥ ∂n+mf
∂tn∂sm

∥∥∥
1

4n!m!

ν−1∑
i=0

[
(xi − ξi)

n +
(
ξi+1 − xi

)n +
∣∣(xi − ξi)

n −
(
ξi+1 − xi

)n∣∣]
×

µ−1∑
j=0

[(yj − τ j)
m + (τ j+1 − yj)

m + |(yj − τ j)
m − (τ j+1 − yj)

m|]

if ∂n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d]) ;

where

X
(i)
k (k = 0, 1, ...n− 1; i = 0, 1, ...ν − 1) , Y (j)

l (l = 0, 1, ...m− 1; j = 0, 1, ...µ− 1)

and
K(i)

n (i = 0, 1, ...ν − 1), S(j)
m (j = 0, 1, ...µ− 1) are defined by

X
(i)
k (xi) :=

(
ξi+1 − xi

)k+1 + (−1)k (xi − ξi)
k+1

(k + 1)!
,

Y
(j)
l (yj) :=

(τ j+1 − yj)
l+1 + (−1)l (yj − τ j)

l+1

(l + 1)!
,

K(i)
n (xi, t) :=


(t−ξi)

n

n! , t ∈ [ξi, xi]

(t−ξi+1)
n

n! , t ∈
(
xi, ξi+1

]
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and

S(j)
m (yj , s) :=


(s−τj)

m

m! , s ∈ [τ i, yi]

(s−τj+1)
m

m! , s ∈ (yi, τ j+1]

The proof is obvious by Theorem 6.19 applied on the interval
[
ξi, ξi+1

]
×[τ j , τ j+1] ,

(i = 0, 1, ...ν − 1; j = 0, 1, ...µ− 1), and we omit the details.
Remark 6.15. Similar result can be obtained if we use the other results obtained
in Section 6.3, but we omit the details.
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CHAPTER 7

Product Inequalities and Weighted Quadrature

by

J. ROUMELIOTIS

Abstract Weighted (or product) integral inequalities are developed via Os-
trowski and Grüss approaches. The inequalities provide an error estimate for
weighted integrals where both the quadrature rule and error bound are given in
terms of (at most) the first three moments of the weight. Rule type is distinguished
and interior point, boundary point and three point rules are explored. Results for
the most popular weight functions are tabulated.
Numerical experiments are provided and comparisons with other product rules
of similar order are made. The methods outlined in this chapter allow for the
generation of non-uniform quadrature grids with respect to any arbitrary weight
employing only a small number of weight moments.

7.1. Introduction

The Ostrowski inequality [32] is a very fruitful starting point for the development
of numerical integration rules. ¿From this point of view, one of the more important
aspects of the inequality (and of Montgomery’s identity) is its role in the production
of bounds for the well known Newton-Cotes rules. To illustrate this point, consider
the integral

(7.1) I =
∫ b

a

f(x) dx,

where f is some bounded function defined on the finite interval [a, b]. If b − a is
small, we may approximate I by sampling at one point

(7.2) I∗(x) = (b− a)f(x), for some a ≤ x ≤ b.

Using Ostrowski-type results, the error |I − I∗(x)| has been tabulated for a variety
of properties of f . For example, if f ′ exists and is bounded then we can show [32]
that

(7.3) |I − I∗(x)| ≤ (b− a)2
(

1
4

+

(
x− a+b

2

)2
(b− a)2

)
‖f ′‖∞.

317



7. PRODUCT INEQUALITIES AND WEIGHTED QUADRATURE 318

Equation (7.3) is the well known Ostrowski inequality. If f ′ is integrable [20, 23]
or if f has a bounded variation [15] or is L-Lipschitzian [17, 36] then we have
respectively,

(7.4) |I − I∗(x)| ≤



(b− a)

(
1
2

+

∣∣x− a+b
2

∣∣
b− a

)
‖f ′‖1,

(b− a)

(
1
2

+

∣∣x− a+b
2

∣∣
b− a

)
b∨
a

(f),

(b− a)2
(

1
4

+

(
x− a+b

2

)2
(b− a)2

)
L.

Other generalizations to both the rule (7.2) and the bound exploiting other proper-
ties of f (for example smoothness, monotonicity and convexity) have been reported
by Cerone, Dragomir, Fink, Milovanović, Pec̆arić and others; see [1, 9, 10, 11, 8,
13, 16, 21, 18, 28, 29, 30, 34, 35] and the book [31].

¿From a quadrature view point, the techniques described above provide explicit a
priori error bounds in a variety of norms, but they fail to account for singular in-
tegrands and/or infinite regions. Integrals of this type are of particular importance
since they arise naturally in the context of statistical estimations (for e.g. [4, 3]),
integral equations (for e.g. [6], [38, Chapter 3]), especially as they impact mathe-
matical models (for e.g. [5, 40, 38]).

In this chapter we develop weighted (or product) Ostrowski and Grüss type in-
equalities where the upper bound is a function of the first few derivatives of the
mapping. We investigate sampling at interior points (mid-point type), boundary
points (trapezoidal type) and a combination of both (three point type). The rules
thus furnished provide explicit a priori bounds for an arbitrary mesh arrangement.
The bounds can be used to produce an optimal mesh with the respect to an ar-
bitrary weight as well as the construction of Kronrod type rules. This approach
contrasts to that commonly used for mesh refinement, where successive a posteriori
comparisons are made to obtain a desired accuracy.

7.2. Weight Functions

In the following sections weighted integral inequalities are developed. We assume
that the weight w is integrable and non-negative. The domain may be finite or
infinite and w may vanish at the boundary points. The results will be expressed in
terms of the first few moments of w.
Definition 2. Let w : (a, b) → [0,∞) be integrable, i.e.

∫ b

a
w(t) dt < ∞. We

denote the first three moments to be m,M and N , where
(7.5)

m(a, b) =
∫ b

a

w(t) dt, M(a, b) =
∫ b

a

tw(t) dt and N(a, b) =
∫ b

a

t2w(t) dt,

respectively.

We also introduce the following generic measures of w.
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Definition 3. Given the conditions in Definition 2, the mean and variance on the
sub-interval (α, β) ⊆ (a, b) are defined as

µ(α, β) =
M(α, β)
m(α, β)

(7.6)

and

σ2(α, β) =
N(α, β)
m(α, β)

− µ2(α, β),(7.7)

respectively.

7.3. Weighted Interior Point Integral Inequalities

Mitrinović et al. [31] have reported a weighted multi-dimensional analogue of the
Ostrowski inequality in the first partial derivatives of the mapping. The analysis
in this chapter will be restricted to one dimension and we begin with the result in
[31].

Theorem 7.1 ([31]). Let w be as defined in Definition 2 and let f : [a, b] → R be
absolutely continuous and have bounded first derivative, then

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ ≤ ‖f ′‖∞
∫ b

a

|x− t|w(t) dt

= ‖f ′‖∞
{
x
(
m(a, x)−m(x, b)

)
+M(x, b)−M(a, x)

}
.

(7.8)

Proof. Define the mapping K(·, ·) : [a, b]2 → R by

(7.9) K(x, t) =

{
m(a, t), t ∈ [a, x],
m(b, t), t ∈ (x, b],

where m is the zero-th moment as defined in (7.5). Integration by parts gives∫ b

a

K(x, t)f ′(t) dt =
∫ x

a

m(a, t)f ′(t) dt+
∫ b

x

m(b, t)f ′(t) dt

= m(a, t)f(t)]xt=a + m(b, t)f(t)]bt=x −
∫ b

a

w(t)f(t) dt.

Producing the product Montgomery identity

(7.10)
∫ b

a

K(x, t)f ′(t) dt = m(a, b)f(x)−
∫ b

a

w(t)f(t) dt.

Taking the modulus and using Hölder’s inequality gives∣∣∣∣∣
∫ b

a

K(x, t)f ′(t) dt

∣∣∣∣∣ ≤ ‖f ′‖∞
∫ b

a

|K(x, t)| dt

= ‖f ′‖∞

{∫ x

a

m(a, t) dt+
∫ b

x

m(t, b) dt

}
.(7.11)
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The last result being obtained by using the fact that for fixed x, K is positive in
t ∈ (a, x) and negative in t ∈ (x, b). Making use of (7.10), reversing the order of
integration in (7.11) and evaluating the inner integrals produces the desired result
(7.8).

Remark 7.1. Substituting w = 1 into (7.8) returns the Ostrowski inequality (7.3).

Remark 7.2. Unlike the Ostrowski-type results outlined in Section 7.1, Theo-
rem 7.1 is valid (depending on w) for infinite regions and singular w. For example,
substituting specific weights into (7.8) produces the following weighted inequalities∣∣∣∣∫ 1

0

f(t) ln(1/t) dt− f(x)
∣∣∣∣ ≤ ‖f ′‖∞ (x2 ln(1/x) + 3/2x2 − x+ 1/4

)
, x ∈ (0, 1],

∣∣∣∣∫ 1

0

f(t)√
t
dt− 2f(x)

∣∣∣∣ ≤ ‖f ′‖∞ (8/3x3/2 − 2x+ 2/3
)
, x ∈ [0, 1],∣∣∣∣∫ ∞

0

f(t)e−t dt− f(x)
∣∣∣∣ ≤ ‖f ′‖∞ (2e−x + x− 1

)
, x ≥ 0,∣∣∣∣∫ ∞

−∞
f(t)e−t2 dt−

√
πf(x)

∣∣∣∣ ≤ ‖f ′‖∞ (√πx erf(x) + e−x2
)
, x ∈ R.

Corollary 7.2. The bound in (7.8) is minimized at the median, x = x∗ where

(7.12) m(a, x∗) = m(x∗, b).

Thus, the following median point inequality holds

(7.13)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x∗)

∣∣∣∣∣ ≤ ‖f ′‖∞{M(x∗, b)−M(a, x∗)
}
.

Proof. Let F represent the bound in (7.8). That is

F (x) =
∫ b

a

|x− t|w(t) dt

=
∫ x

a

(x− t)w(t) dt+
∫ b

x

(t− x)w(t) dt.

Differentiating F twice gives

F ′(x) =
∫ x

a

w(t) dt−
∫ b

x

w(t) dt = m(a, x)−m(x, b) and

F ′′(x) = 2w(x) ≥ 0, ∀x ∈ (a, b).

Inspection of the second derivative reveals that the bound is convex and hence the
minimum will occur at the stationary point. From F ′ above, we can see that the
minimum will occur at the median as in equation (7.12).

Equation (7.12) can be used to find the optimal sampling point for the weighted
inequalities in Remark 7.2. The bounds in Theorem 7.1 and Corollary 7.2 both
require the second moment, M . In the next two results, we present bounds that
do not rely on M but, as a result, are coarser than (7.8) and only apply for finite
intervals.
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Corollary 7.3. Let the conditions in Theorem 7.1 hold and let x ∈ [a, b], where
[a, b] is a finite interval. The following product integral inequality holds.

(7.14)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ ≤ ‖f ′‖∞m(a, b)
(
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣) .
Proof. Observe that∫ b

a

|x− t|w(t) dt ≤ sup
t∈(a,b)

|x− t|m(a, b)

= max{x− a, b− x}m(a, b)

=
m(a, b)

2
((x− a) + (b− x)− |(x− a)− (b− x)|)

= m(a, b)
(
b− a

2
+
∣∣∣∣x− a+ b

2

∣∣∣∣) .
Substituting the inequality above into equation (7.8) furnishes the desired result
(7.14).

Another estimation in terms of the ‖·‖p norm of w is given in the following corollary.

Corollary 7.4. Under the above assumptions for f and w and w ∈ Lp[a, b], we
have the inequality
(7.15)∣∣∣∣∣

∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ ≤ ‖f ′‖∞‖w‖p

[
(x− a)q+1 + (b− x)q+1

q + 1

]1/q

,

for all x ∈ [a, b], p > 1 and 1/p+1/q = 1. The bound is minimized at the mid-point
x = (a+ b)/2.

Proof. Using Hölder’s inequality we have∫ b

a

|x− t|w(t) dt ≤ ‖w‖p

(∫ b

a

|x− t|q dt

)1/q

= ‖w‖p

[∫ x

a

(x− t)q dt+
∫ b

x

(t− x)q dt

]1/q

= ‖w‖p

[
(x− a)q+1 + (b− x)q+1

q + 1

]1/q

.

To show that the bound is minimized at the mid-point, observe that (x − a)q+1

vanishes at x = a and monotonically increases while (b−x)q+1 vanishes at x = b and
monotonically decreases. Thus the sum is convex and has minimum at (x−a)q+1 =
(b− x)q+1 or x = (a+ b)/2.

The estimation in (7.8) may be bounded using other properties of the mapping f .
For example if f ′ is integrable we have the following theorem.
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Theorem 7.5. Let w be as given in Definition 7.5 and let f : [a, b] → R be such
that f ′ ∈ L1(a, b). The following inequality holds

(7.16)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ ≤ 1
2
‖f ′‖1

{
m(a, b) +

∣∣m(a, x)−m(x, b)
∣∣}.

The bound is minimized at the median.

Proof. ¿From (7.10), we can see that∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ =
∣∣∣∣∣
∫ b

a

K(x, t)f ′(t), dt

∣∣∣∣∣
≤ sup

t∈(a,b)

|K(x, t)|
∫ b

a

|f ′(t)| dt

= max{m(a, x),m(x, b)}‖f ′‖1

=
1
2
‖f ′‖1

{
m(a, b) +

∣∣m(a, x)−m(x, b)
∣∣}.

The last line being obtained from the well known result: max{A,B} = 1/2(A +
B + |A−B|).

Remark 7.3. Substituting w = 1 into (7.16) returns (7.4)1, the L1 variant of the
Ostrowski inequality [20, 23]. Recently, Peachey et al. [33] were able to show that
the constant 1/2 is the best possible in equation (7.4)1. It is still an open question
whether m(a, b) is the best possible constant in (7.16).

Dragomir et al. [19] generalized (7.8) and developed a weighted Ostrowski-type
inequality for Hölder type mappings.

Theorem 7.6 ([19]). Let w be as given in Definition 2 and let f be of r−H−Hölder
type. That is

(7.17) |f(x)− f(y)| ≤ H|x− y|r,
for all x, y ∈ (a, b), H > 0 and r ∈ (0, 1]. If wf is integrable, then the following
estimation of the product integral holds

(7.18)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ ≤ H

∫ b

a

|x− t|rw(t) dt,

for all a < x < b.

Proof. ¿From equation (7.17) it is easy to see that

(7.19)
∫ b

a

w(t)|f(t)− f(x)| dt ≤ H

∫ b

a

|x− t|rw(t) dt.

In addition, using the usual properties of definite integrals we can show that

(7.20)

∣∣∣∣∣
∫ b

a

w(t)
(
f(t)− f(x)

)
dt

∣∣∣∣∣ ≤
∫ b

a

w(t)|f(t)− f(x)| dt.

Thus, combining (7.19) and (7.20) we obtain (7.18) as required.
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Remark 7.4. If in (7.17) r = 1, then f is Lipschitzian. If the Lipschitz constant is
L, say, then we have

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x)

∣∣∣∣∣ ≤ L

∫ b

a

|x− t|w(t) dt

= L
{
x
(
m(a, x)−m(x, b)

)
+M(x, b)−M(a, x)

}
.

(7.21)

Up to this point, we have only assumed very general properties regarding the map-
ping f and its derivative f ′. For the remainder of this section, we will expand
on this somewhat and present analogous product integral inequalities where f ′′ is
assumed to exist. An application in numerical integration in also included.

Generalizations to higher derivatives have been made for non-product inequalities
in [23, 1, 34, 11]. It should be possible to generalize product integral inequalities to
higher derivatives of f if these techniques are combined with the material presented
below.

Theorem 7.7 ([39]). Let w be as given in Definition 2 and let f : (a, b) → R have
bounded second derivative. Then the following inequalities hold

(7.22)
∣∣∣∣∫ b

a

w(t)f(t) dt−m(a, b)f(x) +m(a, b)
(
x− µ(a, b)

)
f ′(x)

∣∣∣∣
≤


‖f ′′‖∞

m(a, b)
2

[(
x− µ(a, b)

)2 + σ2(a, b)
]
, f ′′ ∈ L∞[a, b]

‖f ′′‖1
m(a, b)

2

[
m(a, x)
m(a, b)

(
x− µ(a, x)

)
+
m(x, b)
m(a, b)

(
µ(x, b)− x

)
+ |x− µ(a, b)|

]
, f ′′ ∈ L1[a, b]

for all x ∈ [a, b].

Proof. Define the mapping K(·, ·) : [a, b]2 → R by

(7.23) K(x, t) :=

{∫ t

a
(t− u)w(u) du, a ≤ t ≤ x,∫ t

b
(t− u)w(u) du, x < t ≤ b.

Integrating by parts gives∫ b

a

K(x, t)f ′′(t) dt =
∫ x

a

∫ t

a

(t− u)w(u)f ′′(t) dudt+
∫ b

x

∫ t

b

(t− u)w(u)f ′′(t) dudt

= f ′(x)
∫ b

a

(x− u)w(u) du

−
∫ x

a

∫ t

a

(t− u)w(u)f ′(t) dudt−
∫ b

x

∫ t

b

(t− u)w(u)f ′(t) dudt

=
∫ b

a

w(t)f(t) dt+ f ′(x)
∫ b

a

(x− u)w(u) du− f(x)
∫ b

a

w(u) du

providing the identity

(7.24)
∫ b

a

K(x, t)f ′′(t) dt =
∫ b

a

w(t)f(t) dt−m(a, b)f(x)+m(a, b)
(
x−µ(a, b)

)
f ′(x)
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that is valid for all x ∈ [a, b].

Now taking the modulus of (7.24) we have,

(7.25)
∣∣∣∣∫ b

a

w(t)f(t) dt−m(a, b)f(x) +m(a, b)
(
x− µ(a, b)

)
f ′(x)

∣∣∣∣
=

∣∣∣∣∣
∫ b

a

K(x, t)f ′′(t) dt

∣∣∣∣∣
≤ ‖f ′′‖∞

∫ b

a

|K(x, t)| dt

= ‖f ′′‖∞

[∫ x

a

∫ t

a

(t− u)w(u) dudt+
∫ b

x

∫ t

b

(t− u)w(u) dudt

]

=
‖f ′′‖∞

2

∫ b

a

(x− t)2w(t) dt.

The last line being computed by reversing the order of integration and evaluating
the inner integrals. To obtain the desired result (7.22)1 observe that

(7.26)
∫ b

a

(x− t)2w(t) dt = m(a, b)
[(
x− µ(a, b)

)2 + σ2(a, b)
]
.

Closer inspection of the kernel (7.23) is required in the proof of (7.22)2. Examina-
tion of the derivative

d

dt
K(x, t) =

{∫ t

a
w(u) du, t ∈ [a, x],∫ t

b
w(u) du, t ∈ (x, b],

reveals that K increases in the interval [a, x] and decreases in the interval (x, b].
Since K is positive, we can deduce that the maximum is attained at t = x. Thus
from (7.24)∣∣∣∣∣

∫ b

a

K(x, t)f ′′(t) dt

∣∣∣∣∣ ≤ sup
t∈(a,b)

K(x, t)‖f ′′‖1

= max{
∫ x

a

(x− t)w(t) dt,
∫ b

x

(t− x)w(t) dt}‖f ′′‖1.

Simplifying the above expression provides the required result (7.22)2.

Note also that (7.22) is valid even for unbounded w or interval [a, b].

The inequality (7.22)1 is bounded in terms of three moments of w. The following
provides a coarser upper bound using only the zero-th moment.
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Corollary 7.8. Let the conditions in Theorem 7.7 hold. The following product
integral inequality holds

(7.27)
∣∣∣∣∫ b

a

w(t)f(t) dt−m(a, b)f(x) +m(a, b)
(
x− µ(a, b)

)
f ′(x)

∣∣∣∣
≤ ‖f ′′‖∞

m(a, b)
2

(∣∣∣∣x− a+ b

2

∣∣∣∣+ b− a

2

)2

.

Proof. To obtain (7.27) note that∫ b

a

(x− t)2w(t) dt ≤ sup
t∈[a,b]

(x− t)2m(a, b)

= max{(x− a)2, (x− b)2}m(a, b)

=
1
2
(
(x− a)2 + (x− b)2 +

∣∣(x− a)2 − (x− b)2
∣∣)m(a, b)

=
(∣∣∣∣x− a+ b

2

∣∣∣∣+ b− a

2

)2

m(a, b)(7.28)

which upon substitution into (7.25) furnishes the result.

Corollary 7.9. The following inequality for a density defined on a finite interval
holds. Let w be a density (with not necessarily a unit area) and let µ and σ2 be
the mean and variance respectively. Then

(7.29)
(
x− µ(a, b)

)2 + σ2(a, b) ≤
(∣∣∣∣x− a+ b

2

∣∣∣∣+ b− a

2

)2

for all x ∈ [a, b].

Proof. The result is immediately obvious when the identity (7.26) is substituted
into (7.28). �

Remark 7.5. Substituting x = µ(a, b) and x = a+b
2 into (7.29) and adding produces

the following inequality for the variance in terms of the mean of a density

(7.30) σ2(a, b) ≤ b− a

2

(
b− a

2
+
∣∣∣∣µ(a, b)− a+ b

2

∣∣∣∣) .
A tighter bound is obtained by using (7.29) only once. Substituting x = a+b

2 gives

σ2(a, b) ≤ (b− a)2

4
−
(
a+ b

2
− µ

)2

= (µ− a)(b− µ) ≤ (b− a)2

4
(7.31)

Corollary 7.10. The inequality (7.22)1 is minimized at x = µ(a, b) producing the
“mean-point” inequality

(7.32)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(µ(a, b))

∣∣∣∣∣ ≤ ‖f ′′‖∞σ2(a, b)m(a, b)
2

.
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Proof. Substituting µ(a, b) for x in (7.22)1 produces the desired result. Note
that x = µ(a, b) not only minimizes the bound of the inequality (7.22)1, but also
causes the derivative term to vanish.

The optimal point µ(a, b) can be interpreted in many ways. For example, this
point can be viewed as that which minimizes the error variance for the probability
density w (see [4] for an application). This point is also the Gauss node point for
a one-point rule [43].

7.3.1. Two Interior Points. Here a two point analogy of (7.22)1 is devel-
oped where the result is extended to create an inequality with two independent
parameters x1 and x2. This is mainly used in subsection 7.3.3 to find an optimal
grid for composite weighted-quadrature rules.

Theorem 7.11. Let the conditions of Theorem 7.7 hold, then the following two
interior point inequality is obtained

(7.33)
∣∣∣∣∫ b

a

w(t)f(t) dt−m0(a, ξ)f(x1) +m0(a, ξ)
(
x1 − µ(a, ξ)

)
f ′(x1)

−m0(ξ, b)f(x2) +m0(ξ, b)
(
x2 − µ(ξ, b)

)
f ′(x2)

∣∣∣∣
≤ ‖f ′′‖∞

2

{
m0(a, ξ)

[(
x1 − µ(a, ξ)

)2 + σ2(a, ξ)
]

+m0(ξ, b)
[(
x2 − µ(ξ, b)

)2 + σ2(ξ, b)
]}

for all a ≤ x1 < ξ < x2 ≤ b.

Proof. Define the mapping K(·, ·, ·, ·) : [a, b]4 → R by

K(x1, x2, ξ, t) :=


∫ t

a
(t− u)w(u) du, a ≤ t ≤ x1,∫ t

ξ
(t− u)w(u) du, x1 < t, ξ < x2,∫ t

b
(t− u)w(u) du, x2 ≤ t ≤ b.

With this kernel, the proof is almost identical to that of Theorem 7.7.

Integrating by parts produces the integral identity

(7.34)
∫ b

a

K(x1, x2, ξ, t)f ′′(t) dt

=
∫ b

a

w(t)f(t) dt−m0(a, ξ)f(x1) +m0(a, b)
(
x− µ(a, ξ)

)
f ′(x1)

−m0(ξ, b)f(x2) +m0(ξ, b)
(
x− µ(ξ, b)

)
f ′(x2).

Re-arranging and taking bounds produces the result (7.33).

Corollary 7.12. The optimal location of the points x1, x2 and ξ satisfy

(7.35) x1 = µ(a, ξ), x2 = µ(ξ, b), ξ =
µ(a, ξ) + µ(ξ, b)

2
.
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Proof. By inspection of the right hand side of (7.33) it is obvious that choos-
ing

(7.36) x1 = µ(a, ξ) and x2 = µ(ξ, b)

minimizes this quantity. To find the optimal value for ξ write the expression in
braces in (7.33) as

2
∫ b

a

|K(x1, x2, ξ, t)| dt = m0(a, ξ)
[(
x1 − µ(a, ξ)

)2 + σ2(a, ξ)
]

+m0(ξ, b)
[(
x2 − µ(ξ, b)

)2 + σ2(ξ, b)
]

=
∫ ξ

a

(x1 − t)2w(t) dt+
∫ b

ξ

(x2 − t)2w(t) dt.

(7.37)

Substituting (7.36) into the right hand side of (7.37) and differentiating with respect
to ξ gives

d

dξ

∫ b

a

|K(µ(a, ξ), µ(ξ, b), ξ, t)| dt =
(
µ(ξ, b)− µ(ξ, a)

)(
ξ − µ(a, ξ) + µ(ξ, b)

2

)
w(ξ).

Assuming w(ξ) 6= 0, then this equation possesses only one root. A minimum exists
at this root since (7.37) is convex, and so the corollary is proved.

Equation (7.35) shows not only where sampling should occur within each subin-
terval (i.e. x1 and x2), but how the domain should be divided to make up these
subintervals (ξ).

7.3.2. Some Weighted Integral Inequalities. Integration with weight func-
tions are used in countless mathematical problems. Two main areas are: (i) ap-
proximation theory and spectral analysis and (ii) statistical analysis and the theory
of distributions.

In this subsection equation (7.22)1 is evaluated for the more popular weight func-
tions. The optimal point is easily identified.

7.3.2.1. Uniform (Legendre). Substituting w(t) = 1 into (7.6) and (7.7) gives

(7.38) µ(a, b) =

∫ b

a
t dt∫ b

a
dt

=
a+ b

2

and

σ2(a, b) =

∫ b

a
t2 dt∫ b

a
dt

−
(
a+ b

2

)2

=
(b− a)2

12

respectively. Substituting into (7.22)1 produces the second derivative variant of the
Ostrowski inequality [9]∣∣∣∣∣
∫ b

a

f(t) dt− (b− a)f(x) + (b− a)
(
x− a+ b

2

)
f ′(x)

∣∣∣∣∣
≤ ‖f ′′‖∞

b− a

2

(
(b− a)2

12
+
(
x− a+ b

2

)2
)
.
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7.3.2.2. Logarithm. This weight is present in many physical problems; the main
body of which exhibit some axial symmetry. Special logarithmic rules are used ex-
tensively in the Boundary Element Method popularized by Brebbia (see for example
[6]).

With w(t) = ln(1/t), a = 0, b = 1, (7.6) and (7.7) are

µ(0, 1) =

∫ 1

0
t ln(1/t) dt∫ 1

0
ln(1/t) dt

=
1
4

and

σ2(0, 1) =

∫ 1

0
t2 ln(1/t) dt∫ 1

0
ln(1/t) dt

−
(

1
4

)2

=
7

144

respectively. Substituting into (7.22)1 gives∣∣∣∣∫ 1

0

ln(1/t)f(t) dt− f(x) +
(
x− 1

4

)
f ′(x)

∣∣∣∣ ≤ ‖f ′′‖∞
2

(
7

144
+
(
x− 1

4

)2
)
.

The optimal point

x = µ(0, 1) =
1
4

is closer to the origin than the midpoint (7.38) reflecting the strength of the log
singularity.

7.3.2.3. Jacobi. Substituting w(t) = 1/
√
t, a = 0, b = 1 into (7.6) and (7.7)

gives

µ(0, 1) =

∫ 1

0

√
t dt∫ 1

0
1/
√
t dt

=
1
3

and

σ2(0, 1) =

∫ 1

0
t
√
t dt∫ 1

0
1/
√
t dt

−
(

1
3

)2

=
4
45

respectively. Hence, the inequality for a Jacobi weight is

∣∣∣∣12
∫ 1

0

f(t)√
t
dt− f(x) +

(
x− 1

3

)
f ′(x)

∣∣∣∣ ≤ ‖f ′′‖∞
2

(
4
45

+
(
x− 1

3

)2
)
.

The optimal point

x = µ(0, 1) =
1
3

is again shifted to the left of the mid-point due to the t−1/2 singularity at the origin.



329 J. Roumeliotis

7.3.2.4. Chebyshev. The mean and variance for the Chebyshev weight w(t) =
1/
√

1− t2, a = −1, b = 1 are

µ(−1, 1) =

∫ 1

−1
t/
√

1− t2 dt∫ 1

−1
1/
√

1− t2 dt
= 0

and

σ2(−1, 1) =

∫ 1

−1
t2
√

1− t2 dt∫ 1

−1
1/
√

1− t2 dt
− 02 =

1
2

respectively. Hence, the inequality corresponding to the Chebyshev weight is

∣∣∣∣∫ 1

−1

f(t)√
1− t2

dt− πf(x) + πxf ′(x)
∣∣∣∣ ≤ ‖f ′′‖∞π

2

(
1
2

+ x2

)
.

The optimal point

x = µ(−1, 1) = 0

is at the mid-point of the interval reflecting the symmetry of the Chebyshev weight
over its interval.

7.3.2.5. Laguerre. The conditions in Theorem 7.7 are not violated if the integral
domain is infinite. The Laguerre weight w(t) = e−t is defined for positive values,
t ∈ [0,∞). The mean and variance of the Laguerre weight are

µ(0,∞) =

∫∞
0
te−t dt∫∞

0
e−t dt

= 1

and

σ2(0,∞) =

∫∞
0
t2e−t dt∫∞

0
e−t dt

− 12 = 1

respectively.

The appropriate inequality is∣∣∣∣∫ ∞

0

e−tf(t) dt− f(x) + (x− 1)f ′(x)
∣∣∣∣ ≤ ‖f ′′‖∞

2
(
1 + (x− 1)2

)
,

from which the optimal sample point of x = 1 may be deduced.

7.3.2.6. Hermite. Finally, the Hermite weight is w(t) = e−t2 defined over the
entire real line. The mean and variance for this weight are

µ(−∞,∞) =

∫∞
−∞ te−t2 dt∫∞
−∞ e−t2 dt

= 0

and

σ2(−∞,∞) =

∫∞
−∞ t2e−t2 dt∫∞
−∞ e−t2 dt

− 02 =
1
2

respectively.
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The inequality from Theorem 7.7 with the Hermite weight function is thus∣∣∣∣∫ ∞

−∞
e−t2f(t) dt−

√
πf(x) +

√
πxf ′(x)

∣∣∣∣ ≤ ‖f ′′‖∞√π2
(

1
2

+ x2

)
,

which results in an optimal sampling point of x = 0.

7.3.3. Application in Numerical Integration. Define a grid In : a =
ξ0 < ξ1 < · · · < ξn−1 < ξn = b on the interval [a, b], with xi ∈ [ξi, ξi+1] for
i = 0, 1, . . . , n − 1. The following quadrature formulae for weighted integrals are
obtained.

Theorem 7.13. Let the conditions in Theorem 7.7 hold. The following weighted
quadrature rule holds

(7.39)
∫ b

a

w(t)f(t) dt = A(f, ξ,x) +R(f, ξ,x)

where

A(f, ξ,x) =
n−1∑
i=0

(
hif(xi)− hi(xi − µi)f

′(xi)
)

and

(7.40) |R(f, ξ,x)| ≤ ‖f ′′‖∞
2

n−1∑
i=0

[
(xi − µi)

2 + σ2
i

]
hi.

The parameters hi, µi and σ2
i are given by

hi = m0(ξi, ξi+1), µi = µ(ξi, ξi+1), and σ2
i = σ2(ξi, ξi+1)

respectively.

Proof. Apply Theorem 7.7 over the interval [ξi, ξi+1] with x = xi to obtain∣∣∣∣∣
∫ ξi+1

ξi

w(t)f(t) dt− hif(xi) + hi(xi − µi)f
′(xi)

∣∣∣∣∣ ≤ ‖f ′′‖∞
2

hi

(
(xi − µi)

2 + σ2
i

)
.

Summing over i from 0 to n − 1 and using the triangle inequality produces the
desired result.

Corollary 7.14. The optimal location of the points xi, i = 0, 1, 2, . . . , n− 1, and
grid distribution In satisfy

xi = µi, i = 0, 1, . . . , n− 1 and(7.41)

ξi =
µi−1 + µi

2
, i = 1, 2, . . . , n− 1,(7.42)

producing the composite averaged mean-point rule for weighted integrals

(7.43)
∫ b

a

w(t)f(t) dt =
n−1∑
i=0

hif(xi) +R(f, ξ, n)

where the remainder is bounded by

(7.44) |R(f, ξ, n)| ≤ ‖f ′′‖∞
2

n−1∑
i=0

hiσ
2
i
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n Error (1) Error (2) Error (3) Error ratio (3) Bound ratio (3)
4 1.97(0) 2.38(0) 2.48(0) – –
8 3.41(-1) 2.93(-1) 2.35(-1) 10.56 3.90

16 8.63(-2) 5.68(-2) 2.62(-2) 8.97 3.95
32 2.37(-2) 1.31(-2) 4.34(-3) 6.04 3.97
64 6.58(-3) 3.20 (-3) 9.34(-4) 4.65 3.99

128 1.82(-3) 7.94(-4) 2.23(-4) 4.18 3.99
256 4.98(-4) 1.98(-4) 5.51(-5) 4.05 4.00

Table 7.1. The error in evaluating (7.45) under different quadra-
ture rules. The parameter n is the number of sample points.

Proof. The proof follows that of Corollary 7.12 where it is observed that the
minimum bound (7.40) will occur at xi = µi. Differentiating the right hand side of
(7.40) gives

d

dξi

n−1∑
j=0

[
(xj − µj)

2 + σ2
j

]
hj = 2w(ξi)(xi − xi−1)

(
ξi −

xi−1 + xi

2

)
.

Inspection of the second derivative at the root reveals that the stationary point is
a minimum and hence the result is proved.

7.3.4. Numerical Results. In this section, for illustration, the quadrature
rule of subsection 7.3.3 is used on the integral

(7.45)
∫ 1

0

100t ln(1/t) cos(4πt) dt = −1.972189325199166

Equation (7.45) is evaluated using the following three rules:

(1) the composite mid-point rule, where the grid has a uniform step-size and
the node is simply the mid-point of each sub-interval,

(2) the composite generalized mid-point rule (7.39). The grid, In, is uniform
and the nodes are the mean point of each sub-interval (7.41),

(3) equation (7.43) where the grid is distributed according to (7.42) and the
nodes are the sub-interval means (7.41).

Table 7.1 shows the numerical error of each method for an increasing number of
sample points.

For a uniform grid, it can be seen that changing the location of the sampling point
from the midpoint [method (1)] to the mean point [method (2)] roughly doubles the
accuracy. Changing the grid distribution as well as the node point [method (3)] from
the composite mid-point rule [method (1)] increases the accuracy by approximately
an order of magnitude. It is important to note that the nodes and weights for
method (3) can be easily calculated numerically using an iterative scheme. For
example on a Pentium-III (550 MHz) personal computer, with n = 64, calculating
(7.41) and (7.42) took close to 4 seconds.
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Note that equations (7.41) and (7.42) are quite general in nature and only rely on
the weight insofar as knowledge of the first two moments is required. This contrasts
with Gaussian quadrature where for an n point rule, the first 2n moments are
needed (or equivalently the 2n+ 1 coefficients of the continued fraction expansion
[41, 42]) to construct the appropriate orthogonal polynomial and then a root-
finding procedure is called to find the abscissae [2]. This procedure, of course, can
be greatly simplified for the more well known weight functions [24].

The second last column of Table 7.1 shows the ratio of the numerical errors for
method (3) and the last column the ratio of the theoretical error bound (7.43)

(7.46) Bound ratio (3) =
|R(f, ξ, n/2)|
|R(f, ξ, n)|

.

As n increases the numerical ratio approaches the theoretical one. The theoretical
ratio is consistently close to 4. This value suggests an asymptotic form of the error
bound

(7.47) |R(f, ξ, n)| ∼ O

(
1
n2

)
for the log weight. Similar results have been obtained for the other weights of sub-
section 7.3.2. This is consistent with mid-point type rules and it is anticipated that
developing other product rules, for example a generalized trapezoidal or Simpson’s
rule, will yield more accurate results. This is pursued in the next section where a
generalized trapezoid quadrature rule is developed.

7.4. Weighted Boundary Point (Lobatto) Integral Inequalities

In the previous section product integral inequalities and weighted quadrature rules
were developed where sampling occurred at interior points. In this section we
develop analogous results where the mapping f is sampled at the boundary points.

The inequalities presented here, which are valid for mappings whose second deriv-
ative exist, will be used to develop product trapezoidal-like quadrature rules.

In addition to quadrature, these integral inequalities have been applied to the nu-
merical analysis of first kind integral equations with symmetric kernels [38, Chap-
ter 3], [37].

We begin by defining a weighted trapezoidal-type Peano kernel.

Lemma 7.15. Let x ∈ [a, b] be fixed and w be as given in Definition 2, then the
Peano-type kernel, K(·, ·), given by

(7.48) K(x, t) =
∫ t

x

(t− u)w(u) du =

{
m(t, x)

(
µ(t, x)− t

)
, t ≤ x

m(x, t)
(
t− µ(x, t)

)
, t > x

is convex and non-negative for a ≤ x ≤ b.
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Proof. Differentiation of (7.48) gives

(7.49)
d

dt
K(x, t) =

∫ t

x

w(u) du


< 0, if a ≤ t < x,

= 0, if t = x,

> 0, if x < t ≤ b.

Equation (7.49) immediately reveals the convexity of K. In addition, note that K
vanishes at its minimum t = x, and this property, with (7.49) suffices to prove that
K is non-negative.

Theorem 7.16. Let f be an absolutely continuous mapping defined on the finite
interval [a, b] whose second derivative exists and let w be a positive weight function
as given in Definition 2. Then, for fixed x ∈ [a, b] the following product-trapezoidal
like inequalities hold

(7.50)∣∣∣∣∫ b

a

w(t)f(t) dt−m(a, x)
(
f(a)+(µ(a, x)−a)f ′(a)

)
−m(x, b)

(
f(b)+(µ(x, b)−b)f ′(b)

)∣∣∣∣

≤



‖f ′′‖∞
2

{
m(a, x)

[
(µ(a, x)− a)2 + σ2(a, x)

]
+m(x, b)

[
(b− µ(x, b))2 + σ2(x, b)

]}
, f ′′ ∈ L∞[a, b]

‖f ′′‖1
2

{
m(a, x)

[
µ(a, x)− a

]
+m(x, b)

[
b− µ(x, b)

]
+ |m(a, b)µ(a, b)− am(a, x)− bm(x, b)|

}
, f ′′ ∈ L1[a, b]

The bound in (7.50)1 is minimized at the point x = (a + b)/2 and the bound in
(7.50)2 is minimized at the point x∗ satisfying

(7.51) m(a, x∗)
(
µ(a, x∗)− a

)
= m(x∗, b)

(
b− µ(x∗, b)

)
.

Proof. Integrating I =
∫ b

a
K(x, t)f ′′(t) dt twice by parts gives

(7.52) I =
∫ b

a

w(t)f(t) dt−m(a, x)f(a)−m(a, x)(µ(a, x)− a)f ′(a)

−m(x, b)f(b) + (b− µ(x, b))f ′(b).

Using the well known properties of definite integrals

|I| ≤
∫ b

a

|K(x, t)f ′′(t)| dt(7.53)

≤ ‖f ′′‖∞
∫ b

a

K(x, t) dt

=
‖f ′′‖∞

2

{∫ x

a

(t− a)2w(t) dt+
∫ b

x

(t− b)2w(t) dt

}
.(7.54)

The last line being obtained by reversing the order of integration. Making use of
equation (7.52) and substituting equations (7.5)-(7.7) into (7.54) returns (7.50)1.
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Figure 7.1. A schematic of the function max{K(x, a),K(x, b)}
for x ∈ [a, b] showing the minimum point x∗.

To find the value of x which minimizes (7.54), observe that

d

dx

∫ b

a

K(x, t) dt = (x− a)2w(x)− (x− b)2w(x)

= w(x)(b− a)
(
x− a+ b

2

)
.

Since w is positive on (a, b), a minimum occurs at the mid-point.

To prove (7.50)2, we make use of (7.53) and Lemma 7.15∣∣∣∣∣
∫ b

a

K(x, t)f ′′(t) dt

∣∣∣∣∣ ≤ sup
t∈(a,b)

K(x, t)‖f ′′‖1

= max{K(x, a),K(x, b)}‖f ′′‖1

=
‖f ′′‖1

2
[K(x, a) +K(x, b) + |K(a, x)−K(b, x)|] .

Simplifying the expression above produces the desired result.

To obtain the optimal point x∗ note that K(x, a) is increasing and K(x, b) is de-
creasing with respect to x. Thus the minimum of max{K(x, a),K(x, b)} will occur
atK(x, a) = K(x, b) as given in equation (7.51). A schematic is shown in Figure 7.1.

The product inequality may be useful as the basis for a composite weighted quadra-
ture rule since only the first two moments are required for the rule. For the bound
in (7.50)1, knowledge of the third moment is needed. The following corollaries sim-
plify (and in some cases consequently degrade) equation (7.50), in that the bound
is given in terms of fewer moments. The additional constraint that b − a remain
finite is also imposed.

Corollary 7.17. Define Q to be

Q(x) = m(a, x)f(a)−m(a, x)(µ(a, x)− a)f ′(a)−m(x, b)f(b) + (b− µ(x, b))f ′(b).
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Given the conditions in Theorem 7.16, the following inequalities hold

(7.55)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−Q(x)

∣∣∣∣∣
≤ ‖f ′′‖∞

2
{
m(a, x)(x− a)(µ(a, x)− a) +m(x, b)(b− x)(b− µ(x, b))

}
and

(7.56)

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−Q(x)

∣∣∣∣∣ ≤ ‖f ′′‖∞
2

m(a, b)
(∣∣∣∣x− a+ b

2

∣∣∣∣+ b− a

2

)2

.

We remark that the bound in (7.55) requires the first two moments of w, which
contrasts with that of (7.56) where only the first moment is needed. In addition,
identifying the optimal point for the bound in (7.56) is obvious.

Proof. To prove (7.55), we appeal to equation (7.31). Applying (7.31) over
the intervals [a, x] and [x, b] and simplifying produces (7.55).

To show that (7.56) is true, note from (7.54) that∫ x

a

(t− a)2w(t) dt+
∫ b

x

(t− b)2w(t) dt ≤ m(a, b) max
{
(x− a)2, (x− b)2

}
=

1
2
m(a, b)

{
(a− x)2 + (x− b)2

+
∣∣(x− a)2 − (x− b)2

∣∣}
= m(a, b)

(∣∣∣∣x− a+ b

2

∣∣∣∣+ b− a

2

)2

.

Corollary 7.18. If w is bounded as well as integrable, then the following inequal-
ity holds
(7.57)∣∣∣∣∣
∫ b

a

w(t)f(t) dt−Q(x)

∣∣∣∣∣ ≤ 1
2
‖f ′′‖∞‖w‖∞(b− a)

[(
x− a+ b

2

)2

+
(b− a)2

12

]
.

We remark that the bound in (7.57) does not require any moments of w but is less
accurate in the sense that it is an upper-bound for (7.50).

Proof. The proof of equation (7.57) follows again from equation (7.54).∫ x

a

(t− a)2w(t) dt+
∫ b

x

(t− b)2w(t) dt ≤ 1
3
‖w‖∞

{
(x− a)3 − (x− b)3

}
= ‖w‖∞(b− a)

[(
x− a+ b

2

)2

+
(b− a)2

12

]
.
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7.4.1. Development of a Product-Trapezoidal Like Quadrature Rule.
Equation (7.50)1 will be used as the basis for a product trapezoidal-like quadrature
rule. From (7.57), we can see that the error in approximating

∫ b

a
w(t)f(t) dt is

O((b − a)3) (assuming finite b − a). Thus, to obtain an accurate estimate to the
definite integral we require a composite rule where the interval [a, b] is subdivided.
Usually this subdivision is uniform, but in this case the grid should account for the
presence of the weight.

In the next theorem, the interval [a, b] is divided into two “optimal” parts: [a, ξ], [ξ, b].
This result is employed in the development of a weighted quadrature rule.

Theorem 7.19 (Two intervals). Let the conditions in Theorem 7.16 hold. The
following “two interval” product integral inequality holds

(7.58)
∣∣∣∣∫ b

a

w(t)f(t) dt−m(a, x1)
(
f(a) + (µ(a, x1)− a)f ′(a)

)
−

m(x1, x2)
(
f(ξ) + (µ(x1, x2)− ξ)f ′(ξ)

)
−m(x2, b)

(
f(b) + (µ(x2, b)− b)f ′(b)

)∣∣∣∣
≤ ‖f ′′‖∞

2

{
m(a, x1)

[
(µ(a, x1)− a)2 + σ2(a, x1)

]
+

m(x1, x2)
[
(µ(x1, x2)− ξ)2 + σ2(x1, x2)

]
+

m(x2, b)
[
(b− µ(x2, b))2 + σ2(x2, b)

]}
,

for a ≤ x1 ≤ ξ ≤ x2 ≤ b.

The bound is minimized at the points

(7.59) x1 =
a+ ξ

2
, ξ = µ(x1, x2) and x2 =

ξ + b

2
.

Proof. Define the kernel

(7.60) K(x1, x2, ξ, t) =

{∫ t

x1
(t− u)w(u) du, a ≤ t, x1 < ξ∫ t

x2
(t− u)w(u) du, ξ ≤ t, x2 ≤ b.

Employing the same techniques as those in Theorem 7.16, namely integrating∫ b

a
K(x1, x2, ξ, t)f ′′(t) dt by parts twice and simplifying, gives

(7.61)
∣∣∣∣∫ b

a

w(t)f(t) dt−m(a, x1)
(
f(a) + (µ(a, x1)− a)f ′(a)

)
−

m(x1, x2)
(
f(ξ) + (µ(x1, x2)− ξ)f ′(ξ)

)
−m(x2, b)

(
f(b) + (µ(x2, b)− b)f ′(b)

)∣∣∣∣
=
∣∣∣∣∫ b

a

K(x1, x2, ξ, t)f ′′(t) dt
∣∣∣∣

≤ ‖f ′′‖∞
2

{∫ x1

a

(t− a)2w(t) dt+
∫ x2

x1

(t− ξ)2w(t) dt+
∫ b

x2

(t− b)2w(t) dt
}
.

Making use of (7.5), (7.6) and simplifying produces (7.58).
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Differentiation reveals the upper bound minimum. If we let

Ib =
∫ x1

a

(t− a)2w(t) dt+
∫ x2

x1

(t− ξ)2w(t) dt+
∫ b

x2

(t− b)2w(t) dt,

then observe that
dIb
dξ

=
∫ x2

x1

(ξ − t)w(t) dt = m(x1, x2)
(
ξ − µ(x1, x2)

)
,

dIb
dx1

=
1
2
w(x1)(ξ − a)

(
x1 −

a+ ξ

2

)
and

dIb
dx2

=
1
2
w(x2)(b− ξ)

(
x2 −

ξ + b

2

)
.

Hence, the proof is complete.

Remark 7.6. Substituting x1 = a and x2 = b in (7.58) produces the interior point
inequality (7.22)1.

Theorem 7.20 (Product trapezoidal-like quadrature rule). Define a grid In : a =
ξ0 < ξ1 < · · · < ξn−1 < ξn = b on the interval [a, b]. The following quadrature
formula for weighted integrals is obtained.
(7.62)∫ b

a

w(t)f(t) dt =
n∑

i=0

hif(ξi)+h0(µ0−ξ0)f ′(ξ0)−hn(ξn−µn)f ′(ξn)+R(f, w, ξ,x),

where

(7.63) |R(f, w, ξ,x)| ≤ 1
2
‖f ′′‖∞

[
n∑

i=0

hiσ
2
i + h0(µ0 − ξ0)

2 + hn(ξn − µn)2
]
,

xi =
ξi + ξi+1

2
, i = 0, . . . , n− 1,

ξi = µ(xi−1, xi), i = 1, . . . , n− 1.
(7.64)

and
hi = m(xi−1, xi), σ2

i = σ2(xi−1, xi), i = 1, . . . , n− 1,

h0 = m(ξ0, x0), hn = m(xn−1, ξn),

µ0 = µ(ξ0, x0), µn = µ(xn−1, ξn),

σ2
0 = σ2(ξ0, x0), σ2

n = σ2(xn−1, ξn).

(7.65)

Proof. For an n + 1 point rule, we extend the kernel (7.60) to n branches
with each branch defined over [ξi, ξi+1], i = 0, 1, . . . , n − 1. Following the proof of
Theorem 7.19 produces the desired quadrature rule.

The grid equations (7.64) are simple to solve. Any size grid can be evaluated very
quickly, by using an iterative approach, so long as the zero-th and first moment
of the weight are known. In Figure 7.2 we show the node point distribution for
a logarithmic weight. The clustering near the origin is obvious and is due to the
presence of the singularity at this point.
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Figure 7.2. Node point distribution produced by solving equa-
tion (7.64) for a 32 point log rule over the unit interval (w(t) =
ln(1/t)).

Error
n Equation (7.62) (Ratio) Atkinson [2, p. 310] Error (3) from Table 7.1
4 7.5(0) 7.48(0) 2.48(0)
8 6.76(-2) (111) 7.03(-1) 2.35(-1)
16 2.08(-2) (3.25) 1.27(-1) 2.62(-2)
32 4.17(-3) (4.99) 2.78(-2) 4.34(-3)
64 9.40(-4) (4.44) 6.59(-3) 9.34(-4)
128 2.30(-4) (4.09) 1.61(-3) 2.23(-4)
256 5.55(-5) (4.14) 3.99(-4) 5.51(-4)

Table 7.2. The error in evaluating (7.45) using different quadra-
ture rules. n is the number of sample points.

7.4.2. Numerical Experiment. In Table 7.2, we compare (7.62) with the
interior point rule (7.39) of the previous section and a product trapezoidal type
rule developed by Atkinson [2, p. 310]. We can see that the rule developed here
compares favourably with others of similar order. The ratio shows that the rule is
of order h2.

7.4.3. Some Particular Weighted Integral Inequalities. The results of
Theorem 7.19 are tabulated for some of the more popular weight functions. In each
case x1, ξ and x2 are given by (7.59) so that the bound is minimized.

7.4.3.1. Uniform (Legendre).

(7.66)
∣∣∣∣∫ b

a

f(t) dt− b− a

4
f(a)− (b− a)2

32
f ′(a)− b− a

2
f

(
a+ b

2

)
− b− a

4
f(b)

+
(b− a)2

32
f ′(b)

∣∣∣∣ ≤ 1
96
‖f ′′‖∞(b− a)3

7.4.3.2. Logarithm.

(7.67)∣∣∣∣∫ 1

0

f(t) ln(1/t) dt− .50911434f(0)− .039684385f ′(0)− .43771782f(.38432057)

− 0.53167836f(1) + 0.011076181f ′(1)
∣∣∣∣ ≤ 0.0077218546‖f ′′‖∞
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7.4.3.3. Jacobi.

(7.68)
∣∣∣∣∫ 1

0

f(t)√
t
dt− .95158029f(0)− .071805063f ′(0)− .75297392f(.45275252)

− 0.29544579f(1) + 0.041495030f ′(1)
∣∣∣∣ ≤ 0.016598012‖f ′′‖∞

7.4.3.4. Chebyshev.

(7.69)∣∣∣∣∣
∫ 1

−1

f(t)√
1− t2

dt− π

3
f(−1)− 2π − 3

√
3

6
f ′(−1)− π

3
f(0)− π

3
f(1) +

2π − 3
√

3
6

f ′(1)

∣∣∣∣∣
≤ 1

12
‖f ′′‖∞(7π − 2

√
3)

7.4.3.5. Laguerre. The Laguerre weight is not immediately applicable since b
is infinite and hence by (7.59) so is ξ. To produce a Laguerre inequality we assume
b is finite and the take the limit as b→∞. In this limit we obtain
(7.70)∣∣∣∣∫ ∞

0

e−tf(t) dt− (1− e−1)f(0)− (1− 2e−1)f ′(0)− e−1f(2)
∣∣∣∣ ≤ (1− 2e−1)‖f ′′‖∞,

assuming that f = o
(
ex/2

)
as x→∞ and f ′′ is bounded on [0,∞).

7.5. Weighted Three Point Integral Inequalities

In the previous two sections, interior point and boundary point inequalties have
been investigated. In this section we generalize and combine the previous results
via a parameterization. The parameter distinguishes rule type and at its extremes
will produce an interior or boundary point inequality. The inequalities are called
“three point” rules. At the end of this section three point rules are constructed by
a Grüss inequality.

Three point quadrature rules of Newton-Cotes type have been examined in Cerone
and Dragomir [7] in which the error involved the behaviour of, at most, a first
derivative. Riemann and Riemann-Stieltjes integrals were examined.

In the current section, weighted three point rules are investigated in which the error
relies on the behaviour of the first derivative [12].

After developing the results in the initial subsections, composite quadrature rules
are implemented and results for a log weight function are given and compared with
a product-trapezoidal rule of Atkinson [2].

Theorem 7.21. ([12]) Let f : [a, b] → R be a differentiable mapping on (a, b) whose
derivative is bounded on (a, b) and denote ‖f ′‖∞ = supt∈(a,b) |f ′ (t)| <∞. Further,
let a non-negative weight function w (·) have the properties as outlined in Definition
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2. Then for x ∈ [a, b], α ∈ [a, x], β ∈ (x, b], the following inequality holds
(7.71)∣∣∣∣∣
∫ b

a

w(t)f(t) dt− [m (α, β) f (x) +m (a, α) f (a) +m (β, b) f (b)]

∣∣∣∣∣ ≤ I (α, x, β) ‖f ′‖∞ ,

where

(7.72) I (α, x, β) =
∫ b

a

k (x, t)w (t) dt and k (x, t) =

 t− a, t ∈ [a, α]
|x− t| , t ∈ (α, β]
b− t, t ∈ (β, b]

Proof. Define the mapping K (·, ·) : [a, b]2 → R by

(7.73) K (x, t) =
{
m (α, t) , t ∈ [a, x]
m (β, t) , t ∈ (x, b] ,

where m (a, b) is the zeroth moment of w (·) over the interval [a, b] and is given by
(7.5)1.

It should be noted that m (c, d) will be non-negative for d ≥ c.

Integration by parts gives, on using (7.73),∫ b

a

K (x, t) f ′ (t) dt =
∫ x

a

m (α, t) f ′ (t) dt+
∫ b

x

m (β, t) f ′ (t) dt

= m (α, t) f (t)
]x

t=a

+m (β, t) f (t)
]b

t=x

−
∫ b

a

w (t) f (t) dt,

producing the identity
(7.74)∫ b

a

K (x, t) f ′ (t) dt = m (α, β) f (x)+m (a, α) f (a)+m (β, b) f (b)−
∫ b

a

w (t) f (t) dt,

valid for all x ∈ [a, b] .

Taking the modulus of (7.74) gives

(7.75)

∣∣∣∣∣
∫ b

a

w (t) f (t) dt− [m (α, β) f (x) +m (a, α) f (a) +m (β, b) f (b)]

∣∣∣∣∣
=

∣∣∣∣∣
∫ b

a

K (x, t) f ′ (t) dt

∣∣∣∣∣ ≤ ‖f ′‖∞
∫ b

a

|K (x, t)| dt .

Now, we wish to determine
∫ b

a
|K (x, t)| dt. To this end notice that, from (7.73),

K (x, t) is a monotonically non-decreasing function of t over each of its branches.
Thus, there are points α ∈ [a, x] and β ∈ [x, b] such that K (x, α) = K (x, β) = 0.

Thus,
(7.76)∫ b

a

|K (x, t)| dt = −
∫ α

a

m (α, t) dt+
∫ x

α

m (α, t) dt−
∫ β

x

m (β, t) dt+
∫ b

β

m (β, t) dt .
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Integration by parts gives, for example,

−
∫ α

a

m (α, t) dt = − (t− a)m (α, t)
]α

t=a

+
∫ α

a

(t− a)w (t) dt =
∫ α

a

(t− a)w (t) dt .

A similar development for the remainder of the three integrals on the right hand
side of (7.76) produces the result

(7.77)
∫ b

a

|K (x, t)| dt = I (α, x, β) ,

where I (α, x, β) is as given by (7.72). Combining (7.75) and (7.77) produces the
result (7.71) and hence the theorem is proved.

It should be noted at this stage that taking w (·) ≡ 1 reproduces the results of
Cerone and Dragomir [7]. If α = a and β = b then a weighted interior point rule is
obtained. If α = β = x, then a weighted rule results where the function is evaluated
at the boundary points. For α = a or β = b then Radau type rules are obtained
while the current work will focus on Lobatto type rules allowing sampling at both
ends of the boundary.

Corollary 7.22. Inequality (7.71) is minimized at x = x∗ where x∗ satisfies

(7.78) m (α∗, x∗) = m (x∗, β∗) , α∗ =
a+ x∗

2
and β∗ =

x∗ + b

2
.

Proof. ¿From (7.71) - (7.72), I (α, x, β) may be written as

(7.79) I (α, x, β) =
∫ α

a

(t− a)w (t) dt+
∫ x

α

(x− t)w (t) dt

+
∫ β

x

(t− x)w (t) dt+
∫ b

β

(b− t)w (t) dt,

where α ∈ [a, x] and β ∈ (x, b]. Equation (7.79) could equivalently be written in
terms of its zeroth and first moments as given by (7.5). Differentiating (7.79) with
respect to α, β and x gives

(7.80)
∂I

∂α
= A (α, x)w (x) ,

∂I

∂β
= B (β, x)w (x) and

∂I

∂x
= m (α, x)−m (x, β) ,

where

(7.81) A (α, x) = 2α− (a+ x) , B (β, x) = 2β − (x+ b)

and m (·, ·) is defined by (7.5)1. An inspection of the second derivatives demon-
strates that (7.79) is convex on using the fact that w (t) is non-negative for t ∈ (a, b).
Thus, I is minimal at the zeros of (7.80) and so the corollary is proven.

Corollary 7.22 investigates the problem of determining the optimal choice of α,
x and β that produce the tightest bound. The following corollary gives coarser
bounds although the bound may be easier to implement.
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Corollary 7.23. Let the conditions be as in Theorem 7.21. Then the following
inequalities hold

(7.82)

∣∣∣∣∣
∫ b

a

w (t) f (t) dt− [m (α, β) f (x) +m (a, α) f (a) +m (β, b) f (b)]

∣∣∣∣∣
≤ ‖f ′‖∞ ×

 ‖w‖∞ ·K1 (x)

‖w‖1 ·K∞ (x)
,

where

(7.83) K1 (x) =
1
2

[(
b− a

2

)2

+
(
x− a+ b

2

)2
]

+
(
α− a+ x

2

)2

+
(
β − x+ b

2

)2

and

(7.84) K∞ (x) =
1
2

[
b− a

2
+
∣∣∣∣α− a+ x

2

∣∣∣∣+ ∣∣∣∣β − x+ b

2

∣∣∣∣
+
∣∣∣∣x− a+ b

2
+
∣∣∣∣α− a+ x

2

∣∣∣∣− ∣∣∣∣β − x+ b

2

∣∣∣∣∣∣∣∣]
with ‖g‖1 :=

∫ b

a
|g (s)| ds meaning g ∈ L1 [a, b] , the linear space of absolutely

integrable functions and ‖g‖∞ := supt∈[a,b] |g (t)| <∞.

Proof. ¿From Theorem 7.21 and equations (7.71) - (7.72), (7.73) and (7.77)
we have

I (α, x, β) =
∫ b

a

|K (x, t)|w (t) dt =
∫ b

a

k (x, t)w (t) dt .

Now, ∫ b

a

k (x, t)w (t) dt ≤

 ‖w‖∞
∫ b

a
|k (x, t)| dt

‖w‖1 supt∈[a,b] |k (x, t)|
,

where k (x, t) is as defined in (7.72).

Some straight forward evaluation gives∫ b

a

|k (x, t)| dt =
1
2

[
(α− a)2 + (x− α)2 + (β − x)2 + (b− β)2

]
,

which may readily be shown to equal K1 (x) as given by (7.83) through using the
identity

X2 + Y 2

2
=
(
X + Y

2

)2

+
(
X − Y

2

)2

three times.

Further,
sup

t∈[a,b]

|k (x, t)| = max {α− a, x− α, β − x, b− β} ,

which can be shown to equal K∞ (x) as given by (7.84) from using the result

(7.85) max {X,Y } =
X + Y

2
+
|X − Y |

2
,
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three times.

Hence the corollary is proven.

It should be noted that the tightest bounds are obtained at x = a+b
2 and α = a+x

2 ,

β = x+b
2 . That is, at their respective midpoints. The optimal sampling scheme is

independent of the weight.

Theorem 7.24. Let f : I ⊆ R → R be a differentiable mapping on I̊ (the interior of
I) and a, b ∈̊I are such that b > a. If f ′ ∈ L1 [a, b] , then ‖f ′‖1 =

∫ b

a
|f ′ (t)| dt <∞.

In addition, let a non-negative weight function w (·) have the properties as outlined
in Definition 2. Then for x ∈ [a, b] , α ∈ [a, x] and β ∈ (x, b] the following inequality
holds.

(7.86)

∣∣∣∣∣
∫ b

a

w (t) f (t) dt− [m (α, β) f (x) +m (a, α) f (a) +m (β, b) f (b)]

∣∣∣∣∣
≤ θ (α, x, β) ‖f ′‖1 ,

where

(7.87) θ (α, x, β) =
1
4
{
m (a, b) + |m (α, x)−m (a, α)|+ |m (β, b)−m (x, β)|

+ |m (a, x)−m (x, b) + |m (α, x)−m (a, α)| − |m (β, b)−m (x, β)||
}

and m (a, b) is the zeroth moment of w (·) over [a, b] as defined by (7.5)1.

Proof. ¿From identity (7.74) we obtain, from taking the modulus

θ (α, x, β) = sup
t∈[a,b]

|K (x, t)| ,

where K (x, t) is as given by (7.73). As discussed in the proof of Theorem 7.21,
K (x, t) is a monotonic non-decreasing function of t in each of its two branches so
that

θ (α, x, β) = max {m (a, α) ,m (α, x) ,m (x, β) ,m (β, b)} .
Now, using equation (7.85) we have

m1 = max {m (a, α) ,m (α, x)} =
1
2

[m (a, x) + |m (α, x)−m (a, α)|]

and m2 = max {m (x, β) ,m (β, b)} =
1
2

[m (x, b) + |m (β, b)−m (x, β)|] ,

to give

θ (α, x, β) = max {m1,m2} =
m1 +m2

2
+
∣∣∣∣m1 −m2

2

∣∣∣∣
and hence the result (7.87) is obtained after some simplification and the theorem
is proved.

Remark 7.7. It should be noted that the tightest bound in (7.87) is obtained when
α, x and β are taken as their respective medians. Thus, the best quadrature rule
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in the above sense is given by
(7.88)∣∣∣∣∣
∫ b

a

w (t) f (t) dt−
[
m (a, α̃) f (a) +m(α̃, β̃)f (x̃) +m(β̃, b)f (b)

]∣∣∣∣∣ ≤ m (a, b)
4

‖f ′‖1 ,

where

m (a, x̃) = m (x̃, b) , m (a, α̃) = m (α̃, x̃) and m(β̃, b) = m(x̃, β̃).

7.5.1. Development of a Quadrature Rule. The following theorem will
be useful in determining the partition for composite quadrature rules. The optimal
partition in terms of the partition that provides the tightest bounds will be deter-
mined. The optimal quadrature rules will result for f ′ ∈ L∞ [a, b]. If f ′ ∈ L1 [a, b]
a similar development may be followed but will not be pursued further here.

Theorem 7.25. Let the conditions of Theorem 7.21 hold and let ξ partition the
interval [a, b] into two. Then the following inequality holds

(7.89)

∣∣∣∣∣
∫ b

a

w (t) f (t) dt −
[
m (a, α1) f (a) +m (α1, β1) f (x1) +m (β1, α2) f (ξ)

+m (α2, β2) f (x2) +m (β2, b) f (b)
]∣∣∣∣ ≤ J (z, ξ) ‖f ′‖∞ ,

where

(7.90) J (z, ξ) = J1 (z1, ξ) + J2 (z2, ξ)

with

zT
i = (αi, xi, βi) , i = 1, 2, z = z1 ∪ z2,(7.91)

J1 (z1, ξ) =
∫ ξ

a

k1 (x1, t)w (t) dt, J2 (z2, ξ) =
∫ b

ξ

k2 (x2, t)w (t) dt

and
(7.92)

k1 (x1, t) =

 t− a, t ∈ [a, α1]
|x1 − t| , t ∈ (α1, β1]
ξ − t, t ∈ (β1, ξ]

, k2 (x2, t) =

 t− ξ, t ∈ [ξ, α2]
|x2 − t| , t ∈ (α2, β2]
b− t, t ∈ (β2, b]

.

Further, a ≤ α1 ≤ x1 ≤ β1 ≤ ξ and ξ ≤ α2 ≤ x2 ≤ β2 ≤ b.

Proof. The proof follows that of Theorem 7.21. A subscript of 1 is used to
denote parameters in the interval [a, ξ] and 2 for parameters in (ξ, b]. Integration by
parts of

∫ ξ

a
K (x1, t) f ′ (t) dt produces an identity similar to (7.74) with b replaced

by ξ and x by x1. Similarly for
∫ b

ξ
K (x2, t) f ′ (t) dt produces an identity like (7.74)

with a replaced by ξ and x by x2. Summing the two results produces an identity
over [a, b]. Taking the modulus and using the triangle inequality, relying heavily
on (7.72) gives the stated result after collecting the terms in order. Here on [a, ξ] ,
(α, x, β, b) are replaced by (α1, x1, β1, ξ) and on [ξ, b] , (a, α, x, β) are replaced by
(ξ, α2, x2, β2). Hence the theorem is proved.



345 J. Roumeliotis

Corollary 7.26. The optimal location of the parameters in Theorem 7.25 are
α1 = α∗1 = a+x∗1

2 , β1 = β∗1 = x∗1+ξ∗

2 , α2 = α∗2 = ξ∗+x∗2
2 , β2 = β∗2 = x∗2+b

2 and x∗1, x
∗
2

and ξ∗ satisfy the following respective equations

m (α∗1, x
∗
1) = m (x∗1, β

∗
1) , m (α∗2, x

∗
2) = m (x∗2, β

∗
2) and m (β∗1, ξ

∗) = m (ξ∗, α∗2) .

Proof. The proof of this corollary closely follows that of Corollary 7.22. From
(7.90) - (7.92), differentiation of J with respect to (α1, x1, β1, ξ, α2, x2, β2) produces,
on equating to zero, seven simultaneous equations.

Using the fact that the weight function is assumed to be positive, then the solution
of the seven simultaneous equations give the point at which an optimal bound is
produced, since an inspection of the second derivatives readily demonstrates the
convexity of the function J .

The results in Theorem 7.25 may be used to develop a composite quadrature rule.
To this end, define a grid In : a = ξ0 < ξ1 < · · · < ξn−1 < ξn = b on the interval
[a, b], with xi ∈ [ξi, ξi+1] for i = 0, 1, . . . , n − 1. The following quadrature formula
for weighted integrals is obtained which relies only on the first two moments of the
weight function.

Theorem 7.27. Let the conditions in Theorem 7.25 hold, then following weighted
quadrature rule holds

(7.93)
∫ b

a

w(t)f(t) dt = A(f, ξ,x) +R(f, ξ,x)

where
(7.94)

A(f, ξ,x) =
n∑

i=1

m(αi, βi)f(xi)+m(ξ0, α1)f(ξ0)+2
n−1∑
i=1

m(βi, ξi)f(ξi)+m(βn, ξn)f(ξn)

and

(7.95) |R(f, ξ,x)| ≤ ‖f ′‖∞
(
M(ξ0, ξn)− 2

n∑
i=

[M(αi, βi) +M(βi, ξi)]

+ ξnm(βn, ξn)− ξ0m(ξ0, α1)
)
.

The parameters xi, αi, βi and ξi satisfy

(7.96) m(αi, xi) = m(xi, βi), αi =
ξi−1 + xi

2
, βi =

xi + ξi

2
for i = 1, 2, . . . , n, and

(7.97) m(βi, ξi) = m(ξi, αi+1),

for i = 1, 2, . . . , n− 1.

Proof. Using the results of Theorems 7.21 and 7.25 over [ξi, ξi+1] for i =
0, 1, . . . , n− 1 and summing readily produces the result after using Corollaries 7.22
and 7.26 to simplify.
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7.5.1.1. Numerical Results. In this section we illustrate the application of the
composite quadrature rule developed in the previous section to approximate the
integrals

(7.98)
∫ 1

0

ln(1/t)
t+ 2

dt = 0.4484142069 and
∫ 1

0

e−1/t ln(1/t) dt = 0.05065230956

The integrals are evaluated using the composite rule (7.93) and the product-trapezoidal
as described in [2, p. 310]. The first integral, (7.98)1, has been used to demonstrate
the product-trapezoidal and as a result we can compare the performance with the
rule developed here. Note that (7.93) is a first-order rule in that it was derived
for the class of once-differentiable functions. This contrasts with the product-
trapezoidal rule which is of second order. Thus, to investigate the effects of rule
order, we also apply these rules to (7.98)2. In contrast with (7.98)1, the integrand
of (7.98)2 increases with the order of its derivative.

Table 7.3 shows the numerical error in evaluating (7.98) using (7.93) for an increas-
ing number of intervals. We note that the nodes and weights of the quadrature
rule are obtained by solving the 4n − 1 simultaneous equations (7.96) and (7.97).
It is a simple matter to implement a numerical procedure to solve these equations
iteratively with an initial uniform mesh. For example on a Pentium-90 personal
computer, with n = 32, calculating (7.96) and (7.97) to 14 digit accuracy took close
to 42 seconds.

Inspection of Table 7.3 reveals that a more accurate result is obtained for (7.98)1
than for (7.98)2. This is probably due to the nature of the integrands. The the-
oretical error ratio is consistently close to 2. This value confirms that, due to its
development, the quadrature rule is at least of first order. The numerical error
ratios are somewhat larger, these values suggest an asymptotic form of the error
bound

(7.99) |R(f, ξ,x)| ∼ O

(
1
nγ

)
, where γ ≤ 2.

n Equation (7.98)1 Equation (7.98)2 Theoretical
Relative Error Error Ratio Relative Error Error Ratio Error Ratio

2 1.64(-2) 7.27(-2)
4 4.53(-3) 3.64 2.62(-2) 2.78 1.70
8 1.23(-3) 3.69 8.47(-3) 3.09 2.81
16 3.29(-4) 3.73 2.57(-3) 3.30 2.08
32 8.77(-5) 3.75 7.52(-4) 3.41 2.05
64 2.33(-5) 3.77 2.15(-4) 3.50 2.03

Table 7.3. The relative error in evaluating (7.98) using (7.93),
where n is the number of intervals.

In Table 7.4 the errors in employing the product-trapezoidal rule are presented. The
error ratios are consistently close to 4 which simply reflects the fact that the rule is
of second order. This rule was developed by employing a linear approximation for
the weighted integrand - a higher order approximation than that used here. This
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rule performs better than (7.93) for (7.98)1 since the integrand is well behaved
and its magnitude decreases as its derivatives increase. In contrast, the product-
trapezoidal rule is inferior to (7.93) for (7.98)2. This integrand is not well behaved
and its integral is better suited to (7.93) which was developed for a more general
class of function.

n Equation (7.98)1 Equation (7.98)2
Relative Error Error Ratio Relative Error Error Ratio

2 7.12(-3) 4.29(-1)
4 1.98(-3) 3.60 8.08(-2) 5.30
8 5.17(-4) 3.83 1.90(-2) 4.25
16 1.32(-4) 3.92 4.74(-3) 4.01
32 3.33(-5) 3.96 1.18(-3) 4.00
64 8.35(-6) 3.98 2.96(-4) 4.00
Table 7.4. The relative error in evaluating (7.98) using the prod-
uct trapezoidal rule [2, p. 310], where n is the number of intervals.

We note that the product-trapezoidal rule employs a uniform mesh and the be-
haviour of the weight function, w(t), is accounted for in the quadrature rule weight.
Rules of this type were explored in Subsection 7.3.4, where a one-point, second or-
der product rule was developed. In this subsection, we showed that, for the log
weight, employing a non-uniform mesh, similar to (7.97) increases accuracy by a
factor of more than two for f ′′ ∈ L∞[a, b].

Finally, we note that the rule developed here is composite in nature and identifies an
“optimal” partition for an arbitrary weight. This contrasts with Gauss quadrature
[43] which is not composite and hence provides no information as to how one should
partition.

7.5.2. Application of Grüss Type Inequalities. Grüss’ inequality [25]
provides a bound for the difference between an integral of a product and a product
of integrals, viz.
(7.100)∣∣∣∣∣ 1

b− a

∫ b

a

f(x)g(x) dx− 1
(b− a)2

∫ b

a

f(x) dx
∫ b

a

g(x) dx

∣∣∣∣∣ ≤ 1
4
(Γ− γ)(Φ− φ),

where f, g are such that the integrals above exist and γ ≤ f(x) ≤ Γ, φ ≤ g(x) ≤ Φ.

The inequality (7.100) has been used with much success with Peano-kernel inspired
applications. For example, the product integrand of (7.10) is an ideal candidate for
(7.100). In addition, if one of the functions in (7.100) is explicitly known (as is the
case in (7.10)) then bound may be improved [27, 14].

To this end, define

(7.101) T (f, g) =
1

b− a

∫ b

a

f(x)g(x) dx− 1
(b− a)2

∫ b

a

f(x) dx
∫ b

a

g(x) dx.
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Using Korkine’s identity, it has been shown that

(7.102) |T (f, g)| ≤ T 1/2(f, f)T 1/2(g, g),

and

T (f, f) ≤

(
Γ− 1

b− a

∫ b

a

f(x) dx

)(
1

b− a

∫ b

a

f(x) dx− γ

)
(7.103)

≤ 1
4
(Γ− γ)2.(7.104)

Thus equations (7.102)–(7.104) provide us with the means of writing down many
Grüss type inequalities; each depending on the level to which the integrands are
known.

Theorem 7.28. Let f and w be as defined previously and let [a, b] be a finite in-
terval. The following three point Grüss type inequalities for weighted integrals hold∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(x) +
(
f(b)− f(a)

b− a

)
m(a, b)(x− µ(a, b))

∣∣∣∣∣
≤ 1

2
(Γ− γ)

√
b− a

{∫ b

a

K2(x, t) dt− m2(a, b)(x− µ(a, b))2

b− a

}1/2

(7.105)

≤ 1
2
(Γ− γ)(b− a)

(
m(a, x)− m(a, b)

b− a
(x− µ(a, b))

)1/2

(7.106)

×
(
m(a, b)
b− a

(x− µ(a, b)) +m(x, b)
)1/2

(7.107)

≤ 1
4
(Γ− γ)(b− a)m(a, b),(7.108)

where a ≤ x ≤ b, γ ≤ f ′(t) ≤ Γ and K(·, ·) is the kernel defined in (7.9).

Proof. The left hand side of each inequality is simply |T
(
f ′(·),K(x, ·)

)
|. Us-

ing the fact that K(x, t) is bounded by

−m(x, b) ≤ K(x, t) ≤ m(a, x), t ∈ [a, b],

for fixed x and ∫ b

a

K(x, t) dt = m(a, b)(x− µ(a, b))

we can bound |T
(
f ′(·),K(x, ·)

)
| by applying (7.102)–(7.104). The results are
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|T
(
f ′(·),K(x, ·)

)
| ≤ 1

2
(Γ− γ)T 1/2

(
K(x, ·),K(x, ·)

)
(7.109)

≤ 1
2
(Γ− γ)

{
m(a, x)− 1

b− a

∫ b

a

K(x, t) dt

}1/2

(7.110)

×

{
1

b− a

∫ b

a

K(x, t) dt+m(x, b)

}1/2

(7.111)

≤ 1
2
(Γ− γ)m(a, b).(7.112)

Simplifying readily produces (7.102)–(7.105).

It is of interest to compare the left hand side of the inequalities in Theorems 7.7
and 7.28. The derivative f ′(x) in Theorem 7.7 is replaced with the secant slope
f(b)−f(a)

b−a in Theorem 7.28.

Corollary 7.29. The following mean point weighted integral inequality holds

∣∣∣∣∣
∫ b

a

w(t)f(t) dt−m(a, b)f(µ(a, b))

∣∣∣∣∣ ≤ 1
2
(Γ− γ)

√
b− a

{∫ b

a

K2(µ(a, b), t) dt

}1/2

(7.113)

≤ 1
2
(Γ− γ)(b− a)

√
m(a, µ(a, b))m(µ(a, b), b)(7.114)

≤ 1
4
(Γ− γ)(b− a)m(a, b).(7.115)

Proof. Substitute x = µ(a, b) into the inequalities of Theorem 7.28.

The mean x = µ(a, b) greatly simplifies the inequalities of Theorem 7.28, but this
point does not necessarily minimise any of the upper bounds. This is done in the
following subsection for particular weights.

7.5.3. Grüss-type Inequalities for Some Weight Functions. The in-
equalities in Theorem 7.28 become more coarse as they become simpler to evaluate.
Even so, (7.105) can be evaluated for many of the popular weight functions. In the
following we tabulate the inequality (7.105) for the some weight functions. The
minimum point is also identified.

7.5.3.1. Legendre. Substituting w(t) = 1 into (7.105) gives
(7.116)∣∣∣∣∫ 1

0

f(t) dt− (b− a)f(x) +
(
f(b)− f(a)

)(
x− a+ b

2

)∣∣∣∣ ≤ 1
4
√

3
(Γ− γ)(b− a)2.

The above inequality is valid for all x ∈ [a, b].
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7.5.3.2. Logarithm. Substituting w(t) = ln(1/t), a = 0, b = 1 gives

(7.117)
∣∣∣∣∫ 1

0

f(t) ln(1/t) dt− f(x) +
(
f(1)− f(0)

)(
x− 1

4

)∣∣∣∣
≤ 1

72
(Γ− γ)

√
87− 648x+ 648x2 − 1296x2 ln(x).

The bound is minimized at x = 0.1161013.

7.5.3.3. Jacobi. With the Jacobi weight, we have
(7.118)∣∣∣∣∫ 1

0

f(t)√
t
dt− 2f(x) + 2

(
f(1)− f(0)

)(
x− 1

3

)∣∣∣∣ ≤ 1
6
(Γ−γ)

√
2− 12x− 36x2 + 48x3/2.

The bound is minimized at x = 0.04465820.

7.5.3.4. Chebyshev. The Chebyshev weight gives

(7.119)
∣∣∣∣∫ 1

−1

f(t)√
1− t2

dt− πf(x)− π

2
(
f(1)− f(−1)

)
x

∣∣∣∣
≤
√

2
4

(Γ− γ)
√

8πx arcsin(x) + 8π
√

1− x2 − 16− 2x2π2.

The bound is minimized at the boundary points x = ±1.
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[25] G. GRÜSS, Über das maximum des absoluten betrages von 1

b−a

∫ b
a f(x)g(x) dx −

1
(b−a)2

∫ b
a f(x) dx

∫ b
a g(x) dx, Math. Z., 39 (1935), 215–226.

[26] A.R. KROMMER and C.W. UEBERHUBER, Numerical integration on advanced computer
systems, Lecture Notes in Computer Science, 848, Springer-Verlag, Berlin, 1994.
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CHAPTER 8

Some Inequalities for Riemann-Stieltjes Integral

by

S.S. DRAGOMIR

Abstract In this chapter we present some recent results of the author concerning
certain inequalities of Trapezoid type, Ostrowski type and Grüss type for Riemann-
Stieltjes integrals and their natural application to the problem of approximating
the Riemann-Stieltjes integral.

8.1. Introduction

Let f and u denote real-valued functions defined on a closed interval [a, b] of the
real line. We shall suppose that both f and u are bounded on [a, b]; this standing
hypothesis will not be repeated. A partition of [a, b] is a finite collection of non-
overlapping intervals whose union is [a, b]. Usually, we describe a partition In by
specifying a finite set of real numbers (x0, x1, ..., xn) such that

a = x0 < x1 < ... < xn−1 < xn = b,

and the subintervals occurring in the partition In are the intervals [xk−1, xk] , k =
1, ..., n.

Definition 4. If In is a partition of [a, b], then the Riemann-Stieltjes sum of f
with respect to u, corresponding to In = (x0, x1, ..., xn) is a real number σ (In; f, u)
of the form

(8.1) σ (In; f, u) =
n∑

k=1

f (ξk) {u (xk)− u (xk−1)} .

Here we have selected numbers ξk satisfying

xk−1 ≤ ξk ≤ xk for k = 1, 2, ..., n.

Definition 5. We say that f is integrable with respect to u on [a, b] if there exists
a real number I such that for every number ε > 0 there is a partition In(ε) of [a, b]
such that, if In is any refinement of In(ε) and σ (In; f, u) is any Riemann-Stieltjes
sum corresponding to In, then

(8.2) |σ (In; f, u)− I| < ε.
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In this case the number I is uniquely determined and is denoted by

I =
∫ b

a

f du =
∫ b

a

f (t) du (t) ;

it is called the Riemann-Stieltjes integral of f with respect to u over [a, b] . We
call the function f the integrand and u the integrator. Sometimes we say that f is
u−integrable if f is integrable with respect to u.

For the fundamental properties of Riemann-Stieltjes integrals related to: the Cauchy
criterion for integrability, the functional properties of the integral, the integration
by parts formula, the modification of the integral, the existence of the integral, the
evaluation of the integral (first mean value theorem and second mean value theo-
rem) and other properties, we refer the reader to the classical book [5], by R. G.
Bartle.

In this chapter we point out some recent results by the author concerning certain
inequalities of Trapezoid type, Ostrowski type and Grüss type for Riemann-Stieltjes
integrals in terms of certain Riemann-Stieltjes sums, generalised mid-point sums,
generalised trapezoidal sums, etc...

For a comprehensive study of Newton-Cotes quadrature formulae for Riemann-
Stieltjes integrals and their applications to numerical evaluations of life distribu-
tions, see the paper [73] by M. Tortorella and the references therein.

The chapter is structured as follows:

The first section deals with the estimation of the magnitude of the difference

f (a) + f (b)
2

[u (b)− u (a)]−
∫ b

a

f (t) du (t) ,

where f is of Hölder type and u is of bounded variation, and vice versa.

The second section provides an error analysis for the quantity

f (x) [u (b)− u (a)]−
∫ b

a

f (t) du (t) , x ∈ [a, b] ,

which is commonly known in the literature as an Ostrowski type inequality, for the
same classes of mappings.

Finally, the last section deals with Grüss type inequalities for the Riemann-Stieltjes
integrals, that is, obtaining bounds for the quantity∫ b

a

f (t) du (t)− u (b)− u (a)
b− a

∫ b

a

f (t) dt.

All the sections contain implementation for composite quadrature formulae. A
large number of references to the recent papers done by the Research Group in
Mathematical Inequalities and Applications (RGMIA, http://rgmia.vu.edu.au)
are included (see for example [1]-[4], [6]-[64] and [72]).
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8.2. Some Trapezoid Like Inequalities for Riemann-Stieltjes Integral

8.2.1. Introduction. The following inequality is well known in the literature
as the “trapezoid inequality”:

(8.3)

∣∣∣∣∣f (a) + f (b)
2

· (b− a)−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1
12

(b− a)3 ‖f ′′‖∞ ,

where the mapping f : [a, b] → R is assumed to be twice differentiable on (a, b) ,
with its second derivative f ′′ : (a, b) → R bounded on (a, b) , that is, ‖f ′′‖∞ :=
supt∈(a,b) |f ′′ (t)| <∞. The constant 1

12 is sharp in (8.3) in the sense that it cannot
be replaced by a smaller constant.

If In : a = x0 < x1 < ... < xn−1 < xn = b is a division of the interval [a, b] and
hi = xi+1−xi, ν (h) := max {hi|i = 0, ..., n− 1} , then the following formula, which
is called the “trapezoid quadrature formula”

(8.4) T (f, In) =
n−1∑
i=0

f (xi) + f (xi+1)
2

· hi

approximates the integral
∫ b

a
f (t) dt with an error of approximation RT (f, In)

which satisfies the estimate

(8.5) |RT (f, In)| ≤ 1
12
‖f ′′‖∞

n−1∑
i=0

h3
i ≤

b− a

12
‖f ′′‖∞ [ν (h)]2 .

In (8.5) , the constant 1
12 is sharp as well.

If the second derivative does not exist or f ′′ is unbounded on (a, b) , then we can-
not apply (8.5) to obtain a bound for the approximation error. It is important,
therefore, that we consider the problem of estimating RT (f, In) in terms of lower
derivatives.

Define the following functional associated to the trapezoid inequality

(8.6) Ψ (f ; a, b) :=
f (a) + f (b)

2
· (b− a)−

∫ b

a

f (t) dt

where f : [a, b] → R is an integrable mapping on [a, b] .

The following result is known [34] (see also [60] or [10]):

Theorem 8.1. Let f : [a, b] → R be an absolutely continuous mapping on [a, b] .
Then

(8.7) |Ψ(f ; a, b)| ≤



(b−a)2

4 ‖f ′‖∞ if f ′ ∈ L∞ [a, b] ;

(b−a)
1+ 1

q

2(q+1)
1
q
‖f ′‖p if f ′ ∈ Lp [a, b] , p > 1, 1

p + 1
q = 1;

b−a
2 ‖f ′‖1 ,
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where ‖·‖p are the usual p−norms, i.e.,

‖f ′‖∞ : = ess sup
t∈[a,b]

|f ′ (t)| ,

‖f ′‖p : =

(∫ b

a

|f ′ (t)|p dt

) 1
p

, p > 1

and

‖f ′‖1 :=
∫ b

a

|f ′ (t)| dt,

respectively.

The following corollary for composite formulae holds [34].
Corollary 8.2. Let f be as in Theorem 8.1. Then we have the quadrature formula

(8.8)
∫ b

a

f (x) dx = T (f, In) +RT (f, In) ,

where T (f, In) is the trapezoid rule and the remainder RT (f, In) satisfies the esti-
mation

(8.9) |RT (f, In)| ≤



1
4 ‖f

′‖∞
∑n−1

i=0 h
2
i if f ′ ∈ L∞ [a, b] ;

1

2(q+1)
1
q
‖f ′‖p

(∑n−1
i=0 h

q+1
i

) 1
q

if f ′ ∈ Lp [a, b] ,

p > 1, 1
p + 1

q = 1;
1
2 ‖f

′‖1 ν (h) .

A more general result concerning a trapezoid inequality for functions of bounded
variation has been proved in the paper [36] (see also [10]).

Theorem 8.3. Let f : [a, b] → R be a mapping of bounded variation on [a, b] and
denote

∨b
a (f) as its total variation on [a, b] . Then we have the inequality

(8.10) |Ψ(f ; a, b)| ≤ 1
2

(b− a)
b∨
a

(f) .

The constant 1
2 is sharp in the sense that it cannot be replaced by a smaller constant.

The following corollary which provides an upper bound for the approximation error
in the trapezoid quadrature formula, for f of bounded variation, holds [36].
Corollary 8.4. Assume that f : [a, b] → R is of bounded variation on [a, b] . Then
we have the quadrature formula (8.8) where the reminder satisfies the estimate

(8.11) |RT (f, In)| ≤ 1
2
ν (h)

b∨
a

(f) .

The constant 1
2 is sharp.

For other recent results on the trapezoid inequality see the books [60] and [70]
where further references are given.
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8.2.2. A Trapezoid Formula for the Riemann-Stieltjes Integral. The
following theorem generalizing the classical trapezoid inequality for mappings of
bounded variation holds [57].

Theorem 8.5. Let f : [a, b] → K (K = R,C) be a p−H−Hölder type mapping, that
is, it satisfies the condition

(8.12) |f (x)− f (y)| ≤ H |x− y|p for all x, y ∈ [a, b] ,

where H > 0 and p ∈ (0, 1] are given, and u : [a, b] → K is a mapping of bounded
variation on [a, b] . Then we have the inequality:

(8.13) |Ψ(f, u; a, b)| ≤ 1
2p
H (b− a)p

b∨
a

(u) ,

where Ψ(f, u; a, b) is the generalized trapezoid functional

(8.14) Ψ (f, u; a, b) :=
f (a) + f (b)

2
· (u (b)− u (a))−

∫ b

a

f (t) du (t) .

The constant C = 1 on the right hand side of (8.13) cannot be replaced by a smaller
constant.

Proof. It is well known that if g : [a, b] → K is continuous and v : [a, b] → K is
of bounded variation, then the Riemann-Stieltjes integral

∫ b

a
g (t) dv (t) exists and

the following inequality holds:

(8.15)

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|g (t)|
b∨
a

(v) .

Using this property, we have

|Ψ(f, u; a, b)|(8.16)

=

∣∣∣∣∣
∫ b

a

(
f (a) + f (b)

2
− f (t)

)
du (t)

∣∣∣∣∣
≤ sup

t∈[a,b]

∣∣∣∣f (a) + f (b)
2

− f (t)
∣∣∣∣ b∨

a

u (t) .

As f is of p−H−Hölder type, then we have∣∣∣∣f (a) + f (b)
2

− f (t)
∣∣∣∣ =

∣∣∣∣f (a)− f (t) + f (b)− f (t)
2

∣∣∣∣(8.17)

≤ 1
2
|f (a)− f (t)|+ 1

2
|(b)− f (t)|

≤ 1
2
H [(t− a)p + (b− t)p] .

Now, consider the mapping γ (t) = (t− a)p + (b− t)p
, t ∈ [a, b] , p ∈ (0, 1] . Then

γ′ (t) = p (t− a)p−1−p (b− t)t−1 = 0 iff t = a+b
2 and γ′ (t) > 0 on

(
a, a+b

2

)
, γ′ (t) <

0 on
(

a+b
2 , b

)
, which shows that its maximum is realized at t = a+b

2 and
maxt∈[a,b] γ (t) = γ

(
a+b
2

)
= 21−p (b− a)p

.
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Consequently, by (8.17) , we have

sup
t∈[a,b]

∣∣∣∣f (a) + f (b)
2

− f (t)
∣∣∣∣ ≤ H

(
b− a

2

)p

.

Using (8.16) , we obtain the desired inequality (8.13) .

To prove the sharpness of the constant 1, assume that (8.13) holds with a constant
C > 0. That is

(8.18) |Ψ(f, u; a, b)| ≤ C

2p
H (b− a)p

b∨
a

(u) .

Choose f, u : [0, 1] → R, f (x) = xp, p ∈ (0, 1] and u (x) = x, x ∈ [0, 1] . We observe
that f is of p −H−Hölder type with H = 1 and u is of bounded variation, then,
by (8.18) we can obtain∣∣∣∣12 − 1

p+ 1

∣∣∣∣ ≤ C

2p
, for all p ∈ (0, 1] .

That is,

C ≥ 1− p

p+ 1
· 2p, for all p ∈ (0, 1] .

Letting p→ 0+, we get C ≥ 1 and the theorem is completely proved.

The following corollaries are natural consequences of (8.13):

Corollary 8.6. Let f be as above and u : [a, b] → R be a monotonic mapping on
[a, b] . Then we have

(8.19) |Ψ(f, u; a, b)| ≤ 1
2p
H (b− a)p |u (b)− u (a)| .

The proof is obvious by the above theorem, taking into account the fact that
monotonic mappings are of bounded variation and for such functions u, we have∨b

a (u) = |u (b)− u (a)| .
Corollary 8.7. Let f be as above and u : [a, b] → K be a Lipschitzian mapping
with the constant L > 0. Then

(8.20) |Ψ(f, u; a, b)| ≤ 1
2p
HL (b− a)p+1

.

The proof follows by Theorem 8.5, taking into account that any Lipschitzian map-
ping u is of bounded variation and

∨b
a (u) ≤ L (b− a) .

Corollary 8.8. Let f be as above and G : [a, b] → R be the cumulative distribu-
tion function of a certain random variable X. Then

(8.21)

∣∣∣∣∣f (a) + f (b)
2

−
∫ b

a

f (t) dG (t)

∣∣∣∣∣ ≤ 1
2p
H (b− a)p

.

The proof is obvious by the above theorem, taking into account the fact that G (b) =
1, G (a) = 0 and

∨b
a (G) = 1.
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Remark 8.1. If we assume that g : [a, b] ((a, b)) → K is continuous, then u (x) =∫ x

a
g (t) dt is differentiable, u (b) =

∫ b

a
g (t) dt, u (a) = 0, and

∨b
a (u) =

∫ b

a
|g (t)| dt.

Consequently, by (8.13) , we obtain∣∣∣∣∣f (a) + f (b)
2

·
∫ b

a

g (t) dt−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.22)

≤ 1
2p
H (b− a)p

∫ b

a

|g (t)| dt.

From (8.22) , we get a weighted version of the trapezoid inequality,

(8.23)

∣∣∣∣∣f (a) + f (b)
2

− 1∫ b

a
g (t) dt

·
∫ b

a

f (t) g (t) dt

∣∣∣∣∣ ≤ 1
2p
H (b− a)p

,

provided that g (t) ≥ 0, t ∈ [a, b] and
∫ b

a
g (t) dt 6= 0.

We give now some examples of weighted trapezoid inequalities for some of the most
popular weights.

Example 1. (Legendre) If g (t) = 1, t ∈ [a, b] , then we get the following trapezoid
inequality for Hölder type mappings :

(8.24)

∣∣∣∣∣f (a) + f (b)
2

− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1
2p
H (b− a)p

.

Example 2. (Logarithm) If g (t) = ln
(

1
t

)
, t ∈ (0, 1] , f is of p−Hölder type on

[0, 1] and the integral
∫ 1

0
f (t) ln

(
1
t

)
dt is finite, then, by (8.23) , we obtain

(8.25)
∣∣∣∣f (0) + f (1)

2
−
∫ 1

0

f (t) ln
(

1
t

)
dt

∣∣∣∣ ≤ 1
2p
H.

Example 3. (Jacobi) If g (t) = 1√
t
, t ∈ (0, 1] , f is as above and the integral∫ 1

0
f(t)√

t
dt is finite, then by (8.23) , we obtain

(8.26)
∣∣∣∣f (0) + f (1)

2
− 1

2

∫ 1

0

f (t)√
t
dt

∣∣∣∣ ≤ 1
2p
H.

Finally, we have the following:

Example 4. (Chebychev) If g (t) = 1√
1−t2

, t ∈ (−1, 1) , f is of p−Hölder type on

(−1,−1) and the integral
∫ 1

−1
f(t)√
1−t2

dt is finite, then

(8.27)
∣∣∣∣f (−1) + f (1)

2
− 1
π

∫ 1

−1

f (t)√
1− t2

dt

∣∣∣∣ ≤ H.

8.2.3. Approximation of the Riemann-Stieltjes Integral. Consider the
partition In : a = x0 < x1 < ... < xn−1 < xn = b of the interval [a, b] , and define
hi := xi+1 − xi (i = 0, ..., n− 1), ν (h) := max {hi|i = 0, ..., n− 1} and the sum

(8.28) Tn (f, u, In) :=
n−1∑
i=0

f (xi) + f (xi+1)
2

× [u (xi+1)− u (xi)] .
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The following approximation of the Riemann-Stieltjes integral in terms of
Tn (f, u, In) holds [57].

Theorem 8.9. Let f : [a, b] → K be a p − H−Hölder type mapping on [a, b]
(p ∈ (0, 1]) and u : [a, b] → K be a function of bounded variation on [a, b]. Then

(8.29)
∫ b

a

f (t) du (t) = Tn (f, u, In) +Rn (f, u, In) ,

where Tn (f, u, In) is the generalized trapezoidal formula given by (8.28) , and the
remainder R (f, u, In) satisfies the estimate

(8.30) |Rn (f, u, In)| ≤ 1
2p
H [ν (h)]p

b∨
a

(u) .

Proof. We apply Theorem 8.5 on every subinterval [xi, xi+1] (i = 0, ..., n− 1)
to obtain ∣∣∣∣f (xi) + f (xi+1)

2
× [u (xi+1)− u (xi)]−

∫ xi+1

xi

f (t) du (t)
∣∣∣∣(8.31)

≤ 1
2p
Hhp

i

xi+1∨
xi

(u) .

Summing the inequalities (8.31) over i from 0 to n − 1 and using the generalized
triangle inequality, we obtain

|R (f, u, In, ξ)|

≤
n−1∑
i=0

∣∣∣∣f (xi) + f (xi+1)
2

× [u (xi+1)− u (xi)]−
∫ xi+1

xi

f (t) du (t)
∣∣∣∣

≤ 1
2p
H

n−1∑
i=0

hp
i

xi+1∨
xi

(u) ≤ 1
2p
H [ν (h)]p

n−1∑
i=0

xi+1∨
xi

(u)

=
1
2p
H [ν (h)]p

b∨
a

(u) ,

and the bound (8.30) is proved.

The following corollaries have useful applications.

Corollary 8.10. Let f be as in Theorem 8.9 and u : [a, b] → R be a mono-
tonic mapping on [a, b] . Then we have the formula (8.29) and the remainder term
Rn (f, u, In) satisfies the estimate

(8.32) |Rn (f, u, In)| ≤ 1
2p
H [ν (h)]p |u (b)− u (a)| .

Using Corollary 8.7, we also point out the following result.
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Corollary 8.11. Let f be as in Theorem 8.9 and u : [a, b] → K be a Lipschitzian
mapping with the constant L > 0. Then we have the formula (8.29) , for which the
remainder will satisfy the bound:

(8.33) |Rn (f, u, In)| ≤ 1
2p
HL

n−1∑
i=0

hp+1
i ≤ 1

2p
HL (b− a) [ν (h)]p .

We now point out some quadrature formulae of trapezoid type for weighted inte-
grals.

Let us assume that g : [a, b] → K is continuous and f : [a, b] → K is of r−H−Hölder
type on [a, b] . For a given partition In of the interval [a, b] , consider the sum

(8.34) Tn (f, g, In) :=
n−1∑
i=0

f (xi) + f (xi+1)
2

×
∫ xi+1

xi

g (s) ds.

We can state the following corollary.

Corollary 8.12. Let f : [a, b] → K be of r −H−Hölder type and g : [a, b] → K
be continuous on [a, b] . Then we have the formula

(8.35)
∫ b

a

g (t) f (t) dt = Tn (f, g, In) +Rn (f, g, In) ,

where the remainder term Rn (f, g, In) satisfies the estimate

(8.36) |Rn (f, g, In)| ≤ 1
2p
H [ν (h)]p

∫ b

a

|g (s)| ds.

Proof. Apply the inequality (8.22) on the intervals [xi, xi+1] (i = 0, ..., n− 1)
to obtain ∣∣∣∣f (xi) + f (xi+1)

2
×
∫ xi+1

xi

g (s) ds−
∫ xi+1

xi

f (t) g (t) dt
∣∣∣∣

≤ 1
2p
Hhp

i ×
∫ xi+1

xi

|g (s)| ds.

Summing over i from 0 to n − 1 and using the generalized triangle inequality, we
can state

|Rn (f, g, In)|

≤
n−1∑
i=0

∣∣∣∣f (xi) + f (xi+1)
2

×
∫ xi+1

xi

g (s) ds−
∫ xi+1

xi

f (t) g (t) dt
∣∣∣∣

≤ 1
2p
H

n−1∑
i=0

hp
i ×

∫ xi+1

xi

|g (s)| ds ≤ 1
2p
H [ν (h)]p

n−1∑
i=0

∫ xi+1

xi

|g (s)| ds

=
1
2p
H [ν (h)]p

∫ b

a

|g (s)| ds,

and the corollary is proved.

The previous corollary allows us to obtain adaptive quadrature formulae for differ-
ent weighted integrals. We point out only a few examples.
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Example 5. (Legendre) If g (t) = 1, and t ∈ [a, b] , then we get the trapezoid
formula for the mapping f : [a, b] → K of p−H−Hölder type:

(8.37)
∫ b

a

f (t) dt = T (f, In) +R (f, In) ,

where T (f, In) is the usual trapezoid rule

(8.38) T (f, In) =
n−1∑
i=0

f (xi) + f (xi+1)
2

· hi

and the remainder satisfies the estimate

(8.39) |R (f, In)| ≤ 1
2p
H (b− a) [ν (h)]p .

Example 6. (Logarithm) If g (t) = ln
(

1
t

)
, t ∈ [a, b] ⊂ [0, 1] , f is of p−H−Hölder

type and the integral
∫ b

a
f (t) ln

(
1
t

)
dt <∞, then we have the generalized trapezoid

formula:

(8.40)
∫ b

a

f (t) ln
(

1
t

)
dt = TL (f, In) +RL (f, In) ,

where TL (f, In) is the following “Logarithm-Trapezoid” quadrature rule

(8.41) TL (f, In) =
n−1∑
i=0

f (xi) + f (xi+1)
2

×
[
xi ln

(xi

e

)
− xi+1 ln

(xi+1

e

)]
and the remainder term RL (f, In) satisfies the estimate

(8.42) |RL (f, In)| ≤ 1
2p
H [ν (h)]p

[
a ln

(a
e

)
− b ln

(
b

e

)]
.

Example 7. (Jacobi) If g (t) = 1√
t
, t ∈ [a, b] ⊂ (0,∞) , f is of p−H−Hölder type

and
∫ b

a
f(t)√

t
dt <∞, then we have the generalized trapezoid formula

(8.43)
∫ b

a

f (t)√
t
dt = TJ (f, In) +RJ (f, In) ,

where TJ (f, In) is the “Jacobi-Trapezoid” quadrature rule

(8.44) TJ (f, In) =
n−1∑
i=0

f (xi) + f (xi+1)
2

×
[
1
2
(√
xi+1 −

√
xi

)]
and the remainder term RJ (f, In) satisfies the estimate

(8.45) |RJ (f, In)| ≤ 1
2p+1

H [ν (h)]p
(√

b−
√
a
)
.

Finally, we have

Example 8. (Chebychev) If g (t) = 1√
1−t2

, t ∈ [a, b] ⊂ (−1, 1) , f is of p −
H−Hölder type and

∫ b

a
f(t)√
1−t2

dt < ∞, then we have the generalized trapezoid for-
mula

(8.46)
∫ b

a

f (t)√
1− t2

dt = Tc (f, In) +Rc (f, In)
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where Tc (f, In) is the “Chebychev-Trapezoid” quadrature rule

(8.47) Tc (f, In) :=
n−1∑
i=0

f (xi) + f (xi+1)
2

× [arcsin (xi+1)− arcsin (xi)]

and the remainder term Rc (f, In) satisfies the estimate

(8.48) |Rc (f, In)| ≤ 1
2p
H [ν (h)]p [arcsin (b)− arcsin (a)] .

8.2.4. Another Trapezoid Like Inequality. The following theorem which
complement in a sense the previous result also holds [35].

Theorem 8.13. Let f : [a, b] → K be a mapping of bounded variation on [a, b] and
u : [a, b] → K be a p−H−Hölder type mapping, that is, it satisfies the condition:

(8.49) |u (x)− u (y)| ≤ H |x− y|p for all x, y ∈ [a, b] ,

where H > 0 and p ∈ (0, 1] are given. Then we have the inequality:

(8.50) |Ψ(f, u; a, b)| ≤ 1
2p
H (b− a)p

b∨
a

(f) .

The constant C = 1 on the right hand side of (8.50) cannot be replaced by a smaller
constant.

Proof. It is well known that if g : [a, b] → K is continuous and v : [a, b] → K is
of bounded variation, then the Riemann-Stieltjes integral

∫ b

a
g (t) dv (t) exists and

the following inequality holds:

(8.51)

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|g (t)|
b∨
a

(v) .

Using the integration by parts formula for Riemann-Stieltjes integrals, we have∫ b

a

[
u (x)− u (a) + u (b)

2

]
df (x)

=
[
u (x)− u (a) + u (b)

2

]
f (x)

∣∣∣∣b
a

−
∫ b

a

f (x) du (x)

=
f (a) + f (b)

2
[u (b)− u (a)]−

∫ b

a

f (x) du (x) .

Consequently, if u and f are as above, then we have the equality:∫ b

a

f (x) du (x)(8.52)

=
f (a) + f (b)

2
[u (b)− u (a)]−

∫ b

a

[
u (x)− u (a) + u (b)

2

]
df (x)

which is of importance in itself too.
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Now, applying the inequality (8.51) for g (t) = u (t)− u(a)+u(b)
2 and v (t) = f (t) , t ∈

[a, b] , we obtain

(8.53) |Ψ(f, u; a, b)| ≤ sup
t∈[a,b]

∣∣∣∣u (t)− u (a) + u (b)
2

∣∣∣∣ b∨
a

(f) .

As u is of p−H−Hölder type, we have∣∣∣∣u (t)− u (a) + u (b)
2

∣∣∣∣ =
∣∣∣∣u (t)− u (a) + u (t)− u (b)

2

∣∣∣∣
≤ 1

2
|u (t)− u (a)|+ 1

2
|u (t)− u (b)|

≤ 1
2
H [(t− a)p + (b− t)p] .

Now, consider the mapping ϕ (t) := (t− a)p + (b− t)p
, t ∈ [a, b] , p ∈ (0, 1] .

It is easy to see that its maximum is realized for t = a+b
2 and maxt∈[a,b] ϕ (t) =

ϕ
(

a+b
2

)
= 21−p (b− a)p

.

Consequently, we have

sup
t∈[a,b]

∣∣∣∣u (t)− u (a) + u (b)
2

∣∣∣∣ ≤ H

(
b− a

2

)p

.

Using (8.53) , we deduce the desired inequality (8.50) .

To prove the sharpness of the constant 1, assume that (8.50) holds with a constant
C > 0, i.e.,

(8.54) |Ψ(f, u; a, b)| ≤ C

2p
H (b− a)p

b∨
a

(f) .

Choose u (x) = xp, p ∈ (0, 1] , x ∈ [0, 1] which is of p−Hölder type with the
constant H = 1 and f : [0, 1] → R given by:

f (x) =
{

0 if x ∈ [0, 1) ,
1 if x = 1

which is of bounded variation on [0, 1] .

Substituting in (8.54) , we obtain∣∣∣∣12 −
∫ 1

0

ptp−1f (t) dt
∣∣∣∣ ≤ C

2p
(b− a)

1∨
0

(f) .

However, ∫ 1

0

tp−1f (t) dt = 0 and
1∨
0

(f) = 1,

and then C ≥ 2p−1 for all p ∈ (0, 1] . Choosing p = 1, we deduce C ≥ 1 and the
theorem is completely proved.

The following corollary is a natural consequence of the above Theorem 8.13.
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Corollary 8.14. Let f : [a, b] → K be as in Theorem 8.13 and u be an L−Lipschitzian
mapping on [a, b] , that is,

(8.55) |u (t)− u (s)| ≤ L |t− s| for all t, s ∈ [a, b] ,

where L > 0 is fixed. Then we have the inequality

(8.56) |Ψ(f, u; a, b)| ≤ L

2
(b− a)

b∨
a

(f) .

Remark 8.2. If f : [a, b] → R is monotonic and u is of p −H−Hölder type, then
the inequality (8.50) becomes:

(8.57) |Ψ(f, u; a, b)| ≤ 1
2p
H (b− a) |f (b)− f (a)| .

In addition, if u is L−Lipschitzian, then the inequality (8.56) can be replaced by

(8.58) |Ψ(f, u; a, b)| ≤ L

2
(b− a) |f (b)− f (a)| .

Remark 8.3. If f is Lipschitzian with a constant K > 0, then it is obvious that f is
of bounded variation on [a, b] and

∨b
a (f) ≤ K (b− a) . Consequently, the inequality

(8.50) becomes

(8.59) |Ψ(f, u; a, b)| ≤ 1
2p
HK (b− a)p+1

,

and the inequality (8.56) becomes

(8.60) |Ψ(f, u; a, b)| ≤ LK

2
(b− a)2 .

We now point out some results in estimating the integral of a product.

Corollary 8.15. Let f : [a, b] → R be a mapping of bounded variation on [a, b]
and g be continuous on [a, b] . Put ‖g‖∞ := supt∈[a,b] |g (t)| . Then we have the
inequality:

(8.61)

∣∣∣∣∣f (a) + f (b)
2

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣ ≤ ‖g‖∞
2

(b− a)
b∨
a

(f) .

Remark 8.4. Now, if in the above corollary we assume that f is monotonic, then
(8.61) becomes ∣∣∣∣∣f (a) + f (b)

2

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.62)

≤
‖g‖∞ |f (b)− f (a)| (b− a)

2
,

and if in Corollary 8.15 we assume that f is K−Lipschitzian, then the inequality
(8.61) becomes

(8.63)

∣∣∣∣∣f (a) + f (b)
2

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣ ≤ ‖g‖∞K (b− a)2

2
.

The following corollary is also a natural consequence of Theorem 8.13.
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Corollary 8.16. Let f and g be as in Corollary 8.15. Put

‖g‖p :=

(∫ b

a

|g (s)|p ds

) 1
p

; p > 1.

Then we have the inequality∣∣∣∣∣f (a) + f (b)
2

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.64)

≤ 1

2
p−1
p

‖g‖p (b− a)
p−1
p

b∨
a

(f) .

Proof. Consider the mapping u given by u (t) :=
∫ t

a
g (s) ds. Then, by Hölder’s

integral inequality, we can state that

|u (t)− u (s)| =
∣∣∣∣∫ t

s

g (z) dz
∣∣∣∣ ≤ |t− s|

1
q

∣∣∣∣∫ t

s

|g (z)|p dz
∣∣∣∣
1
p

≤ |t− s|
p−1
p ‖g‖p ,

for all t, s ∈ [a, b] , which shows that the mapping u is of r −H−Hölder type with
r := p−1

p ∈ (0, 1) and H = ‖g‖p <∞.

The mapping u is also differentiable on (a, b) and u′ (t) = g (t) , t ∈ (a, b) . There-
fore, by the theory of Riemann-Stieltjes integrals, we have∫ b

a

f (t) du (t) =
∫ b

a

f (t) g (t) dt.

Using (8.50) , we deduce the desired inequality (8.64) .

We give now some examples of weighted trapezoid inequalities for some of the most
popular weights.

Example 9. (Legendre). If g(t) = 1, t ∈ [a, b] then by (8.61) and (8.64) we get
the trapezoid inequalities

(8.65) |Ψ(f ; a, b)| ≤ 1
2

(b− a)
b∨
a

(f)

and

(8.66) |Ψ(f ; a, b)| ≤ 1
21−1/p

(b− a)
b∨
a

(f) , p > 1.

We remark that the first inequality is better than the second one.

Example 10. (Jacobi). If g(t) = 1√
t
, t ∈ (0, 1], then obviously ‖g‖∞ = +∞, so we

cannot apply the inequality (8.61) . If we assume that p ∈ (1, 2) then we have

‖g‖p =
[∫ 1

0

(
1√
t

)p

dt

]1/p

=
(

2
2− p

)1/p
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and applying the inequality (8.64) we deduce

(8.67)
∣∣∣∣f(0) + f(1)

2
− 1

2

∫ 1

0

1√
t
f(t)dt

∣∣∣∣ ≤ 1
4(p−1)/p

· 1

(2− p)1/p

1∨
0

(f) ,

for all p ∈ (1, 2).

Example 11. (Chebychev). If g(t) = 1√
1−t2

, t ∈ (−1, 1), then obviously ‖g‖∞ =
+∞, so we cannot apply the inequality (8.61) . If we assume that p ∈ (1, 2) then
we have

‖g‖p =
[∫ 1

−1

(
1√

1− t2

)p

dt

]1/p

=
[∫ 1

−1

(t+ 1)
2−p
2 −1 (1− t)

2−p
2 −1dt

]1/p

= 22−1/p

[
B

(
2− p

2
,
2− p

2

)]1/p

.

Applying the inequality (8.64) we deduce∣∣∣∣f(−1) + f(1)
2

− 1
π

∫ 1

−1

f(t)√
1− t2

dt

∣∣∣∣(8.68)

≤ 2
π

[
B

(
2− p

2
,
2− p

2

)]1/p 1∨
0

(f)

for all p ∈ (1, 2).

8.2.5. Approximation of the Riemann-Stieltjes Integral. Consider the
partition In : a = x0 < x1 < ... < xn−1 < xn = b of the interval [a, b] and define
hi := xi+1 − xi (i = 0, ..., n− 1) , ν (h) := max {hi|i ∈ {0, ..., n− 1}} and the sum

(8.69) Tn (f, u, In) :=
n−1∑
i=0

f (xi) + f (xi+1)
2

× [u (xi+1)− u (xi)] .

The following approximation of the Riemann-Stieltjes integral also holds [35] (c.f.
Theorem 8.9).

Theorem 8.17. Let f : [a, b] → K be a mapping of bounded variation on [a, b] and
u : [a, b] → K be a p − H−Hölder type mapping. Then we have the quadrature
formula

(8.70)
∫ b

a

f (t) du (t) = Tn (f, u, In) +Rn (f, u, In) ,

where Tn (f, u, In) is the generalized trapezoid formula given by (8.69) and the re-
mainder Rn (f, u, In) satisfies the estimate

(8.71) |Rn (f, u, In)| ≤ 1
2p
H [ν (h)]p

b∨
a

(f) .
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Proof. We apply Theorem 8.13 on every subinterval [xi, xi+1] (i = 0, ..., n− 1)
to obtain ∣∣∣∣f (xi) + f (xi+1)

2
· [u (xi+1)− u (xi)]−

∫ xi+1

xi

f (t) du (t)
∣∣∣∣(8.72)

≤ 1
2p
H hp

i

xi+1∨
xi

(f) .

Summing the inequalities (8.72) over i from 0 to n − 1 and using the generalized
triangle inequality, we obtain

|Rn (f, u, In)|

≤
n−1∑
i=0

∣∣∣∣f (xi) + f (xi+1)
2

[u (xi+1)− u (xi)]−
∫ xi+1

xi

f (t) du (t)
∣∣∣∣

≤ 1
2p
H

n−1∑
i=0

hp
i

xi+1∨
xi

(f) ≤ 1
2p
H [ν (h)]p

n−1∑
i=0

xi+1∨
xi

(f)

=
1
2p
H [ν (h)]p

b∨
a

(f)

and the theorem is proved.

Remark 8.5. Some particular results as in Corollaries 8.10-8.12 and Examples 5-8
can be stated as well, but we omit the details.

8.2.6. A Generalisation of the Trapezoid Inequality. The following the-
orem holds (see [49]).

Theorem 8.18. Let u : [a, b] → R be of H − r-Hölder type, i.e., we recall this

(8.73) |u(x)− u(y)| ≤ H|x− y|r, for any x, y ∈ [a, b] and some H > 0,

where r ∈ (0, 1] is given, and f : [a, b] → R is of bounded variation.
Then we have the inequality:∣∣∣∣∣

∫ b

a

f(t)du(t)− [(u(b)− u(x))f(b) + (u(x)− u(a))f(a)]

∣∣∣∣∣(8.74)

≤ H

[
1
2
(b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣]r b∨
a

(f) ≤ H(b− a)r
b∨
a

(f)

for any x ∈ [a, b].
The constant 1

2 is sharp in the sense that we cannot put a smaller constant instead.

Proof. Using the integration by parts formula, we may state:∫ b

a

(u(t)− u(x))df(t)(8.75)

= [u(b)− u(x)]f(b)− [u(a)− u(x)]f(a)−
∫ b

a

f(t)du(t).
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It is well known that if m : [a, b] → R is continuous and n : [a, b] → R is of bounded
variation, the Riemann-Stieltjes integral

∫ b

a
m(t)dn(t) exists, and∣∣∣∣∣

∫ b

a

m(t)dn(t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|m(t)| ·
b∨
a

(n).

Thus, ∣∣∣∣∣
∫ b

a

(u(t)− u(x))df(t)

∣∣∣∣∣
≤ sup

t∈[a,b]

|u(t)− u(x)|
b∨
a

(f) ≤ H sup
t∈[a,b]

{|t− x|r}
b∨
a

(f)

= H max{|b− x|r, |x− a|r}
b∨
a

(f) = H[max(b− x, x− a)]r
b∨
a

(f)

= H

[
1
2
(b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣]r b∨
a

(f).

Finally, as ∣∣∣∣x− a+ b

2

∣∣∣∣ ≤ 1
2
(b− a) for any x ∈ [a, b]

we get the last inequality in (8.74).

To prove the sharpness of the constant 1
2 , we assume that (8.74) holds with the

constant c > 0, i.e.,∣∣∣∣∣
∫ b

a

f(t)du(t)− [(u(b)− u(x))f(b) + (u(x)− u(a))f(a)]

∣∣∣∣∣(8.76)

≤ H

[
c(b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣]r b∨
a

(f).

Choose u(t) = t which is of (1 − 1)-Hölder type and f : [a, b] → R, f(t) = 0 if
t ∈ {a, b} and f(t) = 1 if t ∈ (a, b), which is of bounded variation, in (8.76).

We get:

|b− a| ≤ 2
[
c(b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣] , for any x ∈ [a, b].

For x = a+b
2 , we get:

|b− a| ≤ 2c(b− a), i.e. c ≥ 1
2
.

Remark 8.6. If u is Lipschitz continuous function, i.e.

|u(x)− u(y)| ≤ L|x− y| for any x, y ∈ [a, b], ( and some L > 0),
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the inequality (8.74) becomes:∣∣∣∣∣
∫ b

a

f(t)du(t)− [(u(b)− u(x))f(b) + (u(x)− u(a))f(a)]

∣∣∣∣∣(8.77)

≤ L ·
[
1
2
(b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣] · b∨
a

(f) ≤ L(b− a)
b∨
a

(f).

Corollary 8.19. If f is of bounded variation on [a, b] and u is absolutely contin-
uous with u′ ∈ L∞[a, b] then instead of L in (8.77) we can put

||u′||∞ = ess sup
t∈[a,b]

|u′(t)|.

Corollary 8.20. If g : [a, b] → R is Riemann integrable on [a, b] and if we choose
u(t) =

∫ t

a
g(s)ds, then∣∣∣∣∣

∫ b

a

f(t)g(t)dt− f(b)
∫ b

x

g(s)ds− f(a)
∫ x

a

g(s)ds

∣∣∣∣∣(8.78)

≤ ‖g‖∞

[
1
2
(b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣] b∨
a

(f) ≤ ‖g‖∞ (b− a)
b∨
a

(f).

Remark 8.7. If in (8.78) we choose x = a+b
2 , we get the best inequality in the

class, i.e., ∣∣∣∣∣
∫ b

a

f(t)g(t)dt− f(b)
∫ b

a+b
2

g(s)ds− f(a)
∫ a+b

2

a

g(s)ds

∣∣∣∣∣(8.79)

≤ 1
2
‖g‖∞ (b− a)

b∨
a

(f).

8.2.7. Approximating the Riemann-Stieltjes Integral. Let In : a =
x0 < x1 < · · · < xn−1 < xn = b a division of [a, b]. Denote hi := xi+1 − xi,
and ν(In) = sup

i=0,n−1

hi then construct the sums

(8.80) S(f, u, In, ξ) =
n−1∑
i=0

[u(xi+1)− u(ξi)]f(xi+1) +
n−1∑
i=0

[u(ξi)− u(xi)]f(xi),

where ξi ∈ [xi, xi+1], i = 0, n− 1 and ξ = (ξ0, ξ1, · · · ξn−1).

We can state the following theorem concerning the approximation of Riemann-
Stieltjes integral [49]:

Theorem 8.21. Let f, u be as in Theorem 8.18 and In, ξ as defined above. Then:

(8.81)
∫ b

a

f(t)du(t) = S(f, u, In, ξ) +R(f, u, In, ξ)



371 S.S. Dragomir

when S(f, u, In, ξ) is defined by (8.80) and the remainder R(f, u, In, ξ) satisfies the
estimate:

|R(f, u, In, ξ)| ≤ H ·

[
1
2
ν(In) + sup

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣
]r b∨

a

(f)(8.82)

≤ H · νr(In)
b∨
a

(f).

Proof. We apply (8.74) on [xi, xi+1] to get:∣∣∣∣∫ xi+1

xi

f(t)du(t)− [u(xi+1)− u(ξi)]f(xi+1)− [u(ξi)− u(xi)]f(xi)
∣∣∣∣

≤ H ·
[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r xi+1∨
xi

(f) ≤ H · hr
i

xi+1∨
xi

(f).

Summing on i from 0 to n−1, and using the generalised triangle inequality we get:∣∣∣∣∣
∫ b

a

f(t)du(t)− S(f, u, In, ξ)

∣∣∣∣∣
≤ H ·

n−1∑
i=0

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r

·
xi+1∨
xi

(f)

≤ H sup
i=0,n−1

[
1
2
hi +

∣∣∣∣ξ − xi + xi+1

2

∣∣∣∣]r b∨
a

(f)

≤ H

[
1
2
ν(In) + sup

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣
]r b∨

a

(f)

≤ Hνr(In)
b∨
a

(f),

and the theorem is proved.

Remark 8.8. It is obvious that if ν(In) → 0 then (8.81) provides an approximation
for the Riemann-Stieltjes integral

∫ b

a
f(t)du(t).

Corollary 8.22. If we consider the sum

SM (f, u, In)

=
n−1∑
i=0

[
u(xi+1)− u

(
xi + xi+1

2

)]
f(xi+1) +

n−1∑
i=0

[
u

(
xi + xi+1

2

)
− u(xi)

]
f(xi)

then:

(8.83)
∫ b

a

f(t)du(t) = SM (f, u, In) +RM (f, u, In)

and the remainder RM (f, u, In) satisfies the estimate

(8.84) |RM (f, u, In)| ≤ 1
2r
Hνr(In)

b∨
a

(f).
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The following corollary in approximating the integral
∫ b

a
f(t)g(t)dt holds.

Corollary 8.23. If f, g are as in Corollary 8.20, then∫ b

a

f(t)g(t)dt = P (f, g, In, ξ) +RP (f, g, In, ξ)

where

P (f, g, In, ξ) =
n−1∑
i=0

f(xi+1)
∫ xi+1

ξi

g(s)ds+
n−1∑
i=0

f(xi)
∫ ξi

xi

g(s)ds.

and the remainder RP (f, g, In, ξ) satisfies the estimate:

|RP (f, g, In, ξ)| ≤ ‖g‖∞

[
1
2
ν(In) + sup

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣
]

b∨
a

(f)

≤ ‖g‖∞ ν(In)
b∨
a

(f).

Remark 8.9. If in the above corollary we choose ξi = xi+xi+1
2

(
i = 0, n− 1

)
then

we get the best formula in the class, i.e.,

PM (f, g, In, ξ) =
n−1∑
i=0

f(xi+1)
∫ xi+1

xi+xi+1
2

g(s)ds+
n−1∑
i=0

f(xi)
∫ xi+xi+1

2

xi

g(s)ds

and

RPM (f, g, In, ξ) ≤ 1
2
‖g‖∞ ν(In)

b∨
a

(f).

8.3. Inequalities of Ostrowski Type for the Riemann-Stieltjes Integral

8.3.1. Introduction. In 1938, A. Ostrowski proved the following integral in-
equality (see for example [70, p. 468])

Theorem 8.24. Let f : [a, b] → R be continuous on [a, b] , differentiable on (a, b),
with its first derivative f ′ : (a, b) → R bounded on (a, b) , that is, ‖f ′‖∞ :=
supt∈(a,b) |f ′ (t)| <∞. Then

(8.85)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
1

4
+

(
x− a+b

2

b− a

)2
 ‖f ′‖∞ (b− a) ,

for all x ∈ [a, b] .
The constant 1

4 is sharp in the sense that it cannot be replaced by a smaller constant.

For a different proof than the original one provided by Ostrowski in 1938 as well
as applications for special means (identric mean, logarithmic mean, p−logarithmic
mean, etc.) and in Numerical Analysis for quadrature formulae of Riemann type,
see the recent paper [66].

In [64], the following version of Ostrowski’s inequality for the 1-norm of the first
derivatives has been given.
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Theorem 8.25. Let f : [a, b] → R be continuous on [a, b] , differentiable on (a, b),
with its first derivative f ′ : (a, b) → R integrable on (a, b) , that is, ‖f ′‖1 :=∫ b

a
|f ′ (t)| dt <∞. Then

(8.86)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
2

+

∣∣x− a+b
2

∣∣
b− a

]
‖f ′‖1 ,

for all x ∈ [a, b] .
The constant 1

2 is sharp.

Note that the sharpness of the constant 1
2 in the class of differentiable mappings

whose derivatives are integrable on (a, b) has been shown in the paper [71].

In [64], the authors applied (8.86) for special means and for quadrature formulae
of Riemann type.

The following natural extension of Theorem 8.25 has been pointed out by S.S.
Dragomir in [37].

Theorem 8.26. Let f : [a, b] → R be a mapping of bounded variation on [a, b] and∨b
a (f) its total variation on [a, b] . Then

(8.87)

∣∣∣∣∣f (x)− 1
b− a

∫ b

a

f (t) dt

∣∣∣∣∣ ≤
[

1
2

+

∣∣x− a+b
2

∣∣
b− a

]
b∨
a

(f) ,

for all x ∈ [a, b] . The constant 1
2 is sharp.

In [37], the author applied (8.87) for quadrature formulae of Riemann type as well
as for Euler’s Beta mapping.

In what follows we point out some generalizations of (8.87) for the Riemann-Stieltjes
integral

∫ b

a
f (t) du (t) where f is of Hölder type and u is of bounded variation.

Applications to the problem of approximating the Riemann-Stieltjes integral in
terms of Riemann-Stieltjes sums are also given.

8.3.2. Some Integral Inequalities. The following theorem holds [24].

Theorem 8.27. Let f : [a, b] → R be a p − H−Hölder type mapping, that is, it
satisfies the condition

(8.88) |f (x)− f (y)| ≤ H |x− y|p , for all x, y ∈ [a, b] ;

where H > 0 and p ∈ (0, 1] are given, and u : [a, b] → R is a mapping of bounded
variation on [a, b] . Then we have the inequality∣∣∣∣∣f (x) (u (b)− u (a))−

∫ b

a

f (t) du (t)

∣∣∣∣∣(8.89)

≤ H

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]p b∨
a

(u) ,
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for all x ∈ [a, b] , where
∨b

a (u) denotes the total variation of u on [a, b] . Further-
more, the constant 1

2 is the best possible, for all p ∈ (0, 1] .

Proof. It is well known that if g : [a, b] → R is continuous and v : [a, b] → R is
of bounded variation, then the Riemann-Stieltjes integral

∫ b

a
g (t) dv (t) exists and

the following inequality holds:

(8.90)

∣∣∣∣∣
∫ b

a

g (t) dv (t)

∣∣∣∣∣ ≤ sup
t∈[a,b]

|g (t)|
b∨
a

(v) .

Using this property, we have∣∣∣∣∣f (x) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣(8.91)

=

∣∣∣∣∣
∫ b

a

(f (x)− f (t)) du (t)

∣∣∣∣∣
≤ sup

t∈[a,b]

|f (x)− f (t)|
b∨
a

(u) .

As f is of p−H−Hölder type, we have

sup
t∈[a,b]

|f (x)− g (t)| ≤ sup
t∈[a,b]

[H |x− t|p]

= H max {(x− a)p
, (b− x)p}

= H [max {x− a, b− x}]p

= H

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]p

.

Using (8.91) , we deduce (8.89) .
To prove the sharpness of the constant 1

2 for any p ∈ (0, 1] , assume that (8.89)
holds with a constant C > 0, that is,∣∣∣∣∣f (x) (u (b)− u (a))−

∫ b

a

f (t) du (t)

∣∣∣∣∣(8.92)

≤ H

[
C (b− a) +

∣∣∣∣x− a+ b

2

∣∣∣∣]p b∨
a

(u) ,

for all f, p−H−Hölder type mappings on [a, b] and u of bounded variation on the
same interval.
Choose f (x) = xp (p ∈ (0, 1]) , x ∈ [0, 1] and u : [0, 1] → [0,∞) given by

u (x) =
{

0 if x ∈ [0, 1)
1 if x = 1 .

As
|f (x)− f (y)| = |xp − yp| ≤ |x− y|p

for all x, y ∈ [0, 1] , p ∈ (0, 1] , it follows that f is of p −H−Hölder type with the
constant 1.
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By using the integration by parts formula for Riemann-Stieltjes integrals, we have:∫ 1

0

f (t) du (t) = f (t)u (t)]10 −
∫ 1

0

u (t) df (t)

= 1− 0 = 1

and
1∨
0

(u) = 1.

Consequently, by (8.92) , we get

|xp − 1| ≤
[
C +

∣∣∣∣x− 1
2

∣∣∣∣]p

, for all x ∈ [0, 1] .

For x = 0, we get 1 ≤
(
C + 1

2

)p
, which implies that C ≥ 1

2 , and the theorem is
completely proved.

The following corollaries are natural.

Corollary 8.28. Let u be as in Theorem 8.27 and f : [a, b] → R an L−Lipschitzian
mapping on [a, b] , that is,

(L) |f (t)− f (s)| ≤ L |t− s| for all t, s ∈ [a, b]

where L > 0 is fixed.
Then, for all x ∈ [a, b] , we have the inequality

|Θ(f, x; a, b)|(8.93)

≤ L

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣] b∨
a

(u)

where

Θ(f, u;x, a, b) = f (x) (u (b)− u (a))−
∫ b

a

f (t) du (t)

is the Ostrowski’s functional associated to f and u as above. The constant 1
2 is the

best possible.

Remark 8.10. If u is monotonic on [a, b] and f is of p−H−Hölder type, then, by
(8.89) we get

|Θ(f, u;x, a, b)|(8.94)

≤ H

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]p

|u (b)− u (a)| , x ∈ [a, b] ,

and if we assume that f is L−Lipschitzian, then (8.93) becomes

|Θ(f, u;x, a, b)|(8.95)

≤ L

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣] |u (b)− u (a)| , x ∈ [a, b] .
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Remark 8.11. If u is K−Lipschitzian, then obviously u is of bounded variation
over [a, b] and

∨b
a (u) ≤ L (b− a) . Consequently, if f is of p−H−Hölder type, then

|Θ(f, u;x, a, b)|(8.96)

≤ HK

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]p

(b− a) , x ∈ [a, b]

and it f is L−Lipschitzian, then

|Θ(f, u;x, a, b)|(8.97)

≤ LK

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣] (b− a) , x ∈ [a, b] .

The following corollary concerning a generalization of the mid-point inequality
holds:

Corollary 8.29. Let f and u be as defined in Theorem 8.27. Then we have the
generalized mid-point formula

(8.98) |Υ(f, u;x, a, b)| ≤ H

2p
(b− a)p

b∨
a

(u) ,

where

Υ(f, u;x, a, b) = f

(
a+ b

2

)
(u (b)− u (a))−

∫ b

a

f (t) du (t)

is the mid point functional associated to f and u as above. In particular, if f is
L−Lipschitzian, then

(8.99) |Υ(f, u;x, a, b)| ≤ L

2
(b− a)

b∨
a

(u) .

Remark 8.12. Now, if in (8.98) and (8.99) we assume that u is monotonic, then
we get the midpoint inequalities

(8.100) |Υ(f, u;x, a, b)| ≤ H

2p
(b− a)p |u (b)− u (a)|

and

(8.101) |Υ(f, u;x, a, b)| ≤ L

2
(b− a) |u (b)− u (a)|

respectively.
In addition, if in (8.98) and (8.99) we assume that u is K−Lipschitzian, then we
obtain the inequalities

(8.102) |Υ(f, u;x, a, b)| ≤ HK

2p
(b− a)p+1

and

(8.103) |Υ(f, u;x, a, b)| ≤ LK

2
(b− a)2 .

The following inequalities of “rectangle type” also hold:
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Corollary 8.30. Let f and u be as in Theorem 8.27. Then we have the generalized
“left rectangle” inequality

(8.104)

∣∣∣∣∣f (a) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ H (b− a)p
b∨
a

(u)

and the “right rectangle” inequality

(8.105)

∣∣∣∣∣f (b) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ H (b− a)p
b∨
a

(u) .

Remark 8.13. If we add the inequalities (8.104) and (8.105) , then, by using the
triangle inequality, we end up with the following generalized trapezoidal inequality

(8.106)

∣∣∣∣∣f (a) + f (b)
2

(u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ H (b− a)p
b∨
a

(u) .

In what follows, we point out some results for the Riemann integral of a product.

Corollary 8.31. Let f : [a, b] → R be a p − H−Hölder type mapping and g :
[a, b] → R be continuous on [a, b] . Then we have the inequality∣∣∣∣∣f (x)

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.107)

≤ H

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]p ∫ b

a

|g (s)| ds

for all x ∈ [a, b] .

Proof. Define the mapping u : [a, b] → R, u (t) =
∫ t

a
g (s) ds. Then u is

differentiable on (a, b) and u′ (t) = g (t) . Using the theory of the Riemann-Stieltjes
integral, we have ∫ b

a

f (t) du (t) =
∫ b

a

f (t) g (t) dt

and
b∨
a

(u) =
∫ b

a

|u′ (t)| dt =
∫ b

a

|g (t)| dt.

Now, from (8.89) , we deduce (8.107) .

Remark 8.14. The best inequality we can get from (8.107) is that one for which
x = a+b

2 , obtaining the midpoint inequality

(8.108)

∣∣∣∣∣f
(
a+ b

2

)∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣ ≤ 1
2p
H (b− a)p

∫ b

a

|g (s)| ds.

We give some examples of weighted Ostrowski inequalities for some of the most
popular weights.
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Example 12. (Legendre) If g (t) = 1, and t ∈ [a, b] , then we get the following
Ostrowski inequality for Hölder type mappings f : [a, b] → R

(8.109)

∣∣∣∣∣(b− a) f (x)−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ H

[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]p

(b− a)

for all x ∈ [a, b] , and, in particular, the mid-point inequality

(8.110)

∣∣∣∣∣(b− a) f
(
a+ b

2

)
−
∫ b

a

f (t) dt

∣∣∣∣∣ ≤ 1
2p
H (b− a)p+1

.

Example 13. (Logarithm) If g (t) = ln
(

1
t

)
, t ∈ (0, 1] , f is of p−Hölder type on

[0, 1] and the integral
∫ 1

0
f (t) ln

(
1
t

)
dt is finite, then we have

(8.111)
∣∣∣∣f (x)−

∫ 1

0

f (t) ln
(

1
t

)
dt

∣∣∣∣ ≤ H

[
1
2

+
∣∣∣∣x− 1

2

∣∣∣∣]p

for all x ∈ [0, 1] and, in particular,

(8.112)
∣∣∣∣f (1

2

)
−
∫ 1

0

f (t) ln
(

1
t

)
dt

∣∣∣∣ ≤ 1
2p
H.

Example 14. (Jacobi) If g (t) = 1√
t
, t ∈ (0, 1] , f is as above and the integral∫ 1

0
f(t)√

t
dt is finite, then we have

(8.113)
∣∣∣∣f (x)− 1

2

∫ 1

0

f (t)√
t
dt

∣∣∣∣ ≤ H

[
1
2

+
∣∣∣∣x− 1

2

∣∣∣∣]p

for all x ∈ [0, 1] and, in particular,

(8.114)
∣∣∣∣f (1

2

)
− 1

2

∫ 1

0

f (t)√
t
dt

∣∣∣∣ ≤ 1
2p
H.

Finally, we have the following:

Example 15. (Chebychev) If g (t) = 1√
1−t2

, t ∈ (−1, 1) , f is of p−Hölder type

on (−1,−1) and the integral
∫ 1

−1
f(t)√
1−t2

dt is finite, then

(8.115)
∣∣∣∣f (x)− 1

π

∫ 1

−1

f (t)√
1− t2

dt

∣∣∣∣ ≤ H [1 + |x|]p

for all x ∈ [−1, 1] , and in particular,

(8.116)
∣∣∣∣f (0)− 1

π

∫ 1

−1

f (t)√
1− t2

dt

∣∣∣∣ ≤ H.

8.3.3. Approximation of the Riemann-Stieltjes Integral. Consider In :
a = x0 < x1 < ... < xn−1 < xn = b to be a division of the interval [a, b] ,
hi := xi+1 − xi (i = 0, ..., n− 1) and ν (h) := max {hi|i = 0, ..., n− 1} . Define the
general Riemann-Stieltjes sum

(8.117) S (f, u, In, ξ) :=
n−1∑
i=0

f (ξi) (u (xi+1)− u (xi)) .
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In what follows, we point out some upper bounds for the error approximation of the
Riemann-Stieltjes integral

∫ b

a
f (t) du (t) by its Riemann-Stieltjes sum S (f, u, In, ξ)

[24].

Theorem 8.32. Let u : [a, b] → R be a mapping of bounded variation on [a, b] and
f : [a, b] → R a p−H−Hölder type mapping. Then

(8.118)
∫ b

a

f (t) du (t) = S (f, u, In, ξ) +R (f, u, In, ξ) ,

where S (f, u, In, ξ) is as given in (8.117) and the remainder R (f, u, In, ξ) satisfies
the bound

|R (f, u, In, ξ)| ≤ H

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p b∨
a

(u)(8.119)

≤ H [ν (h)]p
b∨
a

(u) .

Proof. We apply Theorem 8.27 on the subintervals [xi, xi+1] (i = 0, ..., n− 1)
to obtain ∣∣∣∣f (ξi) (u (xi+1)− u (xi))−

∫ xi+1

xi

f (t) du (t)
∣∣∣∣(8.120)

≤ H

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p xi+1∨
xi

(u) ,

for all i ∈ {0, ..., n− 1} .
Summing over i from 0 to n − 1 and using the generalized triangle inequality, we
deduce

|R (f, u, In, ξ)| ≤
n−1∑
i=0

∣∣∣∣f (ξi) (u (xi+1)− u (xi))−
∫ xi+1

xi

f (t) du (t)
∣∣∣∣

≤ H
n−1∑
i=0

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p xi+1∨
xi

(u)

≤ H sup
i=0,n−1

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p n−1∑
i=0

xi+1∨
xi

(u) .

However,

sup
i=0,n−1

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p

≤
[
1
2
ν (h) + sup

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p

and
n−1∑
i=0

xi+1∨
xi

(u) =
b∨
a

(u) ,

which completely proves the first inequality in (8.119) .
For the second inequality, we observe that∣∣∣∣ξi −

xi + xi+1

2

∣∣∣∣ ≤ 1
2
· hi,
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for all i ∈ {0, ..., n− 1} .
The theorem is thus proved.

The following corollaries are natural.

Corollary 8.33. Let u be as in Theorem 8.32 and f an L−Lipschitzian mapping.
Then we have the formula (8.118) and the remainder R (f, u, In, ξ) satisfies the
bound

|R (f, u, In, ξ)| ≤ L

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] b∨
a

(u)(8.121)

≤ Hν (h)
b∨
a

(u) .

Remark 8.15. If u is monotonic on [a, b] , then the error estimate (8.119) becomes

|R (f, u, In, ξ)|(8.122)

≤ H

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p

|u (b)− u (a)|

≤ H [ν (h)]p |u (b)− u (a)|
and (8.119) becomes

|R (f, u, In, ξ)|(8.123)

≤ L

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] |u (b)− u (a)|

≤ Lν (h) |u (b)− u (a)| .

Using Remark 8.11, we can state the following corollary.

Corollary 8.34. If u : [a, b] → R is Lipschitzian with the constant K and f :
[a, b] → R is of p−H−Hölder type, then the formula (8.118) holds and the remainder
R (f, u, In, ξ) satisfies the bound

|R (f, u, In, ξ)| ≤ HK

n−1∑
i=0

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]p

hi(8.124)

≤ HK
n−1∑
i=0

hp+1
i ≤ HK (b− a) [ν (h)]p .

In particular, if we assume that f is L−Lipschitzian, then

|R (f, u, In, ξ)| ≤ 1
2
LK

n−1∑
i=0

h2
i + LK

n−1∑
i=0

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣hi(8.125)

≤ LK
n−1∑
i=0

h2
i ≤ LK (b− a) ν (h) .

The best quadrature formula we can get from Theorem 8.32 is that one for which
ξi = xi+xi+1

2 for all i ∈ {0, ..., n− 1} . Consequently, we can state the following
corollary.
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Corollary 8.35. Let f and u be as in Theorem 8.32. Then

(8.126)
∫ b

a

f (t) du (t) = SM (f, u, In) +RM (f, u, In)

where SM (f, u, In) is the generalized midpoint formula, that is;

SM (f, u, In) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
(u (xi+1)− u (xi))

and the remainder satisfies the estimate

(8.127) |RM (f, u, In)| ≤ H

2p
[ν (h)]p

b∨
a

(u) .

In particular, if f is L−Lipschitzian, then we have the bound:

(8.128) |RM (f, u, In)| ≤ H

2
ν (h)

b∨
a

(u) .

Remark 8.16. If in (8.127) and (8.128) we assume that u is monotonic, then we
get the inequalities

(8.129) |RM (f, u, In)| ≤ H

2p
[ν (h)]p |f (b)− f (a)|

and

(8.130) |RM (f, u, In)| ≤ H

2
ν (h) |f (b)− f (a)| .

The case where f is K−Lipschitzian is embodied in the following corollary.

Corollary 8.36. Let u and f be as in Corollary 8.34. Then we have the quadra-
ture formula (8.126) and the remainder satisfies the estimate

(8.131) |RM (f, u, In)| ≤ HK

2p

n−1∑
i=0

hp+1
i ≤ HK

2p
[ν (h)]p .

In particular, if f is L−Lipschitzian, then we have the estimate

(8.132) |RM (f, u, In)| ≤ 1
2
LK

n−1∑
i=0

h2
i ≤

1
2
LK (b− a) ν (h) .

8.3.4. Another Inequality of Ostrowski Type for the Riemann-Stieltjes
Integral. The following result holds [26]:

Theorem 8.37. Let f : [a, b] → R be a mapping of bounded variation on [a, b]
and u : [a, b] → R be of r − H−Hölder type. Then for all x ∈ [a, b] , we have the
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inequality

|Θ(f, u;x, a, b)|(8.133)

≤ H

[
(x− a)r

x∨
a

(f) + (b− x)r
b∨
x

(f)

]

≤



H [(x− a)r + (b− x)r]
[

1
2

b∨
a

(f) + 1
2

∣∣∣∣ x∨
a

(f)−
b∨
x

(f)
∣∣∣∣] ;

H [(x− a)qr + (b− x)qr]
1
q

[(
x∨
a

(f)
)p

+
(

b∨
x

(f)
)p
] 1
p

if p > 1, 1
p + 1

q = 1;

H
[
1
2 (b− a) +

∣∣x− a+b
2

∣∣]r b∨
a

(f)

where

Θ(f, u;x, a, b) = (u (b)− u (a)) f (x)−
∫ b

a

f (t) du (t)

is the Ostrowski’s functional associated to f and u as above.

Proof. As u is continuous and f is of bounded variation on [a, b] , the following
Riemann-Stieltjes integrals exist and, by the integration by parts formula, we can
state that

(8.134)
∫ x

a

(u (t)− u (a)) df (t) = (u (x)− u (a)) f (x)−
∫ x

a

f (t) du (t)

and

(8.135)
∫ b

x

(u (t)− u (b)) df (t) = (u (b)− u (x)) f (x)−
∫ b

x

f (t) du (t) .

If we add the above two identities, we obtain

Θ (f, u;x, a, b)(8.136)

=
∫ x

a

(u (t)− u (a)) df (t) +
∫ b

x

(u (t)− u (b)) df (t)

for all x ∈ [a, b] , which is of importance in itself.
Now, using the properties of modulus, we have:

|Θ(f, u;x, a, b)|(8.137)

≤
∣∣∣∣∫ x

a

(u (t)− u (a)) df (t)
∣∣∣∣+
∣∣∣∣∣
∫ b

x

(u (t)− u (b)) df (t)

∣∣∣∣∣
≤ sup

t∈[a,x]

|u (t)− u (a)|
x∨
a

(f) + sup
t∈[x,b]

|u (t)− u (b)|
b∨
x

(f) ,
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and for the last inequality we have used the well-known property of Riemann-
Stieltjes integrals, i.e.,

(8.138)

∣∣∣∣∣
∫ d

c

p (t) dv (t)

∣∣∣∣∣ ≤ sup
t∈[c,d]

|p (t)|
d∨
c

(v) ,

provided that p is continuous on [c, d] and v is of bounded variation on [c, d] .

Now, as u is of r −H−Hölder type on [a, b] , we can state that

|u (t)− u (a)| ≤ H (t− a)r
, |u (t)− u (b)| ≤ H (b− t)r

and then

sup
t∈[a,x]

|u (t)− u (a)| ≤ H (x− a)r

and

sup
t∈[x,b]

|u (t)− u (b)| ≤ H (b− x)r
.

Now, using (8.137) , we can state that

|Θ(f, u;x, a, b)| ≤ H

[
(x− a)r

x∨
a

(f) + (b− x)r
b∨
x

(f)

]
,

for all x ∈ [a, b] , and the first inequality in (8.133) is proved.

Further on, define the mapping M : [a, b] → R, given by

M (x) = (x− a)r
x∨
a

(f) + (b− x)r
b∨
x

(f) .

It is obvious that

M (x) ≤ max

{
x∨
a

(f) ,
b∨
x

(f)

}
[(x− a)r + (b− x)r]

=
1
2

[
x∨
a

(f) +
b∨
x

(f) +

∣∣∣∣∣
x∨
a

(f)−
b∨
x

(f)

∣∣∣∣∣
]

[(x− a)r + (b− x)r]

=

[
1
2

b∨
a

(f) +
1
2

∣∣∣∣∣
x∨
a

(f)−
b∨
x

(f)

∣∣∣∣∣
]

[(x− a)r + (b− x)r] ,

and the first part of the second inequality is thus proved.
Using the elementary inequality of Hölder type,

0 ≤ αβ + γδ ≤ (αp + γp)
1
p (βq + δq)

1
q , α, β, γ, δ ≥ 0, p > 1,

1
p

+
1
q

= 1,

we obtain

M (x) ≤ [(x− a)qr + (b− x)qr]
1
q

[[
x∨
a

(f)

]p

+

[
b∨
x

(f)

]p] 1
p

,
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and the second part of the second inequality is proved.
Finally, we observe that

M (x) ≤ max {(x− a)r
, (b− x)r}

[
x∨
a

(f) +
b∨
x

(f)

]

= [max {x− a, b− x}]r
b∨
a

(f)

=
[
1
2

(b− a) +
∣∣∣∣x− a+ b

2

∣∣∣∣]r b∨
a

(f) ,

and the last part of the second inequality is proved.

The following corollaries are natural consequences of (8.133) .

Corollary 8.38. Let f be as in Theorem 8.37 and u : [a, b] → R be an L−Lipschitzian
mapping on [a, b] . Then, for all x ∈ [a, b] , we have the inequality

|Θ(f, u;x, a, b)|(8.139)

≤ L

[
(x− a)

x∨
a

(f) + (b− x)
b∨
x

(f)

]

≤



L

[
1
2

b∨
a

(f) + 1
2

∣∣∣∣ x∨
a

(f)−
b∨
x

(f)
∣∣∣∣] (b− a) ;

L [(x− a)q + (b− x)q]
1
q

[(
x∨
a

(f)
)p

+
(

b∨
x

(f)
)p
] 1
p

if p > 1, 1
p + 1

q = 1;

L
[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] b∨
a

(f) .

Remark 8.17. If f : [a, b] → R is monotonic on [a, b] and u is of r − H−Hölder
type, then f is of bounded variation on [a, b] , and by (8.133) we obtain

|Θ(f, u;x, a, b)|(8.140)
≤ H [(x− a)r |f (x)− f (a)|+ (b− x)r |f (b)− f (x)|]

≤



H
[

1
2 |f (b)− f (a)|+

∣∣∣f (x)− f(a)+f(b)
2

∣∣∣] [(b− x)r + (x− a)r] ;

H [|f (x)− f (a)|p + |f (b)− f (x)|p]
1
p [(b− x)qr + (x− a)qr]

1
q

if p > 1, 1
p + 1

q = 1;

H |f (b)− f (a)|
[
1
2 (b− a) +

∣∣x− a+b
2

∣∣]r ,
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for all x ∈ [a, b] .
In particular, if u is L−Lipschitzian on [a, b] , then from (8.139) we get

|Θ(f, u;x, a, b)|(8.141)
≤ L [(x− a) |f (x)− f (a)|+ (b− x) |f (b)− f (x)|]

≤



L
[

1
2 |f (b)− f (a)|+

∣∣∣f (x)− f(a)+f(b)
2

∣∣∣] (b− a) ;

L [|f (x)− f (a)|p + |f (b)− f (x)|p]
1
p [(x− a)q + (b− x)q]

1
q ,

p > 1, 1
p + 1

q = 1;

L |f (b)− f (a)|
[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] ,
for all x ∈ [a, b] .
Remark 8.18. If f : [a, b] → R is Lipschitzian with a constant K > 0, then,
obviously f is of bounded variation on [a, b] and

∨b
a (f) ≤ K (b− a) . Consequently,

from the first inequality in (8.133) , we deduce

(8.142) |Θ(f, u;x, a, b)| ≤ HK
[
(x− a)r+1 + (b− x)r+1

]
for all x ∈ [a, b] .
If we assume that f is L−Lipschitzian, then from (8.141) we get

(8.143) |Θ(f, u;x, a, b)| ≤ LK

[
1
2

(b− a)2 + 2
(
x− a+ b

2

)2
]
,

for all x ∈ [a, b] .

The following corollary concerning a generalization of the mid-point inequality
holds.
Corollary 8.39. Let f and u be as in Theorem 8.37. Then we have the inequality

(8.144) |Υ(f, u;x, a, b)| ≤ 21−rH

b∨
a

(f) (b− a)r

where

Υ (f, u;x, a, b) = f

(
a+ b

2

)
(u (b)− u (a))−

∫ b

a

f (t) du (t)

is the mid point functional associated to f and u as above. In particular, if u is
L−Lipschitzian, then

(8.145) |Υ(f, u;x, a, b)| ≤ L
b∨
a

(f) (b− a) .

Remark 8.19. Now, if in (8.143) and (8.144) we assume that f is monotonic, then
we get the inequalities

(8.146) |Υ(f, u;x, a, b)| ≤ 21−rH |f (b)− f (a)| (b− a)r

and

(8.147) |Υ(f, u;x, a, b)| ≤ L |f (b)− f (a)| (b− a) .
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Also, if we assume that in (8.143) and (8.144) f is K−Lipschitzian, then we get
the inequalities

(8.148) |Υ(f, u;x, a, b)| ≤ 21−rHK (b− a)r+1

and

(8.149) |Υ(f, u;x, a, b)| ≤ LK (b− a)2 .

Another interesting corollary is the following one.

Corollary 8.40. Let f and u be as in Theorem 8.37. If x0 ∈ [a, b] is a point
satisfying the property that

(E)
x0∨
a

(f) =
b∨

x0

(f)

then we get the inequality∣∣∣∣∣f (x0) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣(8.150)

≤ 1
2
H

b∨
a

(f) [(x0 − a)r + (b− x0)
r] .

In particular, if u is L−Lipschitzian on [a, b] , then we have

(8.151)

∣∣∣∣∣f (x0) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ 1
2
L (b− a)

b∨
a

(f) .

Remark 8.20. If in (8.149) and (8.150) , we assume that f is monotonic and x0 is
a point such that f (x0) = f(a)+f(b)

2 , then we have the inequality:∣∣∣∣∣f (x0) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣(8.152)

≤ 1
2
H |f (b)− f (a)| [(x0 − a)r + (b− x0)

r]

and

(8.153)

∣∣∣∣∣f (x0) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ 1
2
L (b− a) |f (b)− f (a)| .

The following inequalities of “rectangle” type also hold.

Corollary 8.41. Assume that f and u are as in Theorem 8.37. Then we have the
generalized left rectangle inequality:

(8.154)

∣∣∣∣∣f (a) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ H (b− a)r
b∨
a

(f) .

We also have the right rectangle inequality

(8.155)

∣∣∣∣∣f (b) (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ H (b− a)r
b∨
a

(f) .
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Remark 8.21. If we add the inequalities (8.154) and (8.155), and use the triangle
inequality, we end up with the following generalized trapezoid inequality

(8.156)

∣∣∣∣∣f (a) + f (b)
2

· (u (b)− u (a))−
∫ b

a

f (t) du (t)

∣∣∣∣∣ ≤ H (b− a)r
b∨
a

(f) .

Now, we point out some results for the Riemann integral of a product.

Corollary 8.42. Let f : [a, b] → R be a mapping of bounded variation on [a, b]
and g be continuous on [a, b] . Put ‖g‖∞ := supt∈[a,b] |g (t)| . Then we have the
inequality ∣∣∣∣∣f (x)

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.157)

≤ ‖g‖∞

[
(x− a)

x∨
a

(f) + (b− x)
b∨
x

(f)

]

≤



‖g‖∞ (b− a)
[

1
2

∨b
a (f) + 1

2

∣∣∣∣ x∨
a

(f)−
b∨
x

(f)
∣∣∣∣] ;

‖g‖∞ [(x− a)q + (b− x)q]
1
q

[(
x∨
a

(f)
)p

+
(

b∨
x

(f)
)p
] 1
p

if p > 1, 1
p + 1

q = 1;

‖g‖∞
[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] b∨
a

(f) ,

for all x ∈ [a, b] .

Similar results for f monotonic of f Lipschitzian with a constant K > 0 apply, but
we omit the details.

Finally, we have

Corollary 8.43. Let f and g be as in Corollary 8.42. Put

‖g‖p :=

(∫ b

a

|g (s)|p ds

) 1
p

, p > 1.

Then we have the inequality∣∣∣∣∣f (x)
∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.158)

≤ ‖g‖p

[
(x− a)

p−1
p

x∨
a

(f) + (b− x)
p−1
p

b∨
x

(f)

]
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≤



‖g‖p

[
(x− a)

p−1
p + (b− x)

p−1
p

] [
1
2

b∨
a

(f) + 1
2

∣∣∣∣ x∨
a

(f)−
b∨
x

(f)
∣∣∣∣] ;

‖g‖p

[
(x− a)

α(p−1)
p + (b− x)

α(p−1)
p

] 1
α

[(
x∨
a

(f)
)β

+
(

b∨
x

(f)
)β
] 1
β

,

where α > 1, 1
α + 1

β = 1;

‖g‖p

[
1
2 (b− a) +

∣∣x− a+b
2

∣∣] p−1
p

b∨
a

(f) ,

for all x ∈ [a, b] .

Similar results for f monotonic and f Lipschitzian with a constant K > 0 apply,
but we omit the details.

Corollary 8.44. Let f be of bounded variation on [a, b] and g ∈ L1 [a, b]. Put
‖g‖1 :=

∫ b

a
|g (t)| dt. Then we have the inequality∣∣∣∣∣f (x)

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣(8.159)

≤ sup
t∈[a,x]

∣∣∣∣∫ t

a

g (s) ds
∣∣∣∣ x∨

a

(f) + sup
t∈[x,b]

∣∣∣∣∣
∫ b

t

g (s) ds

∣∣∣∣∣
b∨
x

(f)

≤
∫ x

a

|g (s)| ds ·
x∨
a

(f) +
∫ b

x

|g (s)| ds ·
b∨
x

(f)

≤ ‖g‖1

[
1
2

b∨
a

(f) +
1
2

∣∣∣∣∣
x∨
a

(f)−
b∨
x

(f)

∣∣∣∣∣
]
,

for all x ∈ [a, b] .

Proof. Put in inequality (8.137) u (t) =
∫ t

a
g (s) ds, to obtain∣∣∣∣∣f (x)

∫ b

a

g (s) ds−
∫ b

a

f (t) g (t) dt

∣∣∣∣∣
≤ sup

t∈[a,x]

∣∣∣∣∫ t

a

g (s) ds
∣∣∣∣ x∨

a

(f) + sup
t∈[x,b]

∣∣∣∣∣
∫ t

a

g (s) ds−
∫ b

a

g (s) ds

∣∣∣∣∣
b∨
x

(f)

= sup
t∈[a,x]

∣∣∣∣∫ t

a

g (s) ds
∣∣∣∣ x∨

a

(f) + sup
t∈[x,b]

∣∣∣∣∣
∫ b

t

g (s) ds

∣∣∣∣∣
b∨
x

(f)

≤ sup
t∈[a,x]

∫ t

a

|g (s)| ds ·
x∨
a

(f) + sup
t∈[x,b]

∫ b

t

|g (s)| ds ·
b∨
x

(f)
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=
∫ x

a

|g (s)| ds ·
x∨
a

(f) +
∫ b

x

|g (s)| ds ·
b∨
x

(f)

= max

{
x∨
a

(f) ,
b∨
x

(f)

}[∫ x

a

|g (s)| ds+
∫ b

x

|g (s)| ds

]

= ‖g‖1

[
1
2

b∨
a

(f) +
1
2

∣∣∣∣∣
x∨
a

(f)−
b∨
x

(f)

∣∣∣∣∣
]
,

and the corollary is proved.

8.3.5. Approximation of the Riemann-Stieltjes Integral. Consider In :
a = x0 < x1 < ... < xn−1 < xn = b a division of the interval [a, b] , hi :=
xi+1−xi (i = 0, ..., n− 1) and ν (h) := max {hi|i = 0, ..., n− 1} . Define the general
Riemann-Stieltjes sum as

(8.160) S (f, u, In, ξ) :=
n−1∑
i=0

f (ξi) (u (xi+1)− u (xi)) .

In what follows, we point out some upper bounds for the error of the approxima-
tion of the Riemann-Stieltjes integral

∫ b

a
f (t) du (t) by its Riemann-Stieltjes sum

S (f, u, In, ξ) .

Every inequality in Theorem 8.37 can be used in pointing out an upper bound
for that error. However, we feel that the last inequality can give a much simpler
and nicer one. Therefore, we will focus our attention to that one alone and its
consequences [26].

Theorem 8.45. Let f : [a, b] → R be a mapping of bounded variation on [a, b] and
u : [a, b] → R be of r −H−Hölder type on [a, b] . Then

(8.161)
∫ b

a

f (t) du (t) = S (f, u, In, ξ) +R (f, u, In, ξ)

where S (f, u, In, ξ) is as given in (8.160) and the remainder R (f, u, In, ξ) satisfies
the bound

(8.162) |R (f, u, In, ξ)| ≤ H

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r b∨
a

(f) .

Proof. We apply Theorem 8.37 on the subintervals [xi, xi+1] (i = 0, ..., n− 1)
to get ∣∣∣∣f (ξi) (u (xi+1)− u (xi))−

∫ xi+1

xi

f (t) du (t)
∣∣∣∣(8.163)

≤ H

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r xi+1∨
xi

(f)
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for all i ∈ {0, ..., n− 1} . Summing over i from 0 to n− 1 and using the generalized
triangle inequality, we deduce

|R (f, u, In, ξ)| ≤
n−1∑
i=0

∣∣∣∣f (ξi) (u (xi+1)− u (xi))−
∫ xi+1

xi

f (t) du (t)
∣∣∣∣

≤ H
n−1∑
i=0

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r xi+1∨
xi

(f)

≤ H sup
i=0,n−1

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r n−1∑
i=0

xi+1∨
xi

(f) .

However,

sup
i=0,n−1

[
1
2
hi +

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣]r

≤

[
1
2
ν (h) + sup

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣
]r

and
n−1∑
i=0

xi+1∨
xi

(f) =
b∨
a

(f) ,

which completely proves the first inequality in (8.162) .
For the second inequality, we observe that∣∣∣∣ξi −

xi + xi+1

2

∣∣∣∣ ≤ 1
2
· hi,

for all i ∈ {0, ..., n− 1} .
The theorem is thus proved.

The following corollaries are a natural consequence of Theorem 8.45.

Corollary 8.46. Let f be as in Theorem 8.45 and u be an L−Lipschitzian map-
ping. Then we have the formula (8.161), where the remainder R (f, u, In, ξ) satisfies
the bound

|Rn (f, u, In, ξ)|(8.164)

≤ L

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] b∨
a

(f)

≤ Hν (h)
b∨
a

(f) .

Remark 8.22. If f is monotonic on [a, b] , then the error estimate (8.162) becomes

|Rn (f, u, In, ξ)|(8.165)

≤ H

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] |f (b)− f (a)|

≤ H [ν (h)]r |f (b)− f (a)|
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and (8.164) becomes

|Rn (f, u, In, ξ)|(8.166)

≤ L

[
1
2
ν (h) + max

i=0,n−1

∣∣∣∣ξi −
xi + xi+1

2

∣∣∣∣] |f (b)− f (a)|

≤ Lν (h) |f (b)− f (a)| .

Using Remark 8.18, we can state the following corollary.

Corollary 8.47. Let u be as in Theorem 8.45 and f : [a, b] → R be aK−Lipschitzian
mapping on [a, b] . Then the approximation formula (8.161) holds and the remainder
R (f, u, In, ξ) satisfies the bound

|Rn (f, u, In, ξ)| ≤ HK
n−1∑
i=0

[
(ξi − xi)

r+1 + (xi+1 − ξi)
r+1
]

(8.167)

≤ HK

n−1∑
i=0

hr+1
i ≤ HK (b− a) [ν (h)]r .

In particular, if u is L−Lipschitzian, we get

|Rn (f, u, In, ξ)| ≤ LK

[
1
2

n−1∑
i=0

h2
i + 2

n−1∑
i=0

(
ξi −

xi + xi+1

2

)2
]

(8.168)

≤ LK
n−1∑
i=0

h2
i ≤ LK (b− a) ν (h) .

We have the mention that the best inequality we can get in Theorem 8.45 is that
one for which ξi = xi+xi+1

2 for all i ∈ {0, ..., n− 1} . Consequently, we can state the
following corollary:

Corollary 8.48. Let f and u be as in Theorem 8.45. Then

(8.169)
∫ b

a

f (t) du (t) = SM (f, u, In) +RM (f, u, In)

where SM (f, u, In) is the generalized mid-point formula. That is,

SM (f, u, In) :=
n−1∑
i=0

f

(
xi + xi+1

2

)
(u (xi+1)− u (xi))

and the remainder RM (f, u, In) satisfies the estimate

(8.170) |RM (f, u, In)| ≤ H

2r
[ν (h)]r

b∨
a

(f) .

In particular, if u is L−Lipschitzian, then we have the bound:

(8.171) |RM (f, u, In)| ≤ H

2
ν (h)

b∨
a

(f) .
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Remark 8.23. If in (8.170) and (8.171) we assume that f is monotonic, then we
get the inequalities

(8.172) |RM (f, u, In)| ≤ H

2r
[ν (h)]r |f (b)− f (a)|

and

(8.173) |RM (f, u, In)| ≤ H

2
ν (h) |f (b)− f (a)| .

The case where f is K−Lipschitzian is embodied in the following corollary.

Corollary 8.49. Let u and f be as in Corollary 8.47. Then we have the quadra-
ture formula (8.169) where the remainder satisfies the estimate

(8.174) |RM (f, u, In)| ≤ HK

2r

n−1∑
i=0

hr+1
i ≤ HK

2r
(b− a) [ν (h)]r .

In particular, if u is Lipschitzian, then we have the estimate

(8.175) |RM (f, u, In)| ≤ 1
2
LK

n−1∑
i=0

h2
i ≤

1
2
LK (b− a) ν (h) .

8.4. Some Inequalities of Grüss Type for Riemann-Stieltjes Integral

8.4.1. Introduction. In 1935, G. Grüss [68] proved an inequality which es-
tablishes a connection between the integral of the product of two functions and the
product of the integrals. Namely, he has shown that:∣∣∣∣∣ 1

b− a

∫ b

a

f (x) g (x) dx− 1
b− a

∫ b

a

f (x) dx · 1
b− a

∫ b

a

g (x) dx

∣∣∣∣∣
≤ 1

4
(Φ− φ) (Γ− γ) ,

provided f and g are two integrable functions on [a, b] and satisfy the condition:

φ ≤ f (x) ≤ Φ and γ ≤ g (x) ≤ Γ

for all x ∈ [a, b] .

The constant 1
4 is the best possible one and is achieved for

f (x) = g (x) = sgn

(
x− a+ b

2

)
.

In the recent paper [56], S.S. Dragomir and I. Fedotov proved the following results
of Grüss type for Riemann-Stieltjes integral:

Theorem 8.50. Let f, u : [a, b] → R be such that u is L-Lipschitzian on [a, b], i.e.,

(8.176) |u(x)− u(y)| ≤ L |x− y|

for all x, y ∈ [a, b], f is Riemann integrable on [a, b] and there exists the real numbers
m,M so that

(8.177) m ≤ f(x) ≤M,
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for all x ∈ [a, b] . Then we have the inequality

(8.178)

∣∣∣∣∣
∫ b

a

f(x)du(x)− u(b)− u(a)
b− a

×
∫ b

a

f(t)dt

∣∣∣∣∣ ≤ 1
2
L(M −m)(b− a),

and the constant 1
2 is sharp, in the sense it can not be replaced by a smaller one.

For other results related to Grüss inequality, generalizations in inner product spaces,
for positive linear functionals, discrete versions, determinantal versions, etc., see
Chapter X of the book [69] and the papers [22]-[67], where further references are
given.

In this section we point out an inequality of Grüss type for Lipschitzian mappings
and functions of bounded variation as well as its applications in numerical integra-
tion for the Riemann-Stieltjes integral.

8.4.2. Integral Inequalities. The following result of Grüss type holds [55].

Theorem 8.51. Let f, u : [a, b] → R be such that u is L-Lipschitzian on [a, b] , and
f is a function of bounded variation on [a, b] . Then the following inequality holds

(8.179)

∣∣∣∣∣
∫ b

a

u (x) df (x)− f (b)− f (a)
b− a

×
∫ b

a

u (t) dt

∣∣∣∣∣ ≤ L

2
(b− a)

b∨
a

(f) .

The constant 1
2 is sharp, in the sense that it cannot be replaced by a smaller one.

Proof. As f is a function of bounded variation on [a, b] and u is continuous
on [a, b] , we have ∣∣∣∣∣

∫ b

a

u (x) df (x)− f (b)− f (a)
b− a

∫ b

a

u (t) dt

∣∣∣∣∣
=

∣∣∣∣∣
∫ b

a

(
u (x)− 1

b− a

∫ b

a

u (t) dt

)
df (x)

∣∣∣∣∣
≤ sup

x∈[a,b]

∣∣∣∣∣u (x)− 1
b− a

∫ b

a

u (t) dt

∣∣∣∣∣
b∨
a

(f)

(8.180) =
1

b− a
sup

x∈[a,b]

∣∣∣∣∣
∫ b

a

[u (x)− u (t)] dt

∣∣∣∣∣
b∨
a

(f) .

Using the fact that u is L−Lipschitzian on [a, b] , we can state, for any x ∈ [a, b] ,
that: ∣∣∣∣∣

∫ b

a

[u (x)− u (t)] dt

∣∣∣∣∣ ≤
∫ b

a

|u (x)− u (t)| dt ≤ L

∫ b

a

|x− t| dt

=
L

2

[
(x− a)2 + (x− b)2

]
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(8.181) = L

[
1
4

+

(
x− a+b

2

)2
(b− a)2

]
(b− a)2 ≤ L

2
(b− a)2 ,

and by (8.180)-(8.181) we get:

(8.182) sup
x∈[a,b]

∣∣∣∣∣u (x)− 1
b− a

∫ b

a

u (t) dt

∣∣∣∣∣ ≤ L (b− a)
2

whence we obtain (8.179).
To prove the sharpness of the inequality (8.179), let us choose

u (x) = x− a+ b

2
and f (x) =

 1 if x = a
0 if a < x < b
1 if x = b

.

Then u is Lipschitzian with L = 1, and f is of bounded variation. Also we have∫ b

a

u (x) df (x)− f (b)− f (a)
b− a

×
∫ b

a

u (t) dt

=
∫ b

a

(
x− a+ b

2

)
df (x)

=
(
x− a+ b

2

)
f (x)

∣∣∣∣b
a

−
∫ b

a

f (x) dx = b− a.

On the other hand, the right hand side of (8.179) is equal to b− a, and hence the
sharpness of the constant is proved.

The following corollaries hold:

Corollary 8.52. Let f : [a, b] → R be as above and u : [a, b] → R be a differen-
tiable mapping with a bounded derivative on [a, b] . Then we have the inequality:

(8.183)

∣∣∣∣∣
∫ b

a

u (x) df (x)− f (b)− f (a)
b− a

×
∫ b

a

u (t) dt

∣∣∣∣∣ ≤ ‖u′‖∞
2

(b− a)
b∨
a

(f) .

The inequality (8.183) is sharp in the sense that the constant
1
2

cannot be replaced
by a smaller one.

Corollary 8.53. Let u be as above and f : [a, b] → R be a differentiable mapping
whose derivative is integrable, i.e.,

‖f ′‖1 =
∫ b

a

|f ′ (t)| dt <∞.

Then we have the inequality:∣∣∣∣∣
∫ b

a

u (x) f ′ (x) dx− f (b)− f (a)
b− a

×
∫ b

a

u (t) dt

∣∣∣∣∣(8.184)

≤
‖u′‖∞ ‖f ′‖1

2
(b− a) .
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Remark 8.24. If we assume that g : [a, b] → R is continuous on [a, b] and if we set
f (x) =

∫ x

a
g (x) dx, then from (8.184) we get the following Grüss type inequality

for the Riemann integral:∣∣∣∣∣ 1
b− a

∫ b

a

u (x) g (x) dx− 1
b− a

∫ b

a

u (t) dt · 1
b− a

∫ b

a

g (t) dt

∣∣∣∣∣(8.185)

≤
‖u′‖∞ ‖g‖1

2
(b− a) .

Corollary 8.54. Assume that u : [a, b] → R is differentiable on (a, b) , u (a) 6=
u (b) , and u′ : [a, b] → R is bounded on (a, b). Then we have the trapezoid inequal-
ity:

(8.186)

∣∣∣∣∣u (a) + u (b)
2

· (b− a)−
∫ b

a

u (t) dt

∣∣∣∣∣ ≤ ‖u′‖∞ ‖u′‖1
2 |u (b)− u (a)|

· (b− a)2 .

Proof. If we choose in Corollary 8.53, f (x) = u (x) , we get∣∣∣∣∣
∫ b

a

u (x)u′ (x) dx− u (b)− u (a)
b− a

×
∫ b

a

u (t) dt

∣∣∣∣∣(8.187)

≤
‖u′‖∞ ‖u′‖1

2
· (b− a) .

Now (8.186) follows from (8.187).

8.4.3. A Numerical Quadrature Formula for the Riemann-Stieltjes
Integral. In what follows, we shall apply Theorem 8.51 to approximate the Riemann-
Stieltjes integral

∫ b

a
u (x) df (x) in terms of the Riemann integral

∫ b

a
u (t) dt (see also

[55]).

Theorem 8.55. Let f, u : [a, b] → R be as in Theorem 8.51 and

In = {a = x0 < x1 < ... < xn−1 < xn = b}

a partition of [a, b] . Denote hi = xi+1 − xi, i = 0, 1, ..., n− 1. Then we have:

(8.188)
∫ b

a

u (x) df (x) = An (u, f, In) +Rn (u, f, In)

where

(8.189) An (u, f, In) =
n−1∑
i=0

f (xi+1)− f (xi)
hi

×
∫ xi+1

xi

u (t) dt

and the remainder term Rn (u, f, In) satisfies the estimation

(8.190) |Rn (u, f, In)| ≤ L

2
ν (h)

b∨
a

(f)

where ν (h) = max
i=0,...,n−1

{hi} .
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Proof. Applying Theorem 8.51 on the interval [xi, xi+1] , i = 0, 1, ..., n− 1 we
get ∣∣∣∣∫ xi+1

xi

u (x) df (x)− f (xi+1)− f (xi)
hi

×
∫ xi+1

xi

u (t) dt
∣∣∣∣ ≤ L

2
· hi

xi+1∨
xi

(f) .

Summing over i from 0 to n− 1 and using the triangle inequality we obtain∣∣∣∣∣
∫ b

a

u (x) df (x)−An (u, f, In)

∣∣∣∣∣ ≤ L

2

n−1∑
i=0

hi

xi+1∨
xi

(f) ≤ L

2
· ν (h)

n−1∑
i=0

xi+1∨
xi

(f)

=
L

2
· ν (h)

b∨
a

(f)

and the corollary is proved.

Remark 8.25. Consider the equidistant partition In given by

In : xi = a+ i · b− a

n
, i = 0, ..., n;

and define

An (u, f, In)

=
n

b− a

n−1∑
i=0

[
f

(
a+ (i+ 1) · b− a

n

)
− f

(
a+ i · b− a

n

)]
×
∫ a+(i+1)· b−an

a+i· b−an
u (t) dt.

Then we have ∫ b

a

u (x) df (x) = An (u, f) +Rn (u, f) ,

where the remainder Rn (u, f) satisfies the estimation

|Rn (u, f)| ≤ L (b− a)
2n

·
b∨
a

(f) .

Thus, if we want to approximate the integral
∫ b

a
u (x) df (x) by the sum An (u, f, In)

with an error of magnitude less than ε we need at least

n0 =

[
L (b− a)

2ε
·

b∨
a

(f)

]
+ 1 ∈ N

points.

Corollary 8.56. Assume that u and f are as in Corollary 8.52. If In is as above,
then (8.188) holds and the remainder term Rn (u, f, In) satisfies the estimation

(8.191) |Rn (u, f, In)| ≤
‖u′‖∞

2
· ν (h)

b∨
a

(f) .

Corollary 8.57. Assume that u and f are as in Corollary 8.53. Then (8.188)
holds and the remainder term Rn (u, f, In) satisfies the estimation

(8.192) |Rn (u, f, In)| ≤
‖u′‖∞ ‖f ′‖1

2
· ν (h) .
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8.4.4. Quadrature Methods for the Riemann-Stieltjes Integral of Con-
tinuous Mappings. Let In = {a = x0 < x1 < ... < xn−1 < xn = b} be a partition
of [a, b] and denote hi = xi+1 − xi, i = 0, 1, ...n− 1.

We start to the following lemma which is of interest in itself [55].

Lemma 8.58. Let f be a function from C [xi, xi+1] , i.e., f is continuous on [xi, xi+1] ,
and let u be a function of bounded variation on the same interval. The following
inequality holds:

(8.193)
∣∣∣∣∫ xi+1

xi

f (x) du (x)− [u (xi+1)− u (xi)] f̄i

∣∣∣∣ ≤ ω [f, hi]
xi+1∨
xi

(u)

where f̄i =
1
hi

∫ xi+1

xi
f (x) dx, hi = xi+1 − xi, and ω [f, hi] = sup

|x−t|≤δ

|f (x)− f (t)| ,

is the modulus of continuity.

Proof. Since f ∈ C[xi, xi+1] and u is a function of bounded variation, by the
well known property of such couple of functions we have∣∣∣∣∫ xi+1

xi

f (x) du (x)
∣∣∣∣ ≤ ‖f‖C[xi,xi+1]

xi+1∨
xi

(u) .

Therefore, ∣∣∣∣∫ xi+1

xi

[
f (x)− f̄i

]
du (x)

∣∣∣∣
=

∣∣∣∣∫ xi+1

xi

f (x) du (x)− [u (xi+1)− u (xi)] f̄i

∣∣∣∣
≤

∥∥f (x)− f̄i

∥∥
C[xi,xi+1]

xi+1∨
xi

(u)

= sup
x∈[xi,xi+1]

∣∣f (x)− f̄i

∣∣ xi+1∨
xi

(u)

=
1
hi

sup
x∈[xi,xi+1]

∣∣hif (x)− hif̄i

∣∣ xi+1∨
xi

(u)

=
1
hi

sup
x∈[xi,xi+1]

∣∣∣∣∫ xi+1

xi

f (x) dt−
∫ xi+1

xi

f (t) dt
∣∣∣∣ xi+1∨

xi

(u)

≤ 1
hi

sup
x∈[xi,xi+1]

∣∣∣∣∫ xi+1

xi

[f (x)− f (t)] dt
∣∣∣∣ xi+1∨

xi

(u)

≤ sup
x∈[xi,xi+1],t∈[xi,xi+1]

|f (x)− f (t)|
xi+1∨
xi

(u)

= ω [f, hi]
xi+1∨
xi

(u) ,

and the lemma is proved.
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Let f ∈ C [a, b] . The dual to C [a, b] is the space of functions of bounded variation,
the general form of the functional on C [a, b] is I (f) =

∫ b

a
f (x) du (x) where u

belongs to the space of functions of bounded variation.

That is why in the theory of quadrature methods for continuous functions the
case of the integrals of such a type is the most interesting. For the integral with
continuous integrand

∫ b

a
f (x)w (x) dx (w (x) > 0) we introduce the error functional

for the quadrature rule (with the weights snk and nodes xk)

I (f) ≡
∫ b

a

f (t)w (t) dt ≈ −
n∑

k=0

f (xk) snk ≡ In (f)

by the formula

En (f) = I (f)− In (f) .

Here is the more general result for the composite quadrature rules for the functions
from C [a, b], [55].

Theorem 8.59. Let a and b be finite real numbers and let f, u : [a, b] → R be such
that f ∈ C [a, b] and u is a function of bounded variation on [a, b]. If a = x0 < x1 <
... < xn−1 < xn = b is a division of [a, b] such that |hi| < δ, for all i = 0, 1, ..., n− 1
where hi = xi+1 − xi, then the following estimation for the Error functional of the
Riemann-Stieltjes quadrature rule is true

(8.194) |Ecomp
n (f)| ≤ ω [f, δ] ·

b∨
a

(u) ,

where

Ecomp
n (f) =

∫ b

a

f (x) du (x)−
n−1∑
i=0

u (xi+1)− u (xi)
hi

×
∫ xi+1

xi

f (x) dx,

and ω [f, δ] is the modulus of continuity of f with respect to δ.

Proof. For a given division of [a, b] as above, we have

∫ b

a

f (x) du (x) =
n−1∑
i=0

∫ xi+1

xi

f (x) du (x) .

Then by Lemma 8.58, we can write successively:
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|Ecomp
n (f)|

=

∣∣∣∣∣
∫ b

a

f (x) du (x)−
n−1∑
i=0

u (xi+1)− u (xi)
hi

×
∫ xi+1

xi

f (x) dx

∣∣∣∣∣
=

∣∣∣∣∣
n−1∑
i=0

∫ xi+1

xi

f (x) du (x)−
n−1∑
i=0

u (xi+1)− u (xi)
hi

×
∫ xi+1

xi

f (x) dx

∣∣∣∣∣
≤

n−1∑
i=0

∣∣∣∣∫ xi+1

xi

f (x) du (x)− u (xi+1)− u (xi)
hi

∫ xi+1

xi

f (x) dx
∣∣∣∣

≤
n−1∑
i=0

ω [f, hi]
xi+1∨
xi

(u) ≤ ω [f, δ]
n−1∑
i=0

xi+1∨
xi

(u)

= ω [f, δ]
b∨
a

(u) ,

and the theorem is proved.
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