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Abstract. A new, very simple proof of monotonicity of Stolarsky
means is presented in the paper

1. Introduction

The Extended Mean Values (many authors call them Stolarsky means)
appeared in the literature for the �rst time in Stolarsky's paper [13].
They are de�ned for positive x, y and real r, s by
(1.1)

E(r, s) = E(r, s;x, y) =
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and attract attention of many mathematicians, because they contain
well-known means such as power means Mr(x, y) = E(2r, r;x, y), the
logarithmic mean L(x, y) = E(1, 0;x, y) = x−y

log x−log y
and Heronian

means Hn(x, y) = E(1 + 1/n, 1/n;x, y). Monotonicity of E is one
of the �rst subjects to deal with.

Theorem 1.1. For arbitrary r, s ∈ R E(r, s;x, y) strictly increases in

x and y. For �xed x 6= y E(r, s;x, y) strictly increases in r and s.

The �rst part was discovered by Stolarsky ([13]), Leach and Sholan-
der ([5]) were the �rst to show the second part. Over last 30 years
mathematicians have made serious progress investigating properties of
Stolarsky means, arriving at many new proofs.
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Observe that in case r 6= s we can represent E as

(1.2) E(r, s;x, y) =

(
L(xr, yr)

L(xs, ys)

)1/(r−s)

=

(∫ x
y
tr−1dt∫ x

y
ts−1dt

)1/(r−s)

which leads to

logE(r, r;x, y) = lim
s→r

logL(xr, yr)− logL(xs, ys)

r − s
=

d

dr
logL(xr, yr),

(1.3)

and this, in turn, yields

logE(r, s;x, y) =
logL(xr, yr)− logL(xs, ys)

r − s
=

∫ r
s

logE(t, t;x, y)dt

r − s
.

(1.4)

Thus, we see that means E(t, t;x, y) (known as identric means) are of
particular importance.
The easiest way to prove monotonicity in r, s is by the following,

elementary characterisation of convex functions (see e.g. [1, p. 26]).

Lemma 1.2. A function f is convex if and only if the divided di�erence

g(x, y) =
f(x)− f(y)

x− y
for x 6= y

increases in both variables.

As a matter of fact, all known direct proofs use some version of the
above lemma.
Stolarsky ([13]) proved monotonicity in r, s using (1.4) and showing by
straightforward di�erentiation that logE(t, t;x, y) is strictly increasing
in t.
In 1983 Leach and Sholander ([6]) and later Páles and Czinder ([7, 4])
found su�cient and necessary conditions for

E(a, b;x, y) ≤ E(c, d;x, y) for every x, y

to hold. Monotonicity in r, s is a simple corollary of their results.
Proofs in [11, 17, 9] base on convexity (demonstrated by more or less

complicated calculations) of the function ϕ(t) = log xt−yt

t
and Lemma

1.2.
The �rst proof of monotonicity in x, y (by Leach and Sholander [5])

uses the fact that if a + b + c = 0 and aα + bβ + cγ = 0, then for
0 < θ 6= 1

sgn(aθα + bθβ + cθγ) = − sgn(abc).

Recently, several proofs of monotonicity in x, y have been published
using di�erentiation of specially selected functions ([9, 3]). In [14]
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the author represented E(r, s;x, 1) as the composition of four strictly

monotone functions: xs, xr/s−1
x−1

, s
r
x, x1/(r−s) and applied the Chain

Rule.
Qi used the integral representation (1.2) introducing generalized weighted

mean values

Mp,f (r, s;x, y) =

(∫ y
x
p(t)f r(t)dt∫ y

x
p(t)f s(t)dt

)1/(r−s)

,

where p is nonnegative and f is a positive continuous function. They
are always inceasing in r, s and monotone in x, y if and only if f is
monotone. Several proofs of this fact can be found in [8, 12, 10, 2, 14].
Another approach to the subject can be found in [16], where H-Z.

Yang considered means of the form Hf (r, s;x, y) =
(
f(xr,yr)
f(xs,ys)

)1/(r−s)

and found su�cient conditions for f to guarantee monotonicity of Hf .
Needless to say, the logarithmic mean satis�es these conditions.
In our proof we shall need Lemma 1.2, Cauchy-Schwarz inequality

and the integral representation (1.4).

Proof. To show monotonicity in r, s, we adapt the proof from [15]. By
the Cauchy-Schwarz inequality(∫ x

y

t(r+s)/2dt

)2

≤
∫ x

y

trdt

∫ x

y

tsdt,

which shows that log
∣∣∣∫ xy trdt∣∣∣ is convex, and Lemma 1.2 yields mono-

tonicity of logE(r, s;x, y).
For the second part, note that since for �xed r 6= 0 the function e−tr

is strictly convex, e
−rt−1
t

strictly increases by Lemma 1.2, hence so does
t

1−e−rt . ON the other hand

logE(r, r; et, 1) = −1

r
+

tert

ert − 1
= −1

r
+

t

1− e−rt
,

and homogeneity of Stolarsky means in x, y implies that identric means
are strictly increasing (case r = 0 is trivial). Employing (1.4), we see
that this property extends to all parameters r, s. �
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