
TRAPEZOID TYPE INEQUALITIES FOR ISOTONIC
FUNCTIONALS WITH APPLICATIONS

S. S. DRAGOMIR1;2

Abstract. In this paper we obtain some re�nements and reverses of the gen-
eralized trapezoid inequality for normalized isotonic linear functionals and
various classes of functions such as: functions of bounded variation, (�;�)-
Lipschitzian functions and lower and upper convex functions. Applications
for Jessen and Beesack-Peµcaríc inequalities for convex functions and isotonic
functionals are provided as well. The particular case of Hermite-Hadamard
inequality for functionals is also outlined.

1. Introduction

Let L be a linear class of real-valued functions g : E ! R having the properties
(L1) f; g 2 L imply (�f + �g) 2 L for all �; � 2 R;
(L2) 1 2 L; i.e., if f0 (t) = 1, t 2 E then f0 2 L.
An isotonic linear functional A : L! R is a functional satisfying
(A1) A (�f + �g) = �A (f) + �A (g) for all f; g 2 L and �; � 2 R.
(A2) If f 2 L and f � 0, then A (f) � 0:

The mapping A is said to be normalised if
(A3) A (1) = 1:

Isotonic, that is, order-preserving, linear functionals are natural objects in analy-
sis which enjoy a number of convenient properties. Thus, they provide, for example,
Jessen�s inequality, which is a functional form of Jensen�s inequality (see [2], [22]
and [23]). For other inequalities for isotonic functionals see [1], [3]-[17] and [24]-[27].
We note that common examples of such isotonic linear functionals A are given

by

A (g) =

Z
E

gd� or A (g) =
X
k2E

pkgk;

where � is a positive measure on E in the �rst case and E is a subset of the natural
numbers N; in the second (pk � 0; k 2 E).
We recall Jessen�s inequality (see also [14]).

Theorem 1. Let � : I � R! R (I is an interval), be a convex function and
f : E ! I such that ��f , f 2 L. If A : L! R is an isotonic linear and normalised
functional, then

(1.1) � (A (f)) � A (� � f) :
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2 S. S. DRAGOMIR1;2

A counterpart of this result was proved by Beesack and Peµcaríc in [2] for compact
intervals I = [m;M ]. This is the functional version of the Lah-Ribariµc inequality
[18].

Theorem 2. Let � : [m;M ] � R! R be a convex function and f : E ! [m;M ]
such that ��f , f 2 L. If A : L! R is an isotonic linear and normalised functional,
then

(1.2) A (� � f) � M �A (f)
M �m � (m) +

A (f)�m
M �m � (M) :

Remark 1. Note that (1.2) is a generalization of the inequality

(1.3) A (�) � M �A (`)
M �m � (m) +

A (`)�m
M �m � (M)

due to Lupaş [17] (see for example [2, Theorem A]), which assumed E = [m;M ], L
satis�es (L1), (L2), A : L ! R satis�es (A1), (A2), A (1) = 1, � is convex on E
and � 2 L, ` 2 L, where ` (x) = x, x 2 [m;M ].

The following inequality is well known in the literature as the Hermite-Hadamard
inequality

(1.4) '

�
m+M

2

�
� 1

M �m

Z M

m

' (t) dt � ' (m) + ' (M)

2
;

provided that ' : [m;M ]! R is a convex function. For a monograph on Hermite-
Hadamard inequality, see [13].
Using Theorem 1 and Theorem 2, we may state the following generalization of

the Hermite-Hadamard inequality for isotonic linear functionals ([23] and [24]).

Theorem 3. Let � : [m;M ] � R! R be a convex function and e : E ! [m;M ]
with e, � � e 2 L. If A ! R is an isotonic linear and normalised functional, with
A (e) = m+M

2 , then

(1.5) '

�
m+M

2

�
� A (� � e) � ' (m) + ' (M)

2
:

In this paper we obtain some re�nements and reverses of the generalized trape-
zoid inequality for normalized isotonic linear functionals and various classes of func-
tions such as: functions of bounded variation, (�;�)-Lipschitzian functions and
lower and upper convex functions. Applications for Jessen and Beesack-Peµcaríc
inequalities for convex functions and isotonic functionals are provided as well. The
particular case of Hermite-Hadamard inequality for functionals (1.5) is also out-
lined.

2. Bounds for Bounded Functions and Functions of Bounded
Variation

The following simple result [10], which provides a sharp upper bound for the
case of bounded functions, has been stated in [8] as an intermediate result needed
to obtain a Grüss type inequality.

Lemma 1. If � : [m;M ]! R is a bounded function with �1 <  � � (t) � � <1
for any t 2 [m;M ] ; then
(2.1) j�� (t)j � �� ,
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where

(2.2) �� (t) :=
M � t
M �m� (m) +

t�m
M �m� (M)� � (t) :

The multiplicative constant 1 in front of � �  cannot be replaced by a smaller
quantity.

Proof. For the sake of completeness, we present a short proof.
Since � is bounded, we have

 (M � t) � (M � t)� (m) � (M � t) �;  (t�m) � (t�m)� (M) � (t�m) �

and

� (M �m) � � � (M �m)� (t) � � (M �m) ;
which gives, by addition and division with M �m that

� (�� ) � (M � t)� (m) + (t�m)� (M)
M �m � � (t) � �� ;

for each t 2 [m;M ] ; i.e., the desired inequality (2.1) holds.
Now, assume that there exists a constant C > 0 such that j�� (t)j � C (�� )

for any � as in the statement of the theorem. Then, for t = m+M
2 ; we should have

(2.3)

����� (m) + � (M)2
� �

�
m+M

2

����� � C (�� ) :

If � : [m;M ]! R, � (t) =
��t� m+M

2

�� ; then � (m) = � (M) = M�m
2 , �

�
m+M
2

�
= 0;

� = M�m
2 and  = 0 and the inequality (2.3) becomes M�m

2 � CM�m
2 ; which

implies that C � 1: �

Theorem 4. Let � : [m;M ] � R! R be a bounded function with �1 <  �
� (t) � � < 1 for any t 2 [m;M ] and f : E ! [m;M ] such that � � f , f 2 L. If
A : L! R is an isotonic linear and normalised functional, then

(2.4)

����M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

���� � �� :
The inequality (2.4) is sharp.

Proof. From (2.1) we have in the order of L that

� (�� ) � M � f
M �m� (m) +

f �m
M �m� (M)� � � f � �� :

By taking the functional A in this inequality and using its properties of linearity
and normality, we get

� (�� ) � M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f) � �� ;

which is equivalent to the desired result (2.4).
Now, assume that the inequality (2.4) is valid with a positive multiplicative

constant C in the right hand side, namely

(2.5)

����M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

���� � C (�� ) :
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Consider the bounded function � : [m;M ] � R! R given by

� (t) =

8<:
M�m
2 if t = m;

0 if t 2 (m;M) ;
M�m
2 if t = m:

We have then

� =
M �m
2

and  = 0:

If we write the inequality (2.5) for the isotonic linear and normalised functional

A (f) :=
1

M �m

Z M

m

f (t) dt

and for f = ` the identity function for the interval [m;M ] ; i.e. ` (t) = t; t 2 [m;M ] ;
then we get

(2.6)

�����M � M+m
2

M �m
M �m
2

+
M+m
2 �m
M �m

M �m
2

����� � C
M �m
2

;

since

1

M �m

Z M

m

` (t) dt =
M +m

2
and

1

M �m

Z M

m

(� � f) (t) dt = 0:

Therefore (2.6) is equivalent to M�m
2 � CM�m

2 ; which implies that C � 1 showing
that C = 1 is the best possible constant in (2.4). �

Corollary 1. Let � : [m;M ] � R! R be a convex function and e : E ! [m;M ]
with e, � � e 2 L. If A ! R is an isotonic linear and normalised functional with
A (e) = m+M

2 , then

(2.7) 0 � � (m) + � (M)

2
�A (� � e) � �� :

The inequality (2.7) is sharp.

We have the following representation result [10]:

Lemma 2. If � : [m;M ] ! R is bounded on [m;M ] and Q : [m;M ]
2 ! R is

de�ned by

(2.8) Q (t; s) :=

8<: t�M if m � s � t

t�m if t < s �M;

then we have the representation

(2.9) �� (t) =
1

M �m

Z M

m

Q (t; s) d� (s) ; t 2 [m;M ] ;

where the integral in (2.9) is taken in the sense of Riemann-Stieltjes.
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Proof. We have:Z M

m

Q (t; s) d� (s) =

Z t

m

(t�M) d� (s) +
Z M

t

(t�m) d� (s)

= (t�M)
Z t

m

d� (s) + (t�m)
Z M

t

d� (s)

= (t�M) [� (t)� � (m)] + (t�m) [� (M)� � (t)]
= (M �m) �� (t)

and the identity is proved. �

The following estimation result holds [10].

Lemma 3. If � : [m;M ]! R is of bounded variation, then

j�� (t)j �
�
M � t
M �m

� t_
m

(�) +

�
t�m
M �m

� M_
t

(�)(2.10)

�

8>>>>>>>>>><>>>>>>>>>>:

h
1
2 +

��� t�m+M
2

M�m

���iWMm (�) ;
h�

M�t
M�m

�p
+
�
t�m
M�m

�pi 1p h�Wt
m(�)

M�m

�q
+
�WM

t (�)

M�m

�qi 1q
if p > 1; 1

p +
1
q = 1;

1
2

WM
m (�) +

1
2

���Wtm (�)�WMt (�)��� :
The �rst inequality in (2.10) is sharp. The constant 1

2 is best possible in the �rst
and third branches.

Proof. We use the fact that for p : [�; �] ! R continuous and v : [�; �] ! R of
bounded variation the Riemann-Stieltjes integral

R �
�
p (t) dv (t) exists and�����

Z �

�

p (t) dv (t)

����� � sup
t2[�;�]

jp (t)j
�_
�

(v) :

Then, by the identity (2.9), we have

j�� (t)j �
1

M �m

�����(t�M)
Z t

m

d� (s) + (t�m)
Z M

t

d� (s)

�����
� 1

M �m

"
(M � t)

����Z t

m

d� (s)

����+ (t�m)
�����
Z M

t

d� (s)

�����
#

� 1

M �m

"
(M � t)

t_
m

(�) + (t�m)
M_
t

(�)

#
;

and the �rst inequality in (2.10) is proved.
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Now, by the Hölder inequality, we have

(M � t)
t_
m

(�) + (t�m)
M_
t

(�)

�

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

max fM � t; t�mg
�
tW
m
(�) +

MW
t
(�)

�
;

[(M � t)p + (t�m)p]
1
p

"�
tW
m
(�)

�q
+

�
MW
t
(�)

�q# 1
q

if p > 1; 1
p +

1
q = 1;

(M � t+ t�m)max
�
tW
m
(�) ;

MW
t
(�)

�
;

which produces the last part of (2.10).
For t = 1

2 (m+M) ; (2.10) becomes������m+M2
�
� � (m) + � (M)

2

���� � 1

2

M_
m

(�) :

Assume that there exists a constant C > 0 such that

(2.11)

������m+M2
�
� � (m) + � (M)

2

���� � C
M_
m

(�) :

If in this inequality we choose � : [m;M ]! R, � (t) =
��t� m+M

2

�� ; then we deduce
M�m
2 � C (M �m) ; which implies that C � 1

2 : �

Corollary 2. If � : [m;M ] ! R is L1-Lipschitzian on [m; t] and L2-Lipschitzian
on [t;M ] ; L1; L2 > 0; then

(2.12) j�� (t)j �
(M � t) (t�m)

M �m (L1 + L2) �
1

4
(M �m) (L1 + L2)

for any t 2 [m;M ] :
In particular, if � is L-Lipschitzian on [m;M ], then

(2.13) j�� (t)j �
2 (M � t) (t�m)

M �m L � 1

2
(M �m)L:

The constants 1
4 ; 2 and

1
2 are best possible.

The proof is obvious by Lemma 3 on taking into account that any L-Lipschitzian
function is of bounded variation and

WM
m (�) � (M �m)L: The sharpness of the

constants follows by choosing the function � : [m;M ] ! R, � (t) =
��t� m+M

2

��
which is Lipschitzian with L = 1:
The following lemma may be stated (see also [9]).

Lemma 4. Let u : [m;M ]! R and �; � 2 R with � > �: The following statements
are equivalent:

(i) The function u� �+�
2 `; where ` (t) = t; t 2 [m;M ] is 12 (�� �)-Lipschitzian;
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(ii) We have the inequality:

(2.14) � � u (t)� u (s)
t� s � � for each t; s 2 [m;M ] with t 6= s:

(iii) We have the inequality:

(2.15) � (t� s) � u (t)� u (s) � �(t� s) for each t; s 2 [m;M ] with t > s:

Following [19], we can introduce the concept:

De�nition 1. The function u : [m;M ] ! R which satis�es one of the equivalent
conditions (i) �(iii) is said to be (�;�)-Lipschitzian on [m;M ] :

Notice that in [19], the de�nition was introduced on utilising the statement (iii)
and only the equivalence "(i) () (iii)" was considered.
Utilising Lagrange�s mean value theorem, we can state the following result that

provides practical examples of (�;�)-Lipschitzian functions:

Proposition 1. Let u : [m;M ]! R be continuous on [m;M ] and di¤erentiable on
[m;M ] : If

�1 < � = inf
t2(m;M)

u0 (t) ; sup
t2(m;M)

u0 (t) = � <1;

then u is (�; �)-Lipschitzian on [m;M ] :

Corollary 3. Assume that � : [m;M ] ! R is (�; �)-Lipschitzian on [m;M ] for
some �; � 2 R with � > �: Then

(2.16) j�� (t)j �
(M � t) (t�m)

M �m (�� �) � 1

4
(M �m) (�� �) :

Proof. It follows by Corollary 2 for the function �� �+�
2 ` that is 12 (�� �)-Lipschitzian

and taking into account that ��� �+�
2 ` (t) = �� (t) for any t 2 [m;M ] : �

Corollary 4. If � : [m;M ]! R is monotonic nondecreasing on [m;M ] ; then

j�� (t)j �
�
M � t
M �m

�
[� (t)� � (m)] +

�
t�m
M �m

�
[� (M)� � (t)](2.17)

�

8>>>>>>>>>>>>><>>>>>>>>>>>>>:

h
1
2 +

��� t�m+M
2

M�m

���i [� (M)� � (m)] ;
h�

M�t
M�m

�p
+
�
t�m
M�m

�pi 1p
�
hh

�(t)��(m)
M�m

iq
+
h
�(M)��(t)
M�m

iqi 1q
if p > 1; 1

p +
1
q = 1;

1
2 [� (M)� � (m)] +

1
2

���� (t)� �(m)+�(M)
2

��� :
The �rst inequality and the constant 12 in the �rst branch of the second inequality
are sharp.

The inequality is obvious from (2.10). For t = m+M
2 ; we get in (2.17)

(2.18)

������m+M2
�
� � (m) + � (M)

2

���� � 1

2
[� (M)� � (m)] :
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In (2.18), the constant 1
2 is sharp since for the monotonic nondecreasing function

� : [m;M ]! R

� (t) =

8<: 0 if t 2
�
m; m+M2

�
;

1 if t 2
�
m+M
2 ;M

�
;

we obtain in both sides of (2.18) the same quantity 1
2 :

For a � : [m;M ] � R! R of bounded variation and f : E ! [m;M ], we de�ne

f_
m

(�) (s) :=

f(s)_
m

(�) for s 2 E:

We have:

Theorem 5. Let � : [m;M ] � R! R be a function of bounded variation and

f : E ! [m;M ] such that � � f , f;
fW
m
(�) ; (M � f)

fW
m
(�) ; (f �m)

MW
f

(�) 2 L. If

A : L! R is an isotonic linear and normalised functional, then����M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

����(2.19)

� M �A (f)
M �m A

 
f_
m

(�)

!
+
A (f)�m
M �m A

0@M_
f

(�)

1A

�

8>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>:

h
1
2 +

���A(f)�m+M
2

M�m

���iMW
m
(�) ;

h�
M�A(f)
M�m

�p
+
�
A(f)�m
M�m

�pi1=p
�

264
0B@A

 
fW
m
(�)

!
M�m

1CA
q

+

0B@A

 
MW
f

(�)

!
M�m

1CA
q375

1=q

if p; q > 1 with 1
p +

1
q = 1;

1
2

"
MW
m
(�) +

�����A
 
fW
m
(�)

!
�A

 
MW
f

(�)

!�����
#
:

Proof. Using Lemma 3 we have in the order of L that

�

24�M � f
M �m

� f_
m

(�) +

�
f �m
M �m

� M_
f

(�)

35(2.20)

� M � f
M �m� (m) +

f �m
M �m� (M)� � � f

�
�
M � f
M �m

� f_
m

(�) +

�
f �m
M �m

� M_
f

(�)

for f : E ! [m;M ] :
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If we take in this inequality the functional A and use its properties, then we get����M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

����(2.21)

� 1

M �m

24A (M � f)
f_
m

(�)

!
+A

0@(f �m) M_
f

(�)

1A35 :
We use the µCeby�ev�s inequality for positive functionals, namely

(2.22) A (hg) � (�)A (h)A (g)

where h; g are synchronous (asynchronous) on E; namely

(h (t)� h (s)) (g (t)� g (s)) � (�) 0

for all s; t 2 E; where A : L ! R is an isotonic linear and normalised functional
and h; g; hg 2 L:

Since the function [m;M ] 3 t 7!
tW
m
(�) is increasing on [m;M ], then M � f and

fW
m
(�) are asynchronous on E and by (2.22) we have

A

 
(M � f)

f_
m

(�)

!
� A (M � f)A

 
f_
m

(�)

!
(2.23)

= (M �A (f))A
 

f_
m

(�)

!
:

Also, because [m;M ] 3 t 7!
MW
t
(�) is decreasing on [m;M ] ; then f �m and

MW
f

(�)

are asynchronous on E and by (2.22) we have

A

0@(f �m) M_
f

(�)

1A � A (f �m)A

0@M_
f

(�)

1A(2.24)

= (A (f)�m)A

0@M_
f

(�)

1A :

Using (2.21), (2.23) and (2.24) we get the �rst inequality in (2.19).
The last part is obvious by Hölder�s inequality

cd+ uv �

8<:
max fc; ug (d+ v) ;

(cp + up)
1=p
(dq + vq)

1=q
; p; q > 1; 1

p +
1
q = 1;

=

8<:
�
1
2 (c+ d) +

1
2 jc� dj

�
(d+ v) ;

(cp + up)
1=p
(dq + vq)

1=q
; p; q > 1; 1

p +
1
q = 1:

�
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Corollary 5. Let � : [m;M ] � R! R be a function of bounded variation and

e : E ! [m;M ] such that � � e, e;
eW
m
(�) ; (M � e)

eW
m
(�) ; (e�m)

MW
e
(�) 2 L. If

A : L! R is an isotonic linear and normalised functional with A (e) = m+M
2 , then

(2.25)

����� (m) + � (M)2
�A (� � e)

���� � 1

2

M_
m

(�) :

The constant 12 in the right hand side of (2.25) is best possible.

Proof. Now, assume that the inequality (2.25) is valid with a positive multiplicative
constant C in the right hand side, namely

(2.26)

����� (m) + � (M)2
�A (� � e)

���� � C
M_
m

(�) :

Consider the function of bounded variation � : [m;M ] � R! R given by

� (t) =

8<:
M�m
2 if t = m;

0 if t 2 (m;M) ;
M�m
2 if t = m:

We have then
M_
m

(�) =M �m:

If we write the inequality (2.26) for the isotonic linear and normalised functional

A (f) :=
1

M �m

Z M

m

f (t) dt

and for e = `; the identity function for the interval [m;M ] ; i.e. ` (t) = t; t 2
[m;M ] ;for which A (e) = m+M

2 ; then we get M�m
2 � C (M �m) implying that

C � 1
2 ; so

1
2 is best possible in (2.25). �

Remark 2. We observe that, if f is monotonic nondecreasing, then it is of bounded
variation and by (2.19) we get����M �A (f)

M �m � (m) +
A (f)�m
M �m � (M)�A (� � f)

����(2.27)

� M �A (f)
M �m [A (� � f)� � (m)] + A (f)�m

M �m [� (M)�A (� � f)]

�

8>>>>>>>>>>>>><>>>>>>>>>>>>>:

h
1
2 +

���A(f)�m+M
2

M�m

���i (� (M)� � (m)) ;
h�

M�A(f)
M�m

�p
+
�
A(f)�m
M�m

�pi1=p
�
h�

A(��f)��(m)
M�m

�q
+
�
�(M)�A(��f)

M�m

�qi1=q
if p; q > 1 with 1

p +
1
q = 1;

�(M)��(m)
2 +

���A (� � f)� �(m)+�(M)
2

��� :
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Theorem 6. If � : [m;M ] ! R is L-Lipschitzian on [m;M ] and f : E ! [m;M ]
is such that � � f , f; (M � f) (f �m) 2 L then for A : L ! R, an isotonic linear
and normalised functional,����M �A (f)

M �m � (m) +
A (f)�m
M �m � (M)�A (� � f)

����(2.28)

� 2

M �mLA [(M � f) (f �m)] � 2

M �mL (M �A (f)) (A (f)�m)

� 1

2
L (M �m) :

Proof. Using the inequality (2.13) we have in the order of L that

�2 (M � f) (f �m)
M �m L � M � f

M �m� (m) +
f �m
M �m� (M)� � � f

� 2 (M � f) (f �m)
M �m L:

By taking the functional A in this inequality we get

� 2

M �mLA [(M � f) (f �m)]

� M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

� 2

M �mLA [(M � f) (f �m)] ;

which is equivalent to the �rst inequality in (2.28).
The function g (t) := (M � t) (t�m) is concave on [m;M ]. By using Jessen�s

inequality for the concave function g we get

A [(M � f) (f �m)] � (M �A (f)) (A (f)�m)

that proves the second inequality in (2.28). �

Corollary 6. If � : [m;M ] ! R is L-Lipschitzian on [m;M ] and e : E ! [m;M ]
is such that � � e, e; (M � e) (f � e) 2 L then for A : L ! R, an isotonic linear
and normalised functional with A (e) = m+M

2����� (m) + � (M)2
�A (� � e)

���� � 2

M �mLA [(M � e) (e�m)](2.29)

� 1

2
L (M �m) :

Remark 3. Assume that � : [m;M ]! R is (�; �)-Lipschitzian on [m;M ] for some
�; � 2 R with � > �: Then by the inequality (2.28) we get����M �A (f)

M �m � (m) +
A (f)�m
M �m � (M)�A (� � f)

����(2.30)

� �� �
M �mA [(M � f) (f �m)] � �� �

M �m (M �A (f)) (A (f)�m)

� 1

4
(M �m) (�� �) ;
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while from (2.29) we get����� (m) + � (M)2
�A (� � e)

���� � �� �
M �mA [(M � e) (e�m)](2.31)

� 1

4
(M �m) (�� �) :

3. Bounds for Lower and Upper Convex Functions

We have the following result for convex functions [10]:

Lemma 5. If � : [m;M ]! R is a convex function on [m;M ] ; then

0 � �� (t) �
(M � t) (t�m)

M �m
�
�0� (M)� �0+ (m)

�
(3.1)

� 1

4
(M �m)

�
�0� (M)� �0+ (m)

�
for any t 2 [m;M ] :
If the lateral derivatives �0� (M) and �

0
+ (m) are �nite, then the second inequality

and the constant 14 are sharp.

Proof. For the sake of completeness, we present a complete proof of (3.1) below.
Since � is convex, then

t�m
M �m� (M) +

M � t
M �m� (m) � �

�
(M � t)m+ (t�m)M

M �m

�
= � (t)

for any t 2 [m;M ] ; i.e., � (t) � 0 for any t 2 [m;M ] :
If either �0� (M) or �

0
+ (m) are in�nite, then the last part of (3.1) is obvious.

Suppose that �0� (M) and �
0
+ (m) are �nite. Then, by the convexity of � we have

� (t)� � (M) � �0� (M) (t�M) for any t 2 (m;M) : If we multiply this inequality
with t�m � 0; we deduce
(3.2) (t�m)� (t)� (t�m)� (M) � �0� (M) (t�M) (t�m) ; t 2 (m;M) :
Similarly, we get

(3.3) (M � t)� (t)� (M � t)� (m) � �0+ (m) (t�m) (M � t) ; t 2 (m;M) :
Adding (3.2) to (3.3) and dividing by M �m; we deduce

� (t)� (t�m)� (M) + (M � t)� (m)
M �m � (M � t) (t�m)

M �m
�
�0� (M)� �0+ (m)

�
;

for any t 2 (m;M) ; which proves the second inequality for t 2 (m;M) :
If t = m or t =M; the inequality also holds.
Now, assume that (3.1) holds with D and E greater than zero, i.e.,

�� (t) � D � (M � t) (t�m)
M �m

�
�0� (M)� �0+ (m)

�
� E (M �m)

�
�0� (M)� �0+ (m)

�
for any t 2 [m;M ] : If we choose t = m+M

2 ; then we get

� (m) + � (M)

2
� �

�
m+M

2

�
� 1

4
D (M �m)

�
�0� (M)� �0+ (m)

�
(3.4)

� E (M �m)
�
�0� (M)� �0+ (m)

�
:
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Consider � : [m;M ] ! R, � (t) =
��t� m+M

2

�� : Then � is convex, � (m) = � (M) =
M�m
2 ; �

�
m+M
2

�
= 0; �0� (M) = 1; �

0
+ (m) = �1 and by (3.4) we deduce

M �m
2

� 1

2
D (M �m) � 2E (M �m) ;

which implies that D � 1 and E � 1
4 : �

Let (X; k�k) be a real or complex normed linear space, C � X a convex subset
of X and � : C ! R. As in [5] we can introduce the following concepts. Let  ,
	 2 R. The mapping � will be called  -lower convex on C if ��  

2 k�k
2 is a convex

mapping on C. The mapping � will be called 	-upper convex on C if 	2 k�k
2 � �

is a convex mapping on C. The mapping � will be called ( ;	)- convex on C if it
is both  -lower convex and 	-upper convex on C. Note that if � is ( ;	)-convex
on C, then  � 	. Further, assume that c is a positive constant. A function
� : C ! R is called: strongly convex with modulus c if

(3.5) �(tx+ (1� t)y) � t�(x) + (1� t)�(y)� ct(1� t)kx� yk2

for all x; y 2 C and t 2 [0; 1]: Also, it is called: strongly Jensen-convex with modulus
c if (3.5) is assumed only for t = 1

2 ; that is

(3.6) �

�
x+ y

2

�
� �(x) + �(y)

2
� c

4
kx� yk2; for all x; y 2 C:

The usual concepts of convexity and Jensen-convexity correspond to the case
c = 0, respectively. The notion of strongly convex functions have been introduced
by Polyak [26] and they play an important role in optimization theory and mathe-
matical economics. Many properties and applications of them can be found in the
literature. Let us only mention the paper [20], which is a survey article devoted to
strongly convex functions and related classes of functions.
Denote by SC(C; c) the class of all functions � : C ! R strongly convex with

modulus c and by LC(C; ) the class of all functions � : C ! R that are  -lower
convex. It is known that [21], if X is an inner product space then SC(C; 12 ) =
LC(C; ): A fortiori, if the function is de�ned on an interval of real numbers I, then
SC(I;  2 ) = LC(I;  ) where the norm here is the modulus. However, in arbitrary
normed spaces the above classes di¤er in general [15].
If the function � : I ! R de�ned on an interval of real numbers I is twice

di¤erentiable on the interior of I; denoted �I, then the  -lower convexity is equivalent
to �00 (t) �  for any t 2 �I while the 	-upper convexity is equivalent to 	 � �00 (t)

for any t 2 �I:

Lemma 6. Let � : [m;M ] � R! R and  , 	 2 R.
(i) If � is  -lower convex on [m;M ] ; then

1

2
 (M � t) (t�m)(3.7)

� �� (t) � (M � t) (t�m)
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
� 1

2
 (M � t) (t�m) + 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m �  
�
;
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(ii) If � is 	-upper convex on [m;M ] ; then

1

2
	 (M � t) (t�m)� 1

4
(M �m)2

�
	�

�0� (M)� �0+ (m)
M �m

�
(3.8)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
	

�
(M � t) (t�m)

� �� (t) �
1

2
	 (M � t) (t�m) ;

(iii) If � is( ;	)-convex on [m;M ] (with  < 	), then both inequalities (3.7) and
(3.8) hold simultaneously.

Proof. Observe that

�`2 (t) :=
M � t
M �m`2 (m) +

t�m
M �m`2 (M)� `2 (t)(3.9)

=
(M � t)m2 + (t�m)M2 � (M �m) t2

M �m

=
Mm2 �mM2 +

�
M2 �m2

�
t� (M �m) t2

M �m = (M � t) (t�m)

for any t 2 [m;M ] :
We also have �

`2
�0
� (M)�

�
`2
�0
+
(m)

M �m = 2:

(i). If � is  -lower convex on [m;M ] ; then the function � := �� 1
2 `

2 is convex
on [m;M ] and by (3.1) we get

0 � �� (t) �
(M � t) (t�m)

M �m
�
�0 � (M)� �0 + (m)

�
(3.10)

� 1

4
(M �m)

�
�0 � (M)� �0 + (m)

�
for any t 2 [m;M ] :
Since

�� (t) = �� (t)�
1

2
 �`2 (t) = �� (t)�

1

2
 (M � t) (t�m)

and

�0 � (M)� �0 + (m)
M �m =

�0� (M)� �0+ (m)
M �m � 1

2
 

�
`2
�0
� (M)�

�
`2
�0
+
(m)

M �m

=
�0� (M)� �0+ (m)

M �m �  ;

then by (3.10) we get

0 � �� (t)�
1

2
 (M � t) (t�m)(3.11)

� (M � t) (t�m)
�
�0� (M)� �0+ (m)

M �m �  
�

� 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m �  
�

for any t 2 [m;M ] : This inequality is of interest in itself.
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If we add 1
2 (M � t) (t�m) in all terms of (3.11) we get (3.7).

(ii). If � is 	-upper convex on [m;M ] ; then the function �	 := 1
2	`

2 � � is
convex on [m;M ] and by (3.1) we get

0 � ��	 (t) �
(M � t) (t�m)

M �m
�
�0	� (M)� �0	+ (m)

�
(3.12)

� 1

4
(M �m)

�
�0	� (M)� �0	+ (m)

�
for any t 2 [m;M ] :
Since

��	 (t) =
1

2
	�`2 (t)� �� (t) =

1

2
	 (M � t) (t�m)� �� (t)

and

�0	� (M)� �0	+ (m)
M �m =

1

2
	

�
`2
�0
� (M)�

�
`2
�0
+
(m)

M �m �
�0� (M)� �0+ (m)

M �m

= 	�
�0� (M)� �0+ (m)

M �m ;

then by (3.12) we get

0 � 1

2
	 (M � t) (t�m)� �� (t)(3.13)

� (M � t) (t�m)
�
	�

�0� (M)� �0+ (m)
M �m

�
� 1

4
(M �m)2

�
	�

�0� (M)� �0+ (m)
M �m

�
for any t 2 [m;M ] : This inequality is of interest in itself and is equivalent to
(3.8). �

Corollary 7. With the assumptions of Lemma 6 and if � is  -lower convex on
[m;M ] ; then

1

8
 (M �m)2 � � (m) + � (M)

2
� �

�
m+M

2

�
(3.14)

� 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
:

If � is 	-upper convex on [m;M ] ; then

1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m � 1
2
	

�
(3.15)

� � (m) + � (M)

2
� �

�
m+M

2

�
� 1

8
	 (M �m)2 ;

If � is( ;	)-convex on [m;M ] (with  < 	), then both inequalities (3.14) and
(3.15) hold simultaneously.

We have:
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Theorem 7. Let � : [m;M ] � R! R,  , 	 2 R, f : E ! [m;M ] such that � � f ,
f 2 L and A : L! R an isotonic linear and normalised functional on L:
(i) If � is  -lower convex on [m;M ] ; then

1

2
 A [(M � f) (f �m)](3.16)

� M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
A [(M � f) (f �m)]

� 1

2
 A [(M � f) (f �m)] + 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m �  
�
;

(ii) If � is 	-upper convex on [m;M ] ; then

1

2
	A [(M � f) (f �m)]� 1

4
(M �m)2

�
	�

�0� (M)� �0+ (m)
M �m

�
(3.17)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
	

�
A [(M � f) (f �m)]

� M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

� 1

2
	A [(M � f) (f �m)] ;

(iii) If � is( ;	)-convex on [m;M ] (with  < 	), then both inequalities (3.16)
and (3.17) hold simultaneously.

Proof. Follows by making use of Lemma 6 and utilising the monotonicity, linearity
and normality of the functional A. We omit the details. �

Corollary 8. Let e : E ! [m;M ] with e, e2; � � e 2 L. If A ! R is an isotonic
linear and normalised functional with A (e) = m+M

2 , then

1

2
 

�
1

2

�
m2 +M2

�
�A

�
e2
��

(3.18)

� � (m) + � (M)

2
�A (� � e)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
 

� �
1

2

�
m2 +M2

�
�A

�
e2
��

� 1

4
(M �m)

�
�0� (M)� �0+ (m)

�
+
1

2
 
�
mM �A

�
e2
��
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if � is  -lower convex on [m;M ] and

1

4
(M �m)

�
�0� (M)� �0+ (m)

�
+
1

2
	
�
mM �A

�
e2
��

(3.19)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
	

� �
1

2

�
m2 +M2

�
�A

�
e2
��

� � (m) + � (M)

2
�A (� � e)

� 1

2
	

�
1

2

�
m2 +M2

�
�A

�
e2
��

if � is 	-upper convex on [m;M ] :
If � is( ;	)-convex on [m;M ] (with  < 	), then both inequalities (3.18) and

(3.19) hold simultaneously.

Remark 4. Since the function g (t) := (M � t) (t�m) is concave on [m;M ], then
by using Jessen�s inequality for the concave function g we get

A [(M � f) (f �m)] � (M �A (f)) (A (f)�m) :

If � is  -lower convex on [m;M ] with  � 0; then by (3.16),

0 � 1

2
 A [(M � f) (f �m)](3.20)

� M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
A [(M � f) (f �m)]

�
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
(M �A (f)) (A (f)�m)

� 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
:

If  = 0; namely � is convex, then we obtain from (3.20) the following reverse of
Beesack-Peµcaríc result established in [16]

0 � M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)(3.21)

�
�0� (M)� �0+ (m)

M �m A [(M � f) (f �m)]

�
�
�0� (M)� �0+ (m)

M �m

�
(M �A (f)) (A (f)�m)

� 1

4
(M �m)

�
�0� (M)� �0+ (m)

�
:

This inequality was obtained for the discrete case in 2008, see [10, Proposition 8.2].
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If � is 	-upper convex on [m;M ] with 	 � 0; then by (3.17),

M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)�A (� � f)(3.22)

� 1

2
	A [(M � f) (f �m)] � 1

2
	 (M �A (f)) (A (f)�m)

� 1

8
	 (M �m)2 :

Moreover, if e : E ! [m;M ] with e, e2; � � e 2 L and A ! R is an isotonic
linear and normalised functional with A (e) = m+M

2 , then by (3.20) we get

0 � 1

2
 A [(M � e) (e�m)] � � (m) + � (M)

2
�A (� � e)(3.23)

�
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
A [(M � e) (e�m)]

� 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
provided � is  -lower convex on [m;M ] with  � 0; and by (3.22)

(3.24)
� (m) + � (M)

2
�A (� � e) � 1

2
	A [(M � e) (e�m)] � 1

8
	 (M �m)2 ;

provided � is 	-upper convex on [m;M ] with 	 � 0:

4. Applications for Jessen�s Inequality

We have the following reverse of Jessen�s inequality:

Theorem 8. Assume that � : [m;M ]! R is convex and f : E ! [m;M ] such that
� � f , f 2 L. If A : L! R is an isotonic linear and normalised functional, then

0 � A (� � f)� � (A (f)) �
�
M �A (f)
M �m

�A(f)_
m

(�) +

�
A (f)�m
M �m

� M_
A(f)

(�)(4.1)

�

8>>>>>>>>>>><>>>>>>>>>>>:

h
1
2 +

���A(f)�m+M
2

M�m

���iWMm (�) ;
h�

M�A(f)
M�m

�p
+
�
A(f)�m
M�m

�pi 1p ��WA(f)
m (�)

M�m

�q
+

�WM
A(f)(�)

M�m

�q� 1q
if p > 1; 1

p +
1
q = 1;

1
2

WM
m (�) +

1
2

���WA(f)m (�)�
WM
A(f) (�)

��� :
Proof. By the inequality (1.2) we have

(4.2) 0 � A (� � f)�� (A (f)) � M �A (f)
M �m � (m)+

A (f)�m
M �m � (M)�� (A (f)) :
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If we write the inequality (2.10) for t = A (f) 2 [m;M ] ; then we have

M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)� � (A (f))(4.3)

�
�
M �A (f)
M �m

�A(f)_
m

(�) +

�
A (f)�m
M �m

� M_
A(f)

(�)

�

8>>>>>>>>>>><>>>>>>>>>>>:

h
1
2 +

���A(f)�m+M
2

M�m

���iWMm (�) ;
h�

M�A(f)
M�m

�p
+
�
A(f)�m
M�m

�pi 1p ��WA(f)
m (�)

M�m

�q
+

�WM
A(f)(�)

M�m

�q� 1q
if p > 1; 1

p +
1
q = 1;

1
2

WM
m (�) +

1
2

���WA(f)m (�)�
WM
A(f) (�)

��� :
By making use of (4.2) and (4.3) we get (4.1). �

Corollary 9. Assume that � : [m;M ] ! R is convex and e : E ! [m;M ] such
that � � e, e 2 L. If A : L! R is an isotonic linear and normalised functional with
A (e) = m+M

2 , then

(4.4) 0 � A (� � e)� �
�
m+M

2

�
� 1

2

M_
m

(�) :

We observe that if � : [m;M ]! R is convex and monotonic on [m;M ] ; then by
(4.1) we have

0 � A (� � f)� � (A (f))(4.5)

�
�
M �A (f)
M �m

�
j� (A (f))� � (m)j+

�
A (f)�m
M �m

�
j� (A (f))� � (M)j

�

8>>>>>>>>>>>>><>>>>>>>>>>>>>:

h
1
2 +

���A(f)�m+M
2

M�m

���i j� (M)� � (m)j ;
h�

M�A(f)
M�m

�p
+
�
A(f)�m
M�m

�pi 1p
�
h�

j�(A(f))��(m)j
M�m

�q
+
�
j�(A(f))��(M)j

M�m

�qi 1q
if p > 1; 1

p +
1
q = 1;

1
2 j� (M)� � (m)j+

���� (A (f))� �(M)+�(m)
2

���
and by (4.4) we have

(4.6) 0 � A (� � e)� �
�
m+M

2

�
� 1

2
j� (M)� � (m)j :
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Using the inequality (3.1) for t = A (f) 2 [m;M ] ; we have

M �A (f)
M �m � (m) +

A (f)�m
M �m � (M)� � (A (f))(4.7)

� (M �A (f)) (A (f)�m)
M �m

�
�0� (M)� �0+ (m)

�
� 1

4
(M �m)

�
�0� (M)� �0+ (m)

�
:

This inequality together with (4.2) provides the following reverse of Jessen�s in-
equality established in [16]

0 � A (� � f)� � (A (f)) � (M �A (f)) (A (f)�m)
M �m

�
�0� (M)� �0+ (m)

�
(4.8)

� 1

4
(M �m)

�
�0� (M)� �0+ (m)

�
:

The integral version of this inequality was obtained in 2011 in [11].
If � : [m;M ]! R is convex and e : E ! [m;M ] such that � � e, e 2 L, then for

A : L! R an isotonic linear and normalised functional with A (e) = m+M
2 ,

(4.9) 0 � A (� � e)� �
�
m+M

2

�
� 1

4
(M �m)

�
�0� (M)� �0+ (m)

�
:

Theorem 9. Let � : [m;M ] � R ! R,  , 	 2 R, f : E ! [m;M ] be such that
� � f , f 2 L and A : L! R an isotonic linear and normalised functional on L:
(i) If � is  -lower convex on [m;M ] with  � 0; then

0 � 1

2
 
�
A
�
f2
�
� (A (f))2

�
(4.10)

� A (� � f)� � (A (f))

� (M �A (f)) (A (f)�m)
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
� 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
;

(ii) If � is convex and 	-upper convex on [m;M ] ; then

(4.11) 0 � A (� � f)� � (A (f)) � 1

2
	 (M �A (f)) (A (f)�m) � 1

8
	 (M �m)2 ;

(iii) If � is( ;	)-convex on [m;M ] with 0 �  < 	, then both inequalities (4.10)
and (4.11) hold simultaneously.

Proof. (i) If we take in the second inequality of (3.7) t = A (f) 2 [m;M ] ; then we
get

�� (A (f)) � (M �A (f)) (A (f)�m)
�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
;

which together with (4.2) produces the �rst two inequalities in (4.10). The last
part follows by the fact that

(M �A (f)) (A (f)�m) � 1

4
(M �m)2 :
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Now, since � := �� 1
2 `

2 is convex, then by Jessen�s inequality for � we get

0 � A
�
� � f

�
� � (A (f))

= A

�
� � f � 1

2
 f2

�
�
�
� (A (f))� 1

2
 (A (f))

2

�
= A (� � f)� � (A (f))� 1

2
 
�
A
�
f2
�
� (A (f))2

�
;

which proves the �rst part of (4.10).
(ii) If we take in the last inequality in (3.8) t = A (f) 2 [m;M ] ; then we also get

�� (A (f)) �
1

2
	 (M �A (f)) (A (f)�m) ;

which together with (4.2) proves the second inequality in (4.11). �

We have the following results related to the Hermite-Hadamard inequalities:

Corollary 10. Let � : [m;M ] � R ! R,  , 	 2 R, e : E ! [m;M ] be such
that � � e, e 2 L and A : L! R an isotonic linear and normalised functional with
A (e) = m+M

2 .
(i) If � is  -lower convex on [m;M ] with  � 0; then

0 � 1

2
 

 
A
�
e2
�
�
�
m+M

2

�2!
� A (� � e)� �

�
m+M

2

�
(4.12)

� 1

4
(M �m)2

�
�0� (M)� �0+ (m)

M �m � 1
2
 

�
;

(ii) If � is convex and 	-upper convex on [m;M ] ; then

(4.13) 0 � A (� � e)� �
�
m+M

2

�
� 1

8
	 (M �m)2 :

5. Inequalities for Logarithm

In order to compare the various upper bounds in the Hermite-Hadamard inequal-
ities for general isotonic functionals obtained above we consider the case of loga-
rithmic function � : [m;M ] � (0;1)! R, � (t) = � ln t: For this function we have
�0 (t) = � 1

t and �
00 (t) = 1

t2 : Therefore �
0 (t) 2

�
� 1
m ;�

1
M

�
and �00 (t) 2

�
1
M2 ;

1
m2

�
for t 2 [m;M ] :
Let g : E ! [m;M ] be such that � � g, g 2 L and A : L ! R an isotonic linear

and normalised functional with A (g) = m+M
2 . From (2.25) we get

(5.1) 0 � A (ln g)� lnG (m;M) � 1

2
ln

�
M

m

�
;

from (3.17)

(5.2) 0 � A (ln g)� lnG (m;M) � 1

Mm
A [(M � g) (g �m)] � 1

4mM
(M �m)2 ;

from (3.23) we have

0 � 1

2M2
A [(M � g) (g �m)] � A (ln g)� lnG (m;M)(5.3)

� 2M �m
2mM2

A [(M � g) (g �m)] � 2M �m
8mM2

(M �m)2
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and from (3.24) we have

(5.4) 0 � A (ln g)� lnG (m;M) � 1

2m2
A [(M � g) (g �m)] � 1

8m2
(M �m)2 :

Also, from (4.4) we have

(5.5) 0 � ln
�
m+M

2

�
�A (ln g) � 1

2
ln

�
M

m

�
;

from (4.9)

(5.6) 0 � ln
�
m+M

2

�
�A (ln g) � 1

4mM
(M �m)2 ;

from (4.12)

1

2M2

 
A
�
g2
�
�
�
m+M

2

�2!
� ln

�
m+M

2

�
�A (ln g)(5.7)

� 2M �m
8mM2

(M �m)2

and from (4.13)

(5.8) 0 � ln
�
m+M

2

�
�A (ln g) � 1

8m2
(M �m)2 :

We observe that if 0 < m < M <1; then
1

4mM
� 2M �m

8mM2
=

1

8M2
> 0

and
1

8m2
� 2M �m

8mM2
=
(M �m)2

8m2M2
> 0;

which show that the upper bound in (5.3) is better than either of the upper bounds
from (5.2) and (5.4). Also, the upper bound in (5.7) is better than either of the
upper bounds from (5.6) and (5.8).
If we consider the di¤erence

D (m;M) :=
1

2
ln

�
M

m

�
� 2M �m

8mM2
(M �m)2

on the domain � := f(m;M) j 0:1 � m �M � 1g, then the 3D plot D (m;M)
shows that it takes both positive and negative values, meaning that neither of the
bounds (5.1) or (5.3) is always best. The same conclusion applies for (5.5) and
(5.7).
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[7] S. S. Dragomir, On the Lupaş-Beesack-Peµcaríc inequality for isotonic linear functionals, Non-
linear Funct. Anal. & Appl., 7(2)(2002), 285-298.

[8] S. S. Dragomir, A generalisation of Cerone�s identity and applications, Oxford Tamsui J.
Math. Sci. 23(2007), No. 1, 79-90. Preprint RGMIA Res. Rep. Coll., 8(2) (2005), Art. 19.
[ONLINE: http://rgmia.vu.edu.au/v8n2.html].

[9] S.S. Dragomir, Approximating the Stieltjes integral of bounded functions and applications
for three point quadrature rules, Preprint RGMIA Res. Rep. Coll., 10 (2007), Supplement
[ONLINE http://rgmia.vu.edu.au/v10(E).html].

[10] S. S. Dragomir, Bounds for the deviation of a function from the chord generated by its
extremities. Bull. Aust. Math. Soc. 78 (2008), no. 2, 225�248.

[11] S.S. Dragomir, Reverses of the Jensen inequality in terms of the �rst derivative and applica-
tions, Acta Math. Vietnam. 38 (2013), 429�446. Preprint RGMIA Res. Rep. Coll. 14 (2011),
Art. 71 [Online http://rgmia.org/papers/v14/v14a71.pdf].

[12] S. S. Dragomir and N. M. Ionescu, On some inequalities for convex-dominated functions,
L�Anal. Num. Théor. L�Approx., 19 (1) (1990), 21-27.

[13] S. S. Dragomir and C. E. M. Pearce, Selected Topics on Hermite-Hadamard
Inequalities and Applications, RGMIA Monographs, Victoria University, 2000.
http://rgmia.vu.edu.au/monographs.html

[14] S. S. Dragomir, C. E. M. Pearce and J. E. Peµcaríc, On Jessen�s and related inequalities for
isotonic sublinear functionals, Acta. Sci. Math. (Szeged), 61 (1995), 373-382.

[15] S. S. Dragomir and K. Nikodem, Jensen�s and Hermite-Hadamard�s type tnequalities for
lower and strongly convex functions on normed spaces, Preprint RGMIA Res. Rep. Coll. 19
(2016), Art. 181. [Online http://rgmia.org/papers/v19/v19a181.pdf].

[16] R. Jak�íc and J. Peµcaríc, New converses of the Jessen and Lah-Ribariµc inequalities II. J.
Math. Inequal. 7 (2013), no. 4, 617�645.

[17] A. Lupaş, A generalisation of Hadamard�s inequalities for convex functions, Univ. Beograd.
Elek. Fak., 577-579 (1976), 115-121.

[18] P. Lah and M. Ribariµc, Converse of Jensen�s inequality for convex functions. Univ. Beograd.
Publ. Elektrotehn. Fak. Ser. Mat. Fiz. No. 412�460, 201�205

[19] Z. Liu, Re�nement of an inequality of Grüss type for the Riemann-Stieltjes integral, Soochow
J. Math., 30(4) (2004), 483-489.

[20] K. Nikodem, On strongly convex functions and related classes of functions, in: T.M. Rassias
(ed.) Handbook of Functional Equations. Functional Inequalities, 365-405, Springer Opti-
mization and Its Application 95, Springer, New York, 2014.

[21] K. Nikodem and Zs. Páles, Characterizations of inner product spaces by strongly convex
functions, Banach J. Math. Anal. 5 (2011), no.1, 83�87. 175�182, Springer Basel 2012.

[22] J .E. Peµcaríc, On Jessen�s inequality for convex functions (III), J. Math. Anal. Appl., 156
(1991), 231-239.

[23] J. E. Peµcaríc and P. R. Beesack, On Jessen�s inequality for convex functions (II), J. Math.
Anal. Appl., 156 (1991), 231-239.

[24] J. E. Peµcaríc and S. S. Dragomir, A generalisation of Hadamard�s inequality for isotonic linear
functionals, Radovi Mat. (Sarjevo), 7 (1991), 103-107.
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