SOME EXTREME POINTS

LOREDANA CIURDARIU

Abstract. In this paper we will obtain using a method with principal minors, the local extreme points for two special functions which can be used for a Young-type inequality.

1. Introduction

The classical inequality of Young is

\[ a^{\nu} b^{1-\nu} < \nu a + (1-\nu)b, \]

where \( a \) and \( b \) are distinct positive real numbers and \( 0 < \nu < 1 \), see [9].

In the paper of [1] are proven new inequalities which extend many generalizations of Young’s inequality given before. The following inequality is a refinement of the left-hand side of a refinement of the inequality of Young proved in 2010 and 2011 by Kittaneh and Manasrah [8] and [7]. Many generalizations and refinements of Young’s inequality are given also in [2], [3], [4], [5] and references therein.

Theorem 1. ([1]) Let \( \lambda, \nu \) and \( \tau \) be real numbers with \( \lambda \geq 1 \) and \( 0 < \nu < \tau < 1 \). Then

\[ \left( \frac{\nu}{\tau} \right)^{\lambda} \frac{A_{\nu}(a, b)^{\lambda} - G_{\nu}(a, b)^{\lambda}}{A_{\tau}(a, b)^{\lambda} - G_{\tau}(a, b)^{\lambda}} < \left( \frac{1 - \nu}{1 - \tau} \right)^{\lambda}, \]

for all positive and distinct real numbers \( a \) and \( b \). Moreover, both bounds are sharp.

2. Local extreme points using principal minors of Hessian matrix for a special two variable function

We suppose that \( a, b > 0 \) are two distinct numbers. In [1]), the authors proved in Theorem 1 a generalization of Young inequality considering a function where they used the variable \( \nu \) instead of \( \frac{1}{p} \) and variabise \( a \) and \( b \). We shall consider instead the two variables function

\[ f(a, b) = \frac{1}{p} a^{p} + \frac{1}{q} b^{q} - ab - \frac{p_1}{p} \left( \frac{1}{p_1} a^{p} + \frac{1}{q_1} b^{q} - a^{\frac{p}{p_1}} b^{\frac{q}{q_1}} \right), \]
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where \( a, b > 0, a \neq 1, b \neq 1, p, p_1, q, q_1 > 0 \) and we study some properties of this function.

We will find below the stationary points of this function.

**Proposition 1.** (a) The stationary points of previous function are \( A(b^{q-1}, b) \), for every \( b > 0 \) and \( b \neq 1 \), if \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( \frac{1}{p_1} + \frac{1}{q_1} = 1 \).

(b) The local extreme points of previous function are \( A(b^{q-1}, b) \), if in addition, \( p > p_1 > 1 \). In this case previous local extreme points are local minimum points.

**Proof.** (a) In order to find the stationary points it is necessary to solve the sistem:

\[
\begin{align*}
\frac{\partial f}{\partial a} &= -b + a \frac{p}{p_1 - 1} b^{q-1} = 0 \\
\frac{\partial f}{\partial b} &= b^{q-1} \left( 1 - \frac{p q}{q_1 p} \right) - a + \frac{q q_1}{q_1 p} a \frac{p}{p_1 - 1} b^{q-1} = 0
\end{align*}
\]

which, by calculus becomes,

\[
\begin{align*}
a \frac{p}{p_1 - 1} b^{q-1} &= 1 \\
a &= b^{q-1}
\end{align*}
\]

because we can replace \( b^{q-1} \) by \( \frac{1}{a} \) in the second equation and take into account that \( \frac{p q}{q_1 p} \neq 1 \) in our hypothesis, when \( p_1 \neq p \).

We can see that the second equation of our last system, \( a = b^{q-1} \) verifies the first equation of the system, \( a \frac{p}{p_1 - 1} b^{q-1} = 1 \), if \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( \frac{1}{p_1} + \frac{1}{q_1} = 1 \).

Therefore the stationary points are the points, \( A(b^{q-1}, b) \). We see also that \( f(b^{q-1}, b) = 0 \).

(b) Now we will compute the Hessian matrix of the function \( f \) in these points.

The partial second derivatives of the function \( f \) will be:

\[
\begin{align*}
\frac{\partial^2 f}{\partial a^2} &= \left( \frac{p}{p_1 - 1} \right) a \frac{p}{p_1 - 2} b^{q-1}, \\
\frac{\partial^2 f}{\partial a \partial b} &= \frac{\partial^2 f}{\partial b \partial a} = -1 + \frac{q q_1}{q_1 p} a \frac{p}{p_1 - 1} b^{q-1}, \\
\frac{\partial^2 f}{\partial b^2} &= (q - 1) \left( 1 - \frac{p q}{q_1 p} \right) b^{q-2} + \frac{p q}{q_1 p} \left( \frac{q}{q_1} - 1 \right) a \frac{p}{p_1 - 1} b^{q-2}.
\end{align*}
\]

Then \( \Delta_1 = \left( \frac{p}{p_1} - 1 \right) a^{-1} b > 0 \) if \( \frac{p}{p_1} > 1 \) and \( \Delta_1 < 0 \) if \( \frac{p}{p_1} < 1 \). By calculus we have,

\[
\Delta_2 = \left( \frac{p}{p_1} - 1 \right) \left[ (q - 1) \left( 1 - \frac{p q}{q_1 p} \right) + \frac{p q}{q_1 p} \left( \frac{q}{q_1} - 1 \right) \right] - \left( \frac{q}{q_1} - 1 \right)^2
\]

or

\[
\Delta_2 = 0,
\]

by calculus, taking into account that \( \frac{1}{p} + \frac{1}{q} = 1 \) and \( \frac{1}{p_1} + \frac{1}{q_1} = 1 \).

Because \( \Delta_1 > 0, \Delta_2 = 0 \), that means they are greather or equal than zero and the principal minors of Hessian of \( f \) are positive, i.e. \( d_1 = \Delta_1 > 0 \) and

\[
d_2 = \frac{a}{b} \left[ (q - 1) \left( 1 - \frac{p q}{q_1 p} \right) + \frac{p q}{q_1 p} \left( \frac{q}{q_1} - 1 \right) \right] = \frac{a}{b} \frac{p - p_1}{p_1 (p - 1)^2} > 0,
\]

then the Hessian matrix of the function \( f \) is semi-positive definite. The used criterion is like a generalization of Sylvester criterion and can be found also on [10], [11] and many books and papers.
Figure 1. The function $g(x,y)$ on $[0,16] \times [0,16]$ when $p = \frac{7}{4}, q = \frac{7}{4}$.

Here the function
$$g(x,y) = \frac{3}{7} x^\frac{7}{4} + \frac{4}{7} y^\frac{7}{4} - xy$$
from Figure 1 is used in the classical Young’s inequality for particular values of $p$ and $q$.

3. Local extreme points using principal minors of Hessian matrix for a special three variable function

We suppose that $a, b, c > 0$ are three distinct numbers and $p_1, p_2, p_3 > 0$, $p_1', p_2', p_3' > 0$ with $\frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1$ and $\frac{1}{p_1'} + \frac{1}{p_2'} + \frac{1}{p_3'} = 1$.

Theorem 2. The stationary points for the three variables function
$$f(a, b, c) = \frac{1}{p_1} a^{p_1} + \frac{1}{p_2} b^{p_2} + \frac{1}{p_3} c^{p_3} - abc - \frac{p_1'}{p_1} \left( \frac{1}{p_1} a^{p_1} + \frac{1}{p_2} b^{p_2} + \frac{1}{p_3} c^{p_3} - \frac{p_1}{p_1} a^{p_1} + \frac{p_2}{p_2} b^{p_2} + \frac{p_3}{p_3} c^{p_3} \right)$$
are $A(\frac{p_3}{p_1}, \frac{p_2}{p_1}, c)$ with $c > 0$, $c \neq 1$. 
Proof. Like before first we will find the stationary points from the following system:

\[
\begin{align*}
\frac{\partial f}{\partial x} &= -bc + a^2 \frac{p_1}{p_2} - \frac{p_2}{p_3} c p_3 = 0 \\
\frac{\partial f}{\partial y} &= b^{p_2-1} \left(1 - \frac{p_1 p_2}{p_3 p_2}ight) - ac \left(1 - \frac{p_1 p_2}{p_1 p_2} a^{p_2-1} \frac{p_2}{p_3} c p_3 - 1\right) = 0 \\
\frac{\partial f}{\partial z} &= c^{p_3-1} \left(1 - \frac{p_1 p_2}{p_1 p_3} a^{p_3-1} \frac{p_3}{p_2} - 1\right) = 0
\end{align*}
\]

which, by calculus becomes,

\[
\begin{align*}
\frac{p_1}{p_2} a^{p_1} b^{p_2} c^{p_3} &= abc \\
b^{p_2} \left(1 - \frac{p_1}{p_1} \frac{p_2}{p_2} \frac{p_3}{p_2}\right) &= abc \left(1 - \frac{p_1 p_2}{p_1 p_2} a^{p_2-1} \frac{p_2}{p_3} c p_3 - 1\right) \\
c^{p_3} \left(1 - \frac{p_1 p_2}{p_1 p_3} a^{p_3-1} \frac{p_3}{p_2} - 1\right) &= abc \left(1 - \frac{p_1 p_2}{p_1 p_3} a^{p_3-1} \frac{p_3}{p_2} c p_3 - 1\right)
\end{align*}
\]

When \(c \neq 1\), by calculus using the hypothesis that \(\frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1\) and \(\frac{1}{p_1} + \frac{1}{p_2} + \frac{1}{p_3} = 1\) we obtain \(a = c^{\frac{p_3}{p_1}}\) and \(b = c^{\frac{p_3}{p_2}}\). If \(c = 1\) then we have, the stationary point \(A(1, 1, 1)\), but then \(a, b, c\) are not distinct numbers. We find by an easy calculus that,

\[
f(c^{\frac{p_3}{p_1}}, c^{\frac{p_3}{p_2}}, c) = 0.
\]

The function

\[
f(x, y) = \frac{3}{7} x^7 + \frac{4}{7} y^7 - xy - \frac{5}{3} \frac{3}{5} x^7 + \frac{2}{7} y^7 - x^7 y\]

in the Figure 2 is a particular case from the generalized Young’s inequality for \(\lambda = 1\), given by [1].

**Theorem 3.** The local extreme points of the above function are \(A(c^{\frac{p_3}{p_1}}, c^{\frac{p_3}{p_2}}, c)\). If the following conditions are satisfied

\[
\frac{p_1}{p_2} - 1 \geq \max\left\{\frac{1}{p_2}, \frac{1}{p_1}, \frac{1}{p_3}\right\},
\]

then these points are local minimum points for the function \(f\).

**Proof.** We use the criterion with principal minors because we will see that the third determinant , \(\Delta_3\) from Sylvester criterion will be zero.

But for the beginning it is necessary to compute the second derivatives of the function \(f\) and then the Hessian matrix in our points \(A(c^{\frac{p_3}{p_1}}, c^{\frac{p_3}{p_2}}, c)\).

We have,

\[
\frac{\partial^2 f}{\partial a^2} = \left(\frac{p_1}{p_1} - 1\right) a^{p_1-2} b c^{p_3},
\]

\[
\frac{\partial^2 f}{\partial b^2} = (p_2 - 1)b^{p_2-2} \left(1 - \frac{p_1 p_2}{p_3 p_2} + \frac{p_1}{p_1} \frac{p_2}{p_1} \frac{2}{p_2} - 1\right) a^{p_1} b^{p_2-2} c^{p_3},
\]

\[
\frac{\partial^2 f}{\partial c^2} = c^{p_3-2} \left(1 - \frac{p_1 p_2}{p_3 p_2} + \frac{p_1}{p_1} \frac{p_2}{p_1} \frac{2}{p_2} - 1\right) a^{p_1} b^{p_2} c^{p_3-2}.
\]
Figure 2. The function $f(x,y)$ on $[0,16] \times [0,16]$ when $p = \frac{7}{3}, q = \frac{7}{4}, p_1 = \frac{5}{3}, q_1 = \frac{5}{2}$. 

\[
\frac{\partial^2 f}{\partial c^2} = \left( p_3 - 1 \right) e^{p_3 - 2} \left( 1 - \frac{p_1}{p_1 p_3} \right) + \frac{p_1 p_3}{p_1 p_3} \left( \frac{p_3}{p_3} - 1 \right) e^{p_2} \frac{c}{b} e^{p_3},
\]

\[
\frac{\partial^2 f}{\partial a \partial b} = \frac{\partial^2 f}{\partial b \partial a} = -c + \frac{p_2}{p_2} \frac{a^p}{b^q} e^{p_3},
\]

\[
\frac{\partial^2 f}{\partial a \partial c} = \frac{\partial^2 f}{\partial c \partial a} = -b + \frac{p_3}{p_3} \frac{a^p}{b^q} e^{p_3} e^{p_3},
\]

\[
\frac{\partial^2 f}{\partial b \partial c} = \frac{\partial^2 f}{\partial c \partial b} = a + \frac{p_1 p_2}{p_1 p_2} \frac{a^p}{b^q} e^{p_3} e^{p_3}.
\]

In our points, these derivatives, by calculus, become:

\[
\frac{\partial^2 f}{\partial a^2} (c^{p_1}, c^{p_2}, c) = \left( \frac{p_1}{p_1} - 1 \right) c^{p_3(1 - \frac{1}{p_1})},
\]

\[
\frac{\partial^2 f}{\partial b^2} (c^{p_1}, c^{p_2}, c) = \left( p_2 - 1 - \frac{p_1 p_2}{p_1 p_2} + \frac{p_1 p_2}{p_1 (p_2)^2} \right) c^{p_3(1 - \frac{1}{p_2})}.
\]
\[
\frac{\partial^2 f}{\partial c^2} (c_{11}, c_{12}, c) = \left( p_3 - 1 - \frac{p_1 p_2^2}{p_1 p_3} + \frac{p_1}{p_1 (p_3)^2} \right) e^{p_3 - 2},
\]

\[
\frac{\partial^2 f}{\partial a \partial b} (c_{11}, c_{12}, c, c) = c \left( \frac{p_3}{p_2} - 1 \right),
\]

\[
\frac{\partial^2 f}{\partial a \partial c} (c_{11}, c_{12}, c) = e^{c_{12}} \frac{p_3}{p_3} - 1, \]

\[
\frac{\partial^2 f}{\partial b \partial c} (c_{11}, c_{12}, c) = e^{c_{12}} \frac{p_3}{p_3} - 1.
\]

Then we replace these values in the Hessian matrix,

\[
H_f(A) = \begin{pmatrix}
\frac{\partial^2 f}{\partial a^2} (c_{11}, c_{12}, c) & \frac{\partial^2 f}{\partial a \partial b} (c_{11}, c_{12}, c) & \frac{\partial^2 f}{\partial a \partial c} (c_{11}, c_{12}, c) \\
\frac{\partial^2 f}{\partial b \partial a} (c_{11}, c_{12}, c) & \frac{\partial^2 f}{\partial b^2} (c_{11}, c_{12}, c) & \frac{\partial^2 f}{\partial b \partial c} (c_{11}, c_{12}, c) \\
\frac{\partial^2 f}{\partial c \partial a} (c_{11}, c_{12}, c) & \frac{\partial^2 f}{\partial c \partial b} (c_{11}, c_{12}, c) & \frac{\partial^2 f}{\partial c^2} (c_{11}, c_{12}, c)
\end{pmatrix}
\]

and we compute the three determinants from the Sylvester’s criterion, \(\Delta_1, \Delta_2\) and \(\Delta_3\).

We get,

\[
\Delta_1 = \left( \frac{p_1}{p_1} - 1 \right) e^{p_3(1 - \frac{1}{p_1})},
\]

\[
\Delta_2 = e^2 \left\{ \left( \frac{p_1}{p_1} - 1 \right) \left[ p_2 - 1 - \frac{p_1 p_2^2}{p_1 p_2} + \frac{p_1}{p_1 (p_2)^2} \right] - \left( \frac{p_2}{p_2} - 1 \right)^2 \right\}
\]

and

\[
\Delta_3 = \det H_f(A) = 0,
\]

like in the case of the two variable function \(f\) which have two variables.

Therefore we will use the principal minors criterion, see [10], [11] which implies the calculation of all determinants obtained by elimination of the same rows and columns of the Hessian matrix, in this case. These determinants must be greater or equal with zero in order that the Hessian to be semi-positive definite.

In this way we have, in addition, the following principal minors:

\[
\Delta'_{1212} = e^{p_3 - 2} \left[ p_3 - 1 - \frac{p_1 p_2^2}{p_1 p_3} + \frac{p_1}{p_1 (p_3)^2} \right],
\]

\[
\Delta'_{1313} = e^{p_3(1 - \frac{1}{p_2})} \left[ p_2 - 1 - \frac{p_1 p_2^2}{p_1 p_2} + \frac{p_1}{p_1 (p_2)^2} \right],
\]

\[
\Delta'_{2323} = \Delta_1,
\]

\[
\Delta'_{11} = a^2 \left\{ p_3 - 1 - \frac{p_1 p_2^2}{p_1 p_3} + \frac{p_1}{p_1 (p_3)^2} \right\} \left[ p_2 - 1 - \frac{p_1 p_2^2}{p_1 p_2} + \frac{p_1}{p_1 (p_2)^2} \right] - \left( 1 - \frac{p_1 p_2 p_3}{p_1 p_2 p_3} \right)^2,
\]

\[
\Delta'_{11} = a^2 \left\{ p_3 - 1 - \frac{p_1 p_2^2}{p_1 p_3} + \frac{p_1}{p_1 (p_3)^2} \right\} \left[ p_2 - 1 - \frac{p_1 p_2^2}{p_1 p_2} + \frac{p_1}{p_1 (p_2)^2} \right] - \left( 1 - \frac{p_1 p_2 p_3}{p_1 p_2 p_3} \right)^2,
\]
\[ \Delta_{22}' = b^2 \left\{ \left( \frac{p_1}{p_1} - 1 \right) \left[ p_3 - 1 - \frac{p_1}{p_1} \frac{p_3}{p_3} + \frac{p_1}{p_1} \left( \frac{p_3^2}{p_3^2} \right) \right] - \left( \frac{p_3}{p_3} - 1 \right)^2 \right\} \]

and

\[ \Delta_{33}' = \Delta_2. \]

We can notice that \( \Delta_{1212}' \geq 0 \) and \( \Delta_{1313}' \geq 0 \) are fulfilled when \( p_1 > p_1' \) because the conditions \( \Delta_2 \geq 0 \) and \( \Delta_{22} \geq 0 \) are stronger. So we have thus only the following three conditions: \( \Delta_2 \geq 0, \Delta_{22} \geq 0 \) and \( \Delta_{11} \geq 0. \)

By calculus these conditions will be: \( p_2 \left( \frac{p_2}{p_1} - 1 \right) \geq | \frac{p_2}{p_1} - \frac{p_2}{p_2} |, \)

\[ p_3 \left( \frac{p_3}{p_1} - 1 \right) \geq | \frac{p_3}{p_1} - \frac{p_3}{p_3} |, \]

\[ 1 \geq \frac{1}{p_2} \left( \frac{p_1}{p_1} - \frac{p_2}{p_2} \right)^2 + \frac{1}{p_3} \left( \frac{p_1}{p_1} - \frac{p_3}{p_3} \right)^2 + \frac{1}{p_1 \ p_2 \ p_3} \left( \frac{p_2}{p_2} - \frac{p_3}{p_3} \right)^2. \]

**Example 1.** We choose \( p_1 = 10, p_2 = 2, p_3 = \frac{10}{4} \) and \( p_1' = 6, p_2' = 3, p_3' = 2 \) and the function \( f \) is,

\[ f(a, b, c) = \frac{1}{10} a^{10} + \frac{1}{2} b^2 + 2 \frac{c^5}{5} - abc - \frac{3}{5} \left( \frac{1}{6} a^6 + \frac{1}{3} b^2 + \frac{1}{2} c^5 - a^2 b^2 c^2 \right). \]

We see that \( \Delta_3 = 0 \) and the three hypothesis of Theorem 3 are satisfied, where

\[ H_f(A) = \begin{pmatrix} 2 & -\frac{1}{3} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{7}{15} & -\frac{1}{15} \\ -\frac{1}{3} & -\frac{1}{2} & \frac{9}{16} \end{pmatrix}, \]

and the principal minors are positive.

**References**


Department of Mathematics, "Politehnica" University of Timisoara, P-ta. Victoriei, No.2, 300006-Timisoara