
ON SOME INEQUALITIES FOR DOUBLE AND PATH
INTEGRALS ON GENERAL DOMAINS

SILVESTRU SEVER DRAGOMIR1;2

Abstract. In this paper, by the use of the celebrated Green�s identity for
double and path integrals, we establish some integral inequalities for functions
of two variables de�ned on closed and bounded subsets of the plane R2: Some
examples for rectangles and disks are also provided.

1. Introduction

In paper [1], the authors obtained among others the following results concerning
the di¤erence between the double integral on the disk and the values in the center
or the path integral on the circle:

Theorem 1. If f : D (C;R) ! R has continuous partial derivatives on D (C;R) ;
the disk centered in the point C = (a; b) with the radius R > 0; and
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where � (C;R) is the circle centered in C = (a; b) with the radius R > 0 and
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In the same paper [1] the authors also established the following Ostrowski type
inequality:

Theorem 2. If f has bounded partial derivatives on D(0; 1), then
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For other integral inequalities for double integrals see [2]-[14].
In this paper, by the use of the celebrated Green�s identity for double and path

integrals, we establish some integral inequalities for functions of two variables de-
�ned on closed and bounded subsets of the plane R2: Some examples for rectangles
and disks are also provided.

2. Main Results

Let @D be a simple, closed counterclockwise curve in the xy-plane, bound-
ing a region D. Let L and M be scalar functions de�ned at least on an open
set containing D. Assume L and M have continuous �rst partial derivatives.
Then the following equality is well known as the Green theorem (see for instance
https://en.wikipedia.org/wiki/Green%27s_theorem)

(G)
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(L (x; y) dx+M (x; y) dy) :

Moreover, if the curve @D is described by the function r (t) = (x (t) ; y (t)) ;
t 2 [a; b] ; with x, y di¤erentiable on (a; b) then we can calculate the path integral
asI
@D

(L (x; y) dx+M (x; y) dy) =

Z b

a

[L (x (t) ; y (t))x0 (t) +M (x (t) ; y (t)) y0 (t)] dt:

By applying this equality for real and imaginary parts, we can also state it for
complex valued functions P and Q:
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For a function f : D ! C having partial derivatives on the domain D we de�ne
�@f;D : D ! C as

�@f;D (x; y) := (x� y)
�
@f (x; y)

@x
� @f (x; y)

@y

�
:

We need the following identity, [5]:

Lemma 1. Let @D be a simple, closed counterclockwise curve in the xy-plane,
bounding a region D. Assume that the function f : D ! C has continuous partial
derivatives on the domain D: Then

1

2

I
@D

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]�
Z Z

D

f (x; y) dxdy(2.1)

=
1

2

Z Z
D

�@f;D (x; y) dxdy:

Proof. Consider the functions

M (x; y) := (x� y) f (x; y) and L (x; y) := (x� y) f (x; y)

for (x; y) 2 D:
We have

@

@x
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@x
and

@
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@y

for (x; y) 2 D:
If we add these two equalities, then we get
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By employing (2.3) and (2.4) we deduce the desired equality (2.1). �
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Corollary 1. With the assumptions of Lemma 1 and if the curve @D is described
by the function r (t) = (x (t) ; y (t)) ; t 2 [a; b] ; with x, y di¤erentiable on (a; b) ;
then
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We have the following result:

Theorem 3. Let @D be a simple, closed counterclockwise curve in the xy-plane,
bounding a region D. Assume that the function f : D ! C has continuous partial
derivatives on the domain D: Then������
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Using Hölder�s integral inequality we haveZ Z
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and by (2.7) we get the desired result (2.6). �

Corollary 2. With the assumptions of Theorem 3 and if there exist the constant
L > 0 such that
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Theorem 4. With the assumptions of Theorem 3 and if the curve @D is described
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We also have the bounds
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kfk@D;p :=
�Z

@D

jf (x; y)jp d`
�1=p

; p � 1

and

kfk@D;1 sup
(x;y)2@D

jf (x; y)j :

Proof. From the identity (2.1) we have����Z Z
D

f (x; y) dxdy � 1
2

Z Z
D

(x� y)
�
@f (x; y)

@y
� @f (x; y)

@x

�
dxdy

����
=
1

2

������
I
@D

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

������
� 1

2

Z b

a

jf (x (t) ; y (t))j jx (t)� y (t)j jx0 (t) + y0 (t)j dt =M (f; @D) :



INEQUALITIES FOR DOUBLE AND PATH INTEGRALS 7

By Hölder�s integral inequality we have

Z b

a

jf (x (t) ; y (t))j jx (t)� y (t)j jx0 (t) + y0 (t)j dt

�

8>>>>>>>><>>>>>>>>:

supt2[a;b] jf (x (t) ; y (t))j
R b
a
jx (t)� y (t)j jx0 (t) + y0 (t)j dt;

�R b
a
jf (x (t) ; y (t))jp dt

�1=p �R b
a
jx (t)� y (t)jq jx0 (t) + y0 (t)jq dt
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1
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a
jf (x (t) ; y (t))j dt supt2[a;b] [jx (t)� y (t)j jx0 (t) + y0 (t)j] ;

which proves the inequality (2.11).
By the elementary inequality

jz + wj �
p
2
p
z2 + w2 for z; w 2 R

we have

jx0 (t) + y0 (t)j �
p
2
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M (f; @D) �
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By using Hölder�s inequality for arc-lenght integral we haveZ
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p +
1
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which proves the last part of (2.13). �

3. Examples for Rectangles

Let a < b and c < d: Put A = (a; c) ; B = (b; c) ; C = (b; d) ; D = (a; d) 2 R2
the vertices of the rectangle ABCD = [a; b]� [c; d] : Consider the counterclockwise
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segments

AB :

8<: x = (1� t) a+ tb

y = c
; t 2 [0; 1]

BC :

8<: x = b

y = (1� t) c+ td
; t 2 [0; 1]

CD :

8<: x = (1� t) b+ ta

y = d
; t 2 [0; 1]

and

DA :

8<: x = a

y = (1� t) d+ tc
; t 2 [0; 1] :

Therefore @ (ABCD) = AB [BC [ CD [DA.
We have I

AB

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

= (b� a)
Z 1

0

((1� t) a+ tb� c) f ((1� t) a+ tb; c) dt

= (b� a)
Z 1

0

(t (b� a) + a� c) f ((1� t) a+ tb; c) dt;

I
BC

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

= (d� c)
Z 1

0

(b� (1� t) c� td) f (b; (1� t) c+ td) dt

= (d� c)
Z 1

0

(b� c� t (d� c)) f (b; (1� t) c+ td) dt;

I
CD

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

= (a� b)
Z 1

0

((1� t) b+ ta� d) f ((1� t) b+ ta; d) dt

= (a� b)
Z 1

0

(t (a� b) + b� d) f ((1� t) b+ ta; d) dt

= (a� b)
Z 1

0

((1� t) (a� b) + b� d) f ((1� t) a+ tb; d) dt

= (b� a)
Z 1

0

(d� a� t (b� a)) f ((1� t) a+ tb; d) dt
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and I
DA

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

= (c� d)
Z 1

0

(a� (1� t) d� tc) f (a; (1� t) d+ tc) dt

= (c� d)
Z 1

0

(a� td� (1� t) c) f (a; (1� t) c+ td) dt

= (d� c)
Z 1

0

(t (d� c) + c� a) f (a; (1� t) c+ td) dt:

Therefore I
@(ABCD)

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

= (b� a)
Z 1

0

(t (b� a) + a� c) f ((1� t) a+ tb; c) dt

+ (b� a)
Z 1

0

(d� a� t (b� a)) f ((1� t) a+ tb; d) dt

+ (d� c)
Z 1

0

(b� c� t (d� c)) f (b; (1� t) c+ td) dt

+ (d� c)
Z 1

0

(t (d� c) + c� a) f (a; (1� t) c+ td) dt:

If we make the change of variable (1� t) a + tb = x; then dx = (b� a) dt;
t = x�a

b�a : Also for the change of variable (1� t) c+ td = y; we have dy = (d� c) dt
and t = y�c

d�c : Therefore

(3.1)
I

@(ABCD)

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

=
1

2

Z b

a

[(x� c) f (x; c) + (d� x) f (x; d)] dx

+
1

2

Z d

c

[(b� y) f (b; y) + (y � a) f (a; y)] dy:

If [a; b] = [c; d] ; then by (3.1) we get

(3.2)
I

@(ABCD)

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

=
1

2

Z b

a

[(x� a) f (x; a) + (b� x) f (x; b)] dx

+
1

2

Z b

a

[(b� y) f (b; y) + (y � a) f (a; y)] dy:
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Observe that for q � 1Z b

a

Z b

a

jx� yjq dxdy =
Z b

a

(b� x)q+1 + (x� a)q+1

q + 1
dx =

2 (b� a)q+2

(q + 1) (q + 2)

and, in particular, Z b

a

Z b

a

jx� yj dxdy = (b� a)3

3
:

Also,
sup

(x;y)2[a;b]�[c;d]
jx� yj = b� a:

By making use of Theorem 3 we can state:

Proposition 1. Assume that the function f : [a; b]2 ! C has continuous partial
derivatives on the domain [a; b]2 : Then

(3.3)

�����12
Z b

a

[(x� a) f (x; a) + (b� x) f (x; b)] dx

+
1

2

Z b

a

[(b� y) f (b; y) + (y � a) f (a; y)] dy �
Z b

a

Z b

a

f (x; y) dxdy

�����

� 1

2

8>>>>>>>>>><>>>>>>>>>>:

(b�a)3
3




@f@x � @f
@y





[a;b]2;1

;

21=q(b�a)1+2=q

(q+1)1=q(q+2)1=q




@f@x � @f
@y





[a;b]2;p

where p; q > 1 with 1
p +

1
q = 1;

(b� a)



@f@x � @f

@y





[a;b]2;1

:

We also haveZ b

a

Z d

c

(x� y)2 dxdy =
Z b

a

 Z d

c

(y � x)2 dy
!
dx

=
1

3

Z b

a

h
(x� c)3 � (x� d)3

i
dx

=
1

12

h
(b� c)4 � (a� c)4 � (d� b)4 + (d� a)4

i
:

We have:

Proposition 2. Assume that the function f : [a; b] � [c; d] ! C has continuous
partial derivatives on the domain [a; b]� [c; d] : Then

(3.4)

�����12
Z b

a

[(x� c) f (x; c) + (d� x) f (x; d)] dx

+
1

2

Z d

c

[(b� y) f (b; y) + (y � a) f (a; y)] dy �
Z b

a

Z d

c

f (x; y) dxdy

�����
�
p
3

12





@f@x � @f@y





[a;b]�[c;d];2

h
(b� c)4 � (a� c)4 � (d� b)4 + (d� a)4

i1=2
:
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The proof follows by the inequality (2.6) for p = q = 2 and D = [a; b]� [c; d] :
By utilising Corollary 2 we also have:

Proposition 3. Assume that the function f : [a; b] � [c; d] ! C has continuous
partial derivatives on the domain [a; b] � [c; d] and there exist the constant L > 0
such that

(3.5)

����@f (x; y)@x
� @f (x; y)

@y

���� � L jx� yj for (x; y) 2 [a; b]� [c; d] ;
then we have

(3.6)

�����12
Z b

a

[(x� c) f (x; c) + (d� x) f (x; d)] dx

+
1

2

Z d

c

[(b� y) f (b; y) + (y � a) f (a; y)] dy �
Z b

a

Z d

c

f (x; y) dxdy

�����
� 1

24
L
h
(b� c)4 � (a� c)4 � (d� b)4 + (d� a)4

i
:

4. Examples for Disks

We consider the closed disk D (O;R) centered in O (0; 0) and of radius R > 0:
This is parametrized by8<: x = r cos �

y = r sin �
; r 2 [0; R] ; � 2 [0; 2�]

and the circle C (O;R) is parametrized by8<: x = R cos �

y = R sin �
; � 2 [0; 2�] :

Observe that, if f : D (O;R)! R, thenI
C(O;R)

[(x� y) f (x; y) dx+ (x� y) f (x; y) dy]

= �
Z 2�

0

R (R cos � �R sin �) sin �f (R cos � + a;R sin � + b) d�

+

Z 2�

0

R (R cos � �R sin �) cos �f (R cos � + a;R sin � + b) d�

= R2
Z 2�

0

f (R cos � + a;R sin � + b) (cos � � sin �)2 d�:

Also, we haveZ Z
D(O;R)

f (x; y) dxdy =

Z R

0

Z 2�

0

f (r cos �; r sin �) rdrd�
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and Z Z
D(O;R)

(x� y)2 dxdy =
Z R

0

Z 2�

0

(R cos � �R sin �)2 rdrd�

=
1

2
R4
Z 2�

0

(cos � � sin �)2 d�

=
1

2
R4
Z 2�

0

(1� 2 sin � cos �) d� = �R4:

Proposition 4. Assume that the function f : D (O;R)! C has continuous partial
derivatives on the domain D (O;R) and there exist the constant L > 0 such that

(4.1)

����@f (x; y)@x
� @f (x; y)

@y

���� � L jx� yj for (x; y) 2 D (O;R) ;
then

(4.2)

����12R2
Z 2�

0

f (R cos � + a;R sin � + b) (cos � � sin �)2 d�

�
Z R

0

Z 2�

0

f (r cos �; r sin �) rdrd�

����� � 1

2
L�R4:

The proof follows by Corollary 2 for D = D (O;R) :
Similar results may be obtained by employing the other inequalities above. The

details are left to the interested reader.
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